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Resumo

A radiografia de tórax é um exame comumente realizado que se tornou especialmente

importante durante a pandemia de COVID-19. Devido aos riscos associados à exposição

à radiação ionizante, estudos que se concentram na aquisição e otimização de imagens

radiográficas usam métodos computacionais, em especial a simulação Monte Carlo (MC)

variando diferentes parâmetros e tecnologias sem expor pacientes. No entanto, a maioria

dos códigos MC sobrestimam a resolução espacial de detectores e modelam as etapas de

detecção apenas considerando o rúıdo quântico, sem incluir outras componentes de rúıdo

presentes em um detector real. Como resultado, um modelo de detector mais realista

pode afetar significativamente a qualidade da imagem final. Além disso, uma modelagem

mais realista da detecção por simulação MC é dificultada porque vários códigos, por ex-

emplo o PENELOPE, não simulam campos elétricos e a estrutura cristalina em sólidos,

que são parâmetros importantes a serem considerados em um detector real. Este estudo

se concentra na implementação das etapas de criação e transporte de pares elétron-buraco

(EHP) em detectores semicondutores no código MC PENELOPE e avaliar o impacto da

modelagem detalhada do processo de detecção na aquisição e otimização de tecnologia

de imagens. A inclusão do transporte de cargas no código PENELOPE foi chamada de

THOR (Transport of electrons and HOles in semiconductoRs). Dentre os materiais de

detecção, os semicondutores foram escolhidos pois são um dos materiais mais usados em

radiografia devido a sua caracteŕıstica de converter raios X em carga elétrica diretamente,

resultando em menos perdas no processo de detecção. O código THOR foi validado usando

estudos na literatura por meio das grandezas: Fator Swank, Função de Transferência de

Modulação (MTF ), Espectro de Potência de Rúıdo (NPS ) e Eficiência Quântica Detecção

(DQE ), resultando em diferenças relativas inferiores às incertezas de simulação. Além

disso, o código foi usado para explorar diferentes caracteŕısticas dos detectores: material

e espessura do sensor, tamanho de pixel e campo elétricos aplicados. Para quantificar

influência na aquisição de imagens, foram realizadas simulações usando os códigos sem

e com o transporte de EHP. A geometria de simulação consistiu em objetos simuladores

homogêneos compostos de tecido mole, dois modos de detecção (integração de energia

e contagem de fótons), dois materiais de detecção (a-Se e CdTe) e feixes polienergéti-

cos. As imagens foram avaliadas usando o contraste, relação sinal-rúıdo (SNR) e relação

contraste-rúıdo (CNR). Além disso, o histograma do valor do pixel de cada imagem foi

constrúıdo para explorar as diferenças entre os códigos e usar técnicas de processamento

de imagem, como janelamento de histograma para aumentar o contraste. Portanto, a

inclusão do transporte EHP na simulação do detector resulta em mudanças nas imagens



radiográficas tanto qualitativa quanto quantitativamente. Além disso, o código THOR

desenvolvido neste trabalho pode ser usado para explorar novos tipos e configurações de

detectores, mostrando possibilidades promissoras além do escopo deste trabalho.

Palavras-chave: simulação Monte Carlo, radiografia, pares elétron-buraco, detectores

semicondutores, contadores de fótons, integradores de energia.
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Abstract

Chest radiography is a commonly performed exam that has become especially important

during the COVID-19 pandemic. Due to the risks associated with exposure to ionizing

radiation, studies that focus on the acquisition and optimization of radiographic images

use computational methods, especially Monte Carlo (MC) simulation, varying different

parameters and technologies without exposing patients. However, most MC codes over-

estimate the detector’s spatial resolution and model the detection steps only considering

quantum noise, without including other noise components present in a real detector. As

a result, a more realistic detector model can significantly affect the quality of the final

image. Furthermore, more realistic modeling of detection by MC simulation is difficult

because several codes, for example, PENELOPE, do not simulate electric fields and the

crystalline structure in solids, which are important parameters to be considered in a real

detector. This study focuses on the implementation of the creation and transport steps of

electron-hole pairs (EHP) in semiconductor detectors in the MC PENELOPE code and

evaluates the impact of detailed modeling of the detection process on the acquisition and

optimization of imaging technology. The inclusion of charge transport in the PENELOPE

code was called THOR (Transport of electrons and HOles in semiconductoRs). Among

the detection materials, semiconductors were chosen because they are one of the most

used materials in radiography due to their characteristic of directly converting X-rays

into electrical charge, resulting in less loss in the detection process. The THOR code was

validated using studies in the literature through the magnitudes: Swank Factor, Modula-

tion Transfer Function (MTF ), Noise Power Spectrum (NPS ), and Detective Quantum

Efficiency (DQE ), resulting in relative differences lower than the simulation uncertainties.

Furthermore, the code was used to explore different characteristics of the detectors: sen-

sor material and thickness, pixel size and applied electric fields. To quantify the influence

on image acquisition, simulations were performed using the codes with and without EHP

transport. The simulation geometry consisted of homogeneous phantom objects com-

posed of soft tissue, two detection modes (energy integration and photon counting), two

detection materials (a-Se and CdTe) and polyenergetic beams. Images were evaluated us-

ing contrast, signal-to-noise ratio (SNR) and contrast-to-noise ratio (CNR). Furthermore,

the histogram of the pixel value of each image was constructed to explore the differences

between the codes and use image processing techniques such as histogram windowing to

increase the contrast. Therefore, the inclusion of the EHP transport in the detector simu-

lation results in changes in the radiographic images both qualitatively and quantitatively.

Furthermore, the THOR code developed in this work can be used to explore new types



and configurations of detectors, showing promising possibilities beyond the scope of this

work.

Keywords: Monte Carlo simulation, radiography, electron-hole pairs, semiconductor de-

tectors, photon-counting, energy integrating.
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Chapter 1

Introduction

The field of radiology, which originated with Wilhelm Conrad Roentgen’s dis-

covery of X-rays in 1895 [1], has revolutionized medical imaging and diagnosis. Roentgen’s

accidental finding of X-rays, opened up new possibilities for visualizing the human body’s

internal structures without the need for invasive procedures [2, 3]. Over the years, the

technology behind radiology has undergone remarkable advancements. Early X-ray ma-

chines were bulky, required long exposure times, and posed significant radiation risks to

both patients and operators. However, as the field progressed, improvements in X-ray

tube design, image detectors, and radiation protection measures resulted in safer and

more efficient imaging techniques [3, 4].

Among the most frequent examinations in radiology, chest X-rays stand out [5],

and are used mainly to detect pneumonia, airway infection, lung cancer, and trauma [6,

7]. In the world, 236 chest X-rays per 1000 patients are obtained yearly [8]. In Brazil,

only in 2022, over 20 million chest X-rays were performed [9]. Due to the COVID-19

pandemic, there was an even greater interest in chest X-rays for screening, diagnosis, and

management of patients with suspected or known COVID-19 infection [10]. However, the

use of ionizing radiation results in negative effects on the biologic tissue. [11–13]. In the

case of children, since they have a longer life expectancy, there is a larger probability

of adverse effects of radiation occurrence [11, 14]. But there is a necessity to perform

chest X-ray exams in children, since pneumonia is largely responsible for infant mortality,

representing 13 and 19% of deaths in children under 5 years of age in Brazil [15] and

the world [16], respectively. In this scenario of risk (adverse effects of ionizing radiation)

versus benefit (the possibility of a diagnosis), the X-ray exams optimization is essential,

aiming to obtain an image with the highest quality by adjusting the dose deposited in the

patient, following the ALARA principle (As Low As Reasonable Achievable) [11, 17].

In recent decades, with the development of digital detectors, there has been

an important migration to this type of technology, which has many advantages, such

as ease of storage, the possibility of carrying out computational image processing, and

greater detection efficiency, enabling the reduction in the dose deposited in the patient [18].
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Furthermore, in digital radiography, the process of obtaining images for diagnosis consists

of three independent steps: image acquisition, processing, and visualization [18]. The first

step includes the patient’s exposure to X-rays and radiation detection, meaning that all

the physics of X-rays interaction with the matter occurs in this stage. In the second step,

computational algorithms are used to increase the image quality, for instance, histogram

equalization and windowing to reduce noise and increase the contrast, respectively [19].

The third step consists of the radiography visualization in high-resolution monitors [2,

18]. Figure 1.1 illustrate the three independent steps for the process of obtaining images.

Figure 1.1: The three independent steps for the process of obtaining images for diagnosis:
image acquisition, processing, and visualization. Source: adapted from Alexander [20],
Dovganich et al. [21], Haygood et al. [22], Chistyakov et al. and [23].

One of the most important features to consider in the image acquisition step

is the radiation detection process. The main objective of digital detection is to convert

the X-rays leaving the body to an electrical signal [24], which can be based on different

technologies. Figure 1.2 illustrate the propagation of the signal through the various en-

ergy conversion stages of an imaging system. The initial number of photons (N0) reach

the detector where the probability of interaction depends on the detector material and

thickness [2, 25]. The fluctuation of the quanta interacting defines the signal-to-noise ratio

(SNR) of the imaging system which increases as the square root of the number of quanta

interacting with the detector [26]. The maximum SNR of the imaging system will occur

at this point. However, since each detection technology has distinct processes to convert

the X-rays into charge, either directly or indirectly, the SNR will reduce as the passage of

the signal through the imaging system because gains and losses, g1 and g2 on Figure 1.2,

respectively.
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Figure 1.2: Number of quanta or charges at different stages in an imaging system, showing
the gains and losses at each stage. Source: adapted from Yaffe and Rowlands [26].

The main digital detector technologies are computed radiography (CR) detec-

tors, indirect and direct digital radiology (DR) detectors, and photon counting detectors

(PCD) [2, 25]. CR and DR detectors are energy-integrating detectors, meaning that the

signal is proportional to the absorbed energy from X-rays [27]. The CR detectors use

photostimulable phosphors in which a fraction of the absorbed energy from X-rays is

trapped and can be read out later using a laser light [2, 28]. DR is divided into indirect

and direct. The first uses a combination of a layer of scintillator material and a semi-

conductor [25]. The scintillator converts X-ray into photons in the visible portion of the

electromagnetic spectrum, and these photons are converted into charge [24] by the semi-

conductor layer. For direct DR, photoconductors are used to convert the X-rays directly

into charge, avoiding losses in the detection process [29]. PCDs also use photoconductors

to convert the X-ray into charge, but for each electrical pulse produced by a photon,

thresholds are implemented and only if the pulse height is above this threshold a photon

is counted [27, 30]. Therefore, PCDs have information about the photons’ energy, being

possible to use different thresholds and produce multi-energy (spectral) images with only

one exposure [31].

Monte Carlo (MC) simulation is a valuable tool to study the process of detec-

tion in radiology because it does not present limitations to evaluate a large number of

exposure conditions and physical parameters compared to experimental methods [32, 33].

However, most studies focused on the simulation of image acquisition and optimization

simulate only the transport of photons and electrons in the detector (stage I on Figure 1.2),
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but not the entire process to convert the X-ray into an electrical signal [34–36]. This can

result in an overestimation of the spatial resolution and disregarding sources of image

noise. This limitation in MC codes exists because most codes used in Medical Physics,

for instance, the PENELOPE code [37], do not simulate electrical field (used mainly in

direct DR) and the crystalline structure in solids.

Currently, with the advent of virtual clinical trials (VCT) in radiology, there

is an increase in the interest in generating images via MC simulation to optimize imag-

ing protocols, improve image quality, to develop and test new imaging technologies and

techniques [38]. VCTs are conducted entirely in a digital environment, without the need

for physical patient contact or the collection of physical samples [39]. For instance, the

U.S. Food and Drug Administration (FDA) has been exploring the use of VCT in mam-

mography as a means of accelerating the approval process for new mammography devices

and imaging technologies [40]. However, to conduct these trials is necessary to simulate

images as realistic as possible considering both anthropomorphic phantoms to model the

body and to simulate in detail the detection process.

This study focuses on evaluating the impact of the detection process detailed

modeling on the acquisition and optimization of imaging. Among the digital detectors

used in radiology, semiconductors (direct DR and PCD) was the focus of this work be-

cause they are the state of art [27, 30, 41]. Especially in the case of PCD, which had

been of great interest due to its improvements in spatial resolution (via smaller detector

pixel design), permitting multi-energy imaging and eliminating electronic noise and re-

ducing artifacts, due to the use of energy thresholds [41]. To model the detection process

in detail, the creation and transport of electron-hole pairs (EHP) in semiconductors was

included in the PENELOPE MC code [37] and the penEasy v. 2015 [42] extension. The

PENELOPE was chosen because it is freely distributed and open source, has a clear and

well-documented structure and is validated in the energy range of interest [37]. The pe-

nEasy extension was chosen because of its possibility to separate the simulation results

into tallies, where each tally can be enabled or disabled if the user chooses. The penEasy

tallies can be used for medical imaging, dosimetry and studying each interaction in the

detection process. The tally of interest for the simulation of radiographic images is the

“Tally Pixelated Imaging Detector” (PID) which simulates the generation of pixelated

images considering different detector types, number of pixels and detection modes. In

addition, the PENELOPE code was chosen because the research group has collaborative

projects with code developers [43]. The inclusion of EHP creation and transport was

made in the tally PID and it was named THOR (Transport of electrons and HOles in

semiconductoRs). Validation of the THOR code was made using studies in the literature.

With the THOR code different exposure conditions, detector materials, thicknesses and

pixel size can be simulated. The detectors simulated in this work were characterized by

the Swank Factor, Modulation Transfer Function (MTF ), Noise Power Spectrum (NPS )
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and Detective Quantum Efficiency (DQE ). Furthermore, the impact of the detailed mod-

eling of detectors in the image acquisition was evaluated by comparing the pixel value

histograms, the quantification of image quality via contrast, signal-to-noise ratio (SNR)

and contrast-to-noise ratio (CNR).

The thesis is organized as follows:

Chapter 2 describes the theoretical foundations, including the main types of

digital detectors and the metrics used to characterize them.

Chapter 3 includes a literature review of the main studies in the detailed

simulation of digital detection, image acquisition and optimization studies.

Chapter 4 describes the detailed model for the creation and transport of EHP

in direct DR and PCDs including the implementation on the Monte Carlo code.

Chapter 5 contains the model EHP transport model validation, the method-

ology and the results to characterize a detector in terms of noise, efficiency, spatial and

energy resolution.

Chapter 6 focuses on the impact of detailed detector simulation in image ac-

quisition and optimization studies.

Finally, chapter 7 presents the conclusions of this work and future perspectives.
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Chapter 2

Background

This chapter briefly describes the electron and photon transport via MC sim-

ulation. Moreover, the physics for image formation in the main digital radiography detec-

tors and the quantities used to characterize a detector in terms of efficiency, noise, energy,

and spatial resolution are presented.

2.1 Monte Carlo simulation of radiation transport

MC simulation uses sampling of random numbers and statistical models to esti-

mate mathematical functions and operations of complex systems [33]. In Medical Physics,

the MC is used to simulate the transport of ionizing radiation to obtain dosimetric quan-

tities and produce images [32].

In this work, the PENELOPE MC code v. 2014 [37] code with the penEasy

v. 2015 [42] extension were used to simulate the transport of photons and electrons. PENE-

LOPE is an acronym for PENetration and Energy LOss of Positrons and Electrons (pho-

ton simulations were included after the code was created in 1996) [37].

Photons and electrons can undergo numerous competing interactions with mat-

ter in which energy is lost and secondary particles are produced. This gives rise to a

cascade of events called the particle history [37]. Quantitative information on the ra-

diation transport can be obtained by averaging over all simulated histories. With the

differential cross section (DCS ) is possible to characterize each interaction and create

probability distributions that are dependent on the particle energy and angle [44]. The

DCS has dimensions of area/(solid angle (Ω)× energy(E )). The atomic DCS s adopted

in the PENELOPE code are a combination of analytical functions and using numerical

tables [37]. Moreover, MC simulation operates using the principle that ionizing radiation

can be modeled as a Markov process, meaning that future values of an interaction event

are only determined by present parameters. For instance, to determine which interac-

tion will occur to an electron is necessary to know only the particle’s present position,

direction, and energy, information about how this electron was created and how many
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interactions already went through are not relevant. Therefore, it is possible to stop the

particle simulation at any point and resume from this state without introducing any bias

in the results.

A simulation starts by defining the initial particle type, energy, position and

direction, the number of histories, the maximum simulation time, and the geometry form

and composition. A history ends when the primary and secondary particles are absorbed,

the simulation finishes either when the maximum number of histories or the maximum

simulation time is reached. Figure 2.1 shows a flowchart of the photon history simulation.

Since the focus of this work was to simulate the image formation in radiography, the

flowchart in Figure 2.1 was constructed using photons as the initial particle. However, in

the PENELOPE code, electrons and positrons can also be the initial particle.

Figure 2.1: Flowchart of the Monte Carlo simulation process presenting the sampling
of mean free path, determination of which interaction will occur, creation of secondary
particles and the criteria for ending a story.

The next sections show a description of photon and electron simulation in the

PENELOPE code. The types of interactions that will be presented are the ones relevant

for the energies used in radiography (40 to 150 keV [2]), even though the PENELOPE

code energy range is from 50 eV to 1 GeV.
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2.1.1 Simulation of photons

The simulation of a photon starts by defining its energy, and randomly choosing

its initial directions. The photon’s mean free path is sampled using the equation:

s =
1

µ
ln(1− ϵ), (2.1)

where µ is the linear attenuation coefficient and ϵ is a random number between 0 and

1. If s is larger than the object size there is no interaction, and if s is lower, a type of

interaction is sampled. If in a simulation there are two or more objects, when a particle

arrives at the interface between them, it is stopped at the interface and the simulation

continues with the interaction properties of the new medium. Meaning that a new mean

free path is sampled with the µ referent to the new medium.

The possible photon interactions for the energy range usually used in radiology

are the photoelectric absorption, coherent (Rayleigh) and incoherent (Compton) scatter-

ings [2]. In the photoelectric absorption, a photon transfers all of its energy to an atom,

ionizing it. As a result, an electron is ejected and its kinetic (Ee) is given as the difference

between the energy that the photon (E) and the electron binding energy to the atom

(Ui) [45]. As a consequence of the photoelectric effect, there is a vacancy in the atom that

can be filled by an electronic rearrangement. In this process, excess energy is released

via characteristic X-rays (fluorescence) or Auger electrons. Coherent or elastic scattering

is an interaction process where the incident photon is deflected from its path without

transferring energy and momentum to the electrons in the medium [45], this scattering

occurs preferentially for small angles [45]. In Compton scattering, the incident photon of

energy E transfers part of its energy to a weakly bound electron in the atom. The photon

is then scattered with an energy E ′ at an angle θ in relation to its initial direction, while

the electron will be ejected at an angle θe with an energy Ee [46]. The photon energy is

never completely converted into electron energy, that is, in a Compton scattering there

will always be an electron and a photon as secondary particles. Figure 2.2 shows the

kinematics of each photon interaction described.

The µ present in the equation 2.1 is the sum of each interaction cross sections,

as shown in:

µ = τ + σC + σR, (2.2)

where τ is referent to the photoelectric effect, σC to the Compton scattering, σR to the

coherent scattering [47]. The ratio between the cross-section for an interaction and the

total attenuation coefficient is the probability of that interaction occurring [37].

In the MC simulation, the DCS for each interaction type is used to determine
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Figure 2.2: Illustration of the kinematics of a) Photoelectric absorption, b) Rayleigh and
c) Compton scatterings. Source: PENELOPE v. 2014 manual [37].

which interaction will occur, the energy loss and angular deflection of photons, besides

the initial state of secondary particles, if one is produced. If the photon energy after the

interaction is below a threshold specified by the user (EABS ), then the photon is con-

sidered as absorbed, on the other hand, if its energy is above the EABS then simulation

continues. This also happens for the secondary particles.

2.1.2 Simulation of electrons

Charged particles have a hundred percent probability of interacting in the

medium, since the Coulomb force has a long-range, and there are several electrons dis-

tributed in the medium [46]. The possible electron interactions with the medium are

elastic scattering, inelastic collisions and Bremsstrahlung emission [46]. Elastic scattering

results in a change of electron direction without loss of energy. In an inelastic collision, the

initial electron loses energy (W ) by ionizing the atom with a change of direction, where

the secondary electron kinetic energy (Es) is equal to W - Ui. Similarly with the pho-

toelectric effect, after the inelastic collisions fluorescence or Auger electrons are emitted

to fill the vacancies. Bremsstrahlung emission occurs when a charged particle interacts

with the atom’s nuclei and the energy lost in this interaction is converted into a photon.

Similarly, with photons, the probability of each interaction occurring is obtained from the

DCS s, as well as energy lost and scattering angles. Figure 2.3 shows illustrations for each

type of charged particle interaction.

Because of the large number of electron interactions, modeling each interaction
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Figure 2.3: Illustration of the kinematics of electrons a) elastic and b) inelastic scattering,
c) Bremmstrahlung emission. Source: PENELOPE v. 2014 manual [37].

would result in lower simulation velocity. The PENELOPE code uses a mixed simulation

procedure: soft collisions are modeled using multiple scattering theory and hard collisions

are simulated individually [37]. The parameters that control if a collision is interpreted

as soft or hard are: the average angular deflection (C1) produced by multiple elastic

scatterings in a path with length equal to the mean free path between consecutive hard

elastic events, the maximum average fractional energy loss (C2) between consecutive hard

elastic events, the cut-off energy for inelastic hard collisions (WCC) and Bremsstrahlung

(WCR). If C1 = C2 = 0, then each electron is simulated individually, this case is the

most detailed simulation possible.

2.2 Detectors in digital radiography

The detector is one of the defining features of a digital radiography system.

The detector converts the spatial pattern of the X-ray transmitted by the body into an

electronic signal [24]. For all the detector technologies there are a sequential of operations

that include:

• Interaction with the X-rays transmitted by the body and absorption of their energy.

• Conversion to a usable signal - generally electronic charge.

• Signal collection.
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• Readout, amplification, and digitization.

The conversion of X-ray to a usable signal can be either direct or indirect

depending on the different detector technologies. Moreover, the mode of detection can

be energy integrating, i.e., the signal is proportional to the energy deposited, or photon

counting, where each photon that was counted has the same weight [27]. The detector

types available in digital radiography are computed radiography (CR) detectors, indirect

and direct digital radiography (DR) detectors and photon counting detectors (PCD).

2.2.1 Computed radiography

CR technology is based on the use of photostimulable phosphors systems.

When photostimulable phosphors absorb X-rays, a fraction of the absorbed energy is

trapped and can be read out later using a laser light [2]. Figure 2.4 shows the operating

principle of a photostimulable phosphor system.

Figure 2.4: Operating principle a photostimulable phosphor system showing the (A) X-
ray exposure, (B) latent image and (C) the readout process. Source: Bushgerg et al [2].

CR imaging plates usually are composed of approximately 85% BaFBr and

15% BaFI, and doped with europium. This doping procedure creates defects in the solid,

giving rise to F-centers, allowing electrons to be trapped more efficiently [28]. The ab-

sorbed energy from the incident X-rays in the detector excites electrons associated with

the europium atoms and a fraction of them interact with F-centers, trapping them in a
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higher energy. The trapped electrons can remain in this metastable state for minutes

to weeks, with only slight fading over time. The number of trapped excited electrons

is proportional to the number and energy of the incident X-rays at each detector posi-

tion. A red laser light scans the exposed imaging plate, and a fraction of the trapped

electrons gain enough energy to reach the conduction band, become mobile, and then

drop to the ground energy state, emitting blue light that is channeled to a photomulti-

plier tube. After the readout, the image plate is exposed to a very bright light source to

empty the F-centers that still had trapped electrons, therefore erasing the latent image [2].

2.2.2 Indirect digital radiography

Indirect DR detectors combine a layer of scintillator material (phosphor) with

amorphous silicon (a-Si) active matrix readout array [25]. Phosphors are crystalline ma-

terials to which impurities have been added to create energy levels within the forbidden

bandgap [24]. After the interaction with X-rays, electrons excited into the conduction

band have a chance of being captured by these impurity centers and de-excited in nanosec-

onds. On their way down to their ground state (valence band) the electrons pass through

the energy levels in the forbidden bandgap. As the electrons transition between the en-

ergy levels, photons are emitted. The energy of these photons is equal to the difference in

energy levels and this determines the light wavelength. A notable feature is that the con-

version gain for the conventional phosphors used in indirect DR is an order of magnitude

greater than the photostimulable phosphors used in CR detectors (Section 2.2.1) [28]. The

CR lower conversion gain is mainly due to losses in the readout process [2]. A schematic

of a typical indirect conversion DR image detector is shown in Figure 2.5.

Figure 2.5: Illustration of an indirect DR detector cross-section showing the CsI scin-
tillator, the photoconductor detector matrix and the readout integrated circuit. Source:
Cowen et al. [25].
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Most of the DR detectors use a layer of thallium-activated cesium iodine

(CsI:Tl) [2, 25, 48] to absorb the X-rays and convert them to visible light [25]. Be-

cause of its high effective atomic number (Z = 55 and 53, respectively), CsI is a great

X-ray absorber [25]. Moreover, CsI is grown in columnar crystals (seen in Figure 2.5 at the

upper left corner), and the columns act as light pipes to reduce the lateral spread of light,

and therefore, increasing the spatial resolution [2]. For standard projection radiography,

the typically used CsI layer thickness is between 500-600 µm [25, 49, 50].

The active matrix array consists of millions of individual pixel electrodes con-

nected by thin film transistors (TFT), one for each pixel acting as switches [51]. The pixels

are light-sensitive elements (photoconductors), and the fluorescent light emitted during

the X-ray exposure illuminates the photoconductors freeing charge carriers (electrons and

positively charged holes) [25]. During X-ray exposure, all switches are non-conducting,

to charge accumulates in storage capacitors (Cij), which are positioned at the junctions

of the photoconductors [25]. The quantity of charge accumulated at each pixel is propor-

tional to the fluence of photons absorbed at that position [25]. The active matrix array

has M × N capacitors Cij, whose charge can be read through addressing the TFT via the

gate control line (i) and data transfer line (j ) [25, 51]. The output signal is then amplified

prior to digitization and transferred to the system computer [25].

2.2.3 Direct digital radiography

In a direct-conversion DR system, X-rays are converted into charge without

both the need for a readout process and fluorescent layer [25]. This is achieved by a

layer of X-ray photoconductor material. These photoconductor materials when exposed

to X-rays induce free-electrical charge carriers, an EHP [24, 51]. After their formation,

the EHPs start a random thermal motion that results in their diffusion away from their

point of origin [52]. An electric field is applied to the photoconductor material and due to

its influence, the EHP will have a drift velocity parallel to the applied field direction [52].

The motion will be the combination of a random thermal velocity and the drift velocity.

Figure 2.6 shows an illustration of the detection process in a direct DR detector. A few

key factors in a photoconductor are the spatial resolution, X-ray sensitivity, quantum

efficiency and dark current.

Spatial Resolution

Photoconductors that directly convert X-rays into EHPs have several distinct

advantages, one of which is their intrinsic high resolution because of the applied elec-

tric field [51, 52]. However, some factors limit the resolution of these detectors such as

the range of electrons generated by the photoelectric effect, the K-fluorescence, Compton

scattered photons and Coulombic repulsion between the drifting charges [51, 53].
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Figure 2.6: Illustration of a direct DR detector, showing the creation of electron-hole
pairs, their drift caused by the electric field, and the charge collection.

X-ray sensitivity

The X-ray sensitivity is related to the number of EHPs created by each inter-

acting X-ray. The charge generated (Qtotal) from absorbing a photon of energy E is given

by:

Qtotal =
E

W±
, (2.3)

where W± is the amount of energy necessary to create an EHP. Therefore, increasing the

X-ray sensitivity means decreasing the W± value. For most photoconductors the W± is

only dependent on the energy bandgap (Eg) [51]. However there is a special case, the

W± for a-Se is strongly dependent on the applied electric field due to the recombination

between electrons and holes [51, 54, 55]. Usually the electric field used in a-Se detectors

is 10 V/µm where the W± value is around 50 eV [51, 54, 56], but for higher electric fields,

such as 70 V/µm this value decreases to 12 eV [57].

Quantum efficiency

For a detector with thickness equal to L, the X-ray quantum efficiency (η) is

given by:

η = 1− exp[−µ(E,Z)× L], (2.4)
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where µ is the photoconductor linear attenuation coefficient, which depends on its atomic

number (Z ) and the X-ray energy (E ).

Photoconductors must have a high η, which can be achieved by either increas-

ing L or using photoconductors with high Z. However, those are drawbacks, the probability

that free charges will be trapped increases with L. On the other hand, the K-fluorescence

photons’ energy will increase with Z, which will decrease the spatial resolution. Figure 2.7

shows the thickness where the beam has been attenuated by 63% (δ = 1/µ), as a function

of the energy for a few photoconductors.

Figure 2.7: Thickness where the beam has been attenuated by 63% (δ = 1/µ) versus
photon energy (keV). Source: Kasap et al. [51].

The detector should be at least thicker than δ. For instance, for an a-Se

detector, δ is equal to 48 e 976 µm for 20 and 60 keV photons, typical energies for mam-

mography and chest radiology, respectively. Therefore, if L = 2δ, the detector thickness

should be approximately 100 and 2000 µm, respectively. In mammography, typical a-Se

detector thickness is 200 µm [58, 59], which is thicker than δ. However, detectors used

in chest radiography are around 500 µm [25] (one-quarter of the δ), chosen to avoid high

charge trapping and low spatial resolution [25].

Dark current

Dark current consists of the charges generated in the detector when no outside

radiation is entering. In X-ray detectors, dark current can be created due to the depletion

of carriers from the defect states within the bandgap, carrier injections from the metal

contacts with the photoconductor and thermal generation of charges [29]. Because the
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dark current is a source of noise, it should be as small as possible. Small dark conduc-

tivity generally requires a wide bandgap semiconductor, but that conflicts with the high

sensitivity condition [51]. The dark current should preferably not exceed 10 pA mm2,

depending on the clinical application [60].

Typical photoconductors

Photoconductors used in medical imaging must have several attributes, includ-

ing low W±, high η, and low dark current, and these are difficult to achieve in a single

material [56, 61]. Detectors based on amorphous selenium (a-Se) are successful and the

most used [25, 56]. However, mercuric iodine (HgI2), lead iodine (PbI2), lead oxide (PbO),

and cadmium zinc telluride (CdZnTe) are present in the literature [29, 60, 61]. Table 2.1

shows the comparison of the physical properties of the photoconductors most used in the

literature [29, 61, 62]: δ at 20 and 60 keV, Eg, W±, the electron (µe) and hole (µh) mo-

bilities, and the product of their mobility and lifetime (µeτe, µhτh), the dark current, the

normal operating field, and the reported maximum detector size.

Table 2.1: Comparison of the physical properties of the most common photoconduc-
tors [29, 60, 62, 63]

Property a-Se HgI2 PbI2 PbO CdZnTe

Density (g/cm3) 4.3 6.3 6.2 4.8 5.8

δ (µm) at 20 keV 48 32 28 11.8 60

δ (µm) at 60 keV 976 252 259 218 280

Bang gap (Eg) 2.2 2.1 2.3 1.9 1.7

W±(eV ) 50 ≈ 5 ≈ 5.5 8 - 20 ≈ 5

at 10 V/µm

µe (cm2/Vs) 0.003 - 0.006 88 - 100 8 - 1000

µeτe (cm2/V) 0.3 - 3×10−6 10−5 − 10−4 7×10−8 ≈ 3.5× 10−7 ≈ 2× 10−4

µh (cm2/Vs) 0.12 3 - 4 0.02 - 0.15 - 120

µhτh (s) 0.6 - 6×10−6 ≈ 10−7 ≈ 2× 10−6 ≈ 10−8 ≈ 3× 10−6

Dark current
1 6 10 - 50 40 25

(pA/mm2)

Normal operating
10 0.5 0.5 1 0.25

field (V/µm)

Reported Max.
43×43 20×25 20×25 18×20 cm2 7.7×7.7

Size (cm2)

Due to its low atomic number (Z = 34), selenium has the lowest values for δ

(i.e., the lowest X-ray absorption). Moreover, the W± is the largest for selenium, followed
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by the PbO, and is highly dependent on the electric field [51]. At very high electric

fields (above 70 V/µm) holes generated in a-Se detector can gain enough energy to create

additional EHPs through impact ionization, resulting in an avalanche gain up to 1000 [29,

57]. There are studies for avalanche gain implementation in medical imaging, however,

an increase in dark current and high spatial frequency noise are drawbacks [57]. The µe

for a-Se is orders of magnitude smaller than the other common semiconductor materials,

making it one of the most undesirable properties of a-Se. On the other hand, a-Se has

a very low dark current, 1 pA/cm2 [51], and can be coated onto a large area with great

uniformity [29].

HgI2 is the closest competitor to a-Se for both mammography and general ra-

diology due to its good spatial resolution, acceptable dark current and homogeneity [60].

However, the long-term stability of HgI2 has not been as thoroughly studied as stabilized

a-Se detectors. HgI2, PbI2 and CdZnTe have a high X-ray absorption and high X-ray

sensitivity, with W± around 5 eV [29, 60]. Therefore, they can absorb a large percentage

of the incident photons with relatively thinner photoconductor thicknesses and create a

large number of EHP, decreasing the noise. The dark current of CdZnTe, PbI2 and PbO

detectors are worse than those of HgI2 detectors. However, the X-ray detectors made with

CdZnTe are mechanically and chemically more stable than HgI2 [29]. Another limitation

of CdZnTe is the small detector size: 7.7 × 7.7 cm2 [29].

2.2.4 Photon Counting Detectors

All detectors showed before are energy integrating, meaning, that the detected

signal is proportional to the total energy deposited by all photons, losing information

about the energy of each photon [27]. In energy-integrated detectors, higher energy pho-

tons deposit more energy in the detector. Therefore, they have a larger influence on the

final image than low-energy photons. However, contrast between tissues decreases with

the energy, meaning that ideally low energy photons should have more weight in the

image [30]. Additionally, dark current and Swank noise are added to the signal [31].

PCDs process incoming X-ray photons individually, having the potential to

overcome these issues. This individual processing is achieved by means of dedicated

electronic circuits, based on the use of one or more detection thresholds. Additionally, an

appropriate choice of detection thresholds for PCDs allows for full noise rejection, leading

to a higher contrast-to-noise ratio [30]. The diagram shown in Figure 2.8 illustrates the

operating principles of a PCD. Each detected photon results in a pulse, whose pulse

height is proportional to the photon energy. By implementing different energy thresholds

is possible to remove electronic noise and sort the registered photons into several energy

bins.

Figure 2.9 shows the cross-section of a hybrid pixel detector, for example,
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Figure 2.8: Diagram illustrating the operating principles of a photon-counting detector
where different energy bins are employed to determine if a pulse produced by X-ray
interactions is counted. Source: Willemink et. al [64].

the Medipix2. In PCDs, each sensitive element is connected to its individual readout

electronic chain, provided by an application-specific integrated circuit (ASIC). The hybrid

detector consists of two superimposed layers. The top layer is the detecting material

or sensor, in which X-rays can interact and their interaction is detected. The bottom

layer is the readout electronics and defines the segmentation and pixel pitch of the PCD.

Sensor material and readout electronics are processed on two different substrates and are

electrically connected via the bump-bonding and flip-chip techniques, realized by placing

a drop (with a diameter in the order of 10–20 µm) of solder material (e.g., In, PbSn,

Au) between two metal pads attached to sensor and ASIC. Each pixel of a hybrid pixel

detector needs individual bump bonding. Each pixel cell of the readout ASIC features a

complete signal processing cell, where the signal is proportional to the number of electron-

hole pairs generated in the sensor volume, if this signal is larger than a threshold value

the photon is counted.

Ideally, when a photon interacts with the sensor material in a specific pixel,

the signal should be processed in the same pixel. However, the signal created from the

photon’s initial energy can be shared between two or more pixels due to the range of

secondary particles, such as Compton scattered photons and fluorescence [31].

A major disadvantage in PCDs is pulse pile-up, which is when the second

photon is detected in a pixel while the signal from the first photon is being processed,

resulting in a single event being detected at higher energy and decreasing the number of

counts [30, 31].

Most of the detecting materials used PCDs are semiconductors, therefore the
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Figure 2.9: Cross-section of a hybrid pixel detector (Medipix2). A depleted semiconductor
sensor is bump-bonded to a dedicated ASIC. The ASIC provides per-pixel circuits for
signal discrimination and readout. Source: Russo et al. [31].

interaction of X-ray with the detector is the same as in the case of direct DR systems

(Section 2.2.3). The sensors already used in the literature are silicon [65], gallium arsenide

(GaAs) [66], cadmium telluride (CdTe) [65, 67] and high purity germanium (HPGe) [68].

For the X-ray energies used in radiography, silicon is not indicated due to its low atomic

number (Z = 14). The high-Z sensors (CdTe, GaAs and HPGe) have a larger probability

of photoelectric effect. Moreover, they have a lower cross-section for Compton Scattering

than silicon [69]. However, the fluorescence photons are a major problem, since their

energies are relatively high (∼10 keV for Ga and As, ∼23 keV for Cd and ∼27 keV for

Te) [70]. The relatively high energy of these characteristic X-rays results in the mean

free paths: ∼40 µm for Ga, ∼50 µm for As, ∼110 µm for Cd, and ∼60 µm for Te [69],

which are comparable to commonly used pixel pitches (∼50 µm) [31, 65], resulting in a

deterioration of spatial and energy resolution of PCDs.

2.3 Characterization of detectors

Detectors can be characterized in terms of their energy and spatial resolution,

noise and efficiency. This section defines these properties and describes the metrics used

to quantify them.

The energy resolution is the capacity of the detector to separate two energies

[52], and is more relevant in spectroscopy detectors (e.g., the ones used in nuclear medicine

[2]). However, in PCDs used in radiology, where is possible to create energy bins by

establishing thresholds, the energy resolution is also a relevant parameter [30]. The Swank
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Factor (I ) is the energy resolution metric that will be described in this section.

The spatial resolution is a property that describes the ability of an imaging

system to distinctly represent two objects as they approach and become smaller [2, 46].

The limit of spatial resolution is reached when the two objects overlap [2]. The spatial

resolution is limited by focal size, beam divergence and detector used. DR detectors tend

to have better spatial resolution than CR [49]. The Modulation Transfer Function (MTF )

is the spatial resolution metric that will be described in this section.

Due to the radiation interaction with matter’s stochastic nature, images gen-

erated by photons are of a statistical nature. The noise describes the detected signal fluc-

tuation that degrades the image quality and, consequently, difficult the differentiation

between structures [2]. There are several sources of noise, such as quantum, electronic

and structural, with the quantum noise being one of the most relevant because it is af-

fected by the incident beam intensity [71]. The Noise Power Spectra NPS is the noise

metric that will be described in this section.

The efficiency quantifies the detector’s ability to convert the input pulse into

the final signal. The η was shown in Section 2.2.3, and in this section the Detective

Quantum Efficiency (DQE ) will be described.

2.3.1 Swank Factor

The Swank Factor (I ) is a statistical factor that arises from fluctuations in

X-ray detection and is a common energy resolution metric. For instance, for direct DR,

is the fluctuations in the number of EHP detected per absorbed X-ray [72, 73]. A greater

I implies in a better detector energy resolution [74]. In an X-ray imaging system, the

interaction with the X-rays creates a pulse, which is usually integrated rather than counted

[75], and the pulses in general are not of uniform size but are distributed according to

some probability distribution [75, 76]. This distribution is called pulse-height spectrum

(PHS ) [51]. Three major factors contribute to the form of this distribution are:

• The incident X-ray energy distribution, i.e, spectrum;

• The absorbed energy distribution which results from variable absorption processes;

• The optical pulse distribution (for indirect DR detectors) and the distribution of

EHP detected (for direct DR detectors).

The Swank Factor is calculated as:

I =
M2

1

M0M2

, (2.5)
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whereM0, M1 andM2 are the respective moments of the PHS, considering both the energy

deposition and conversion of X-rays in EHP or an optical pulse [72, 76]. The moments

can be calculated by:

Mj =

∫ ∞

0

Ej × PHS(E)dE. (2.6)

Figure 2.10 shows examples of PHS, the first case in Figure 2.10 shows an ideal

PHS, all X-rays produce equal amounts of charge, resulting in a delta function, therefore

I = 1. The second case shows a single peak broadened by statistical processes associated

with the physics of detection, therefore, I decreases to approximately 0.95. The third case

shows an extra peak caused by K-fluorescence escape, resulting in a lower I, around 0.75.

Figure 2.10: Example of PHS that may be observed and the corresponding Swank Factor
value. Source: adapted from Kasap et al. [51].

2.3.2 Modulation Transfer Function

If a signal with a sinusoidal waveform with a spatial frequency of f is detected,

usually the detected signal has the same f value but its amplitude of the signal tends

to be lower as f increases. This reduction is a result of resolution losses in the imaging

system. Figure 2.11 shows examples of input sinusoidal signals with frequencies of 1,

2, and 4 cycles/mm (on the left side), and the detected amplitude was 87%, 56%, and

13%, respectively. Decomposing the recorded signals on Figure 2.11 into its constituent

frequencies (i. e. applying the Fourier Transform) results in peaks located at the corre-

sponding frequencies. A real input signal contains numerous sinusoidal waves, therefore,

the Fourier transform would then result in the smooth MTF curve shown in Figure 2.12

where the three frequencies in Figure 2.11 are indicated with an arrow.

TheMTF is used to describe the spatial resolution of a detector. The frequency

in which the MTF is 10% is often considered the limiting spatial resolution, i.e., the size

of the smallest structure detectable.

The MTF is usually calculated by measuring the line spread function (LSF ),

which is the response of the detector from a signal in the form of a line. A perfect
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Figure 2.11: Sinusoidal input signals incident on the detector and its attenuation after
measured by the imaging system. Source: adapted from Bushberg [2].

Figure 2.12: MTF curve obtained from the Fourier transformation of the input signal.
Source: adapted from Bushberg et al [2].

line source in the frequency domain represents an infinite number of sinusoidal functions.

Therefore, the LSF ’s Fourier transform computes the full MTF curve as shown by:

MTF (f) =

∣∣∣∣ ∫ ∞

−∞
LSF (x)e−2πifxdx

∣∣∣∣, (2.7)
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The MFT(f) can also be obtained by measuring the point spread function

(PSF ) and edge spread function (ESF ), which are the detector response from a point

signal and a sharp edge, respectively. The LSF is obtained by the convolution of the PSF

with a line, also the LSF is the derivative of the ESF as:

LSF (x) =

∫ ∞

y=−∞
PSF (x, y)dy, (2.8)

LSF (x) =
d

dx
ESF (x). (2.9)

Figure 2.13 shows visually the difference between the PSF, LSF and ESF [2].

With the LSF obtained by either a direct measurement or by the PSF or ESF theMTF(f)

is calculated using the equation 2.7. Experimentally is more practical to measure the ESF.

Figure 2.13: (a) Input point signal forming the PSF as the output, (b) a slit signal
forming the LSF and (c) a full field reaching a high absorbent material, such as tungsten,
creating a sharp edge and resulting in the ESF as the output signal. Source: adapted
from Bushberg et al. [2].
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2.3.3 Noise Power Spectra

The standard deviation (σ) is a quantity normally used to evaluate the noise

present in the image, being used for estimating quantities such as CNR and SNR. However,

σ does not carry the noise pattern information, since it only presents an average of the

fluctuations between pixels in a region of interest [2]. For instance, Figure 2.14 shows two

images with the same standard deviation but the noise textures are different, with the

left containing high-frequency noise and the right image low-frequency noise.

Figure 2.14: Example of images with the same standard deviation but different noise
textures. Source: Khodajou-Chokami et al. [77].

The NPS is used to characterize the noise texture by describing the noise of

an image as a function of the spatial frequency [2]. For a two-dimensional image, the NPS

is calculated as:

NPS(fx, fy) =

∣∣∣∣ ∫
y

∫
x

[PV (x, y)− PV ]e−2πi(xfx+yfy)dxdy

∣∣∣∣2, (2.10)

where fx e fy are the spatial frequencies in the x and y directions. PV(x,y) is the image

signal in a pixel located at the (x,y) position, and PV is the average signal in a region of

interest. The PV in radiography represents the gray level.

The variance (σ2) is calculated integrating the NPS over all frequencies:

σ2 =

∫
fy

∫
fx

NPS(fx, fy)dfxdfy. (2.11)

The normalized NPS (NNPS ) is calculated as [78]:

NNPS =
NPS

PV
2 . (2.12)
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2.3.4 Detective Quantum Efficiency

The DQE is historically the most used quantity to evaluate the performance of

the X-ray detector. It describes the efficiency in converting the SNR related to the incident

beam reaching the detector (SNRin) into the final (SNRout). The DQE is determined

as:

DQE =
SNR2

out

SNR2
in

, (2.13)

Considering that MTF(f) describes the signal processed by the imaging system

and NPS(f) describes how the system processes noise, the signal-to-noise ratio SNRout

can be defined as [2]:

SNR2
out =

|MTF (f)|2

NPS(f)
, (2.14)

Air kerma (Kar) is proportional to the number of incident photons and the

squared SNRin can be defined as the Kar multiplied by a conversion factor, q, which is

the photon intensity per unit area per unit of Kar [2]:

SNR2
in = Kair × q (2.15)

Combining the equations (2.13), (2.14) and (2.15) it is possible to calculate

the DQE as.

DQE(f) =
|MTF (f)|2

NPS(f)×Kar × q
(2.16)

The DQE depends on the spatial frequency, f. When f is equal to zero, DQE

represents the ratio between the detected and incident energy in the image detector, called

the quantum detector efficiency (QDE ).

The DQE characterizes the efficiency of the incident beam in a detector of an

X-ray system, and can thus be used as an optimization figure of merit.
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Chapter 3

Literature Review

This thesis focuses on the impact of EHP simulation in semiconductor detec-

tors on image acquisition and optimization in thorax radiography. Therefore, this chapter

presents a brief description of the most relevant studies and results regarding the MC

simulation of digital radiology detectors. In addition, a brief description of the most rel-

evant studies in the literature on optimization in radiography is also presented.

3.1 Detailed simulation of radiography detectors

Detailed simulation of imaging detectors has been a topic of notice interest for

several types of digital detectors, such as those for computed radiography (CR) [79, 80]

and indirect digital radiography (DR) [81, 82] detectors. However, the focus of this review

is on direct DR and photon counting detectors (PCD).

Direct DR and PCD detectors use photoconductors to convert the X-rays

directly into electrical signal [2, 30, 51]. Direct DR detectors are energy integrating,

meaning that the signal is proportional to the energy deposited in the detector by all

photons without specific information about an individual photon or its energy [27]. PCDs

counts individual photons by defining thresholds, and if an electric pulse produced by a

photon has a height lower than the threshold then the photon is not counted [30].

As stated, the sensor material for direct DR and PCDs is a photoconductor,

which is composed of semiconductor materials [25, 51]. The studies that simulate the

detailed process of detection using semiconductors are usually divided into: the interac-

tion of X-rays and/or electrons with the sensor and creation and transport of EHP. The

following sections summarize the studies in the literature that simulate each step.

3.1.1 Interaction of X-rays with the sensor

Most studies use already established MC codes to simulate the interaction of

photons and electrons with the sensor material. The MCGPU v. 1.5 (MC on Graphics
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Processing Units) code [40, 83] uses the interaction physics and material-specific interac-

tion cross sections from the PENELOPE v. 2006 MC code [84] to create a new code using

Graphics Processing Units (GPU) to accelerate the simulations. The ARTEMIS (pAr-

ticle transport, Recombination, and Trapping in sEM-conductor Imaging Simulations)

code [72] and Sundberg et al. [85] used the PENELOPE v. 2006 [84]. A study by Magal-

hães and Tomal [86] used the PENELOPE v. 2014 [37] and modified a tally on the penEasy

2015 code [42] to include the creation and transport of EHP. Nilsson et al. [87] and Alsager

and Spyrou [88] used the MCNPX (MC N-Particle) [89] code. Korn et al. [90] and Ho-

heisel et al. [91] used the program ROSI (ROentgenSImulations) [92]. The Allpix Squared

code [93] and Day and Tanquay [94] used the GEANT4 MC code [95]. Stierstorfer [96]

used the MC code MOCASSIM (Siemens Healthcare GmbH, Forchheim, Germany).

All the MC codes cited (PENELOPE code [84], the MCNPX (MC N-Particle)

code [89], the program ROSI [92], the GEANT4 toolkit [95] and theMC code MOCASSIM

simulate the interaction of photons and electrons. However, the MCGPU and studies by

Magalhães and Tomal [86] and Korn et al. [90] did not include the electron transport, by

considering that the secondary electrons created from photons interactions were locally

absorbed after the ionization of atoms.

3.1.2 Creation of electron-hole pairs

Photons and fast electrons create EHP as they travel and interact with the

matter [52]. In the previously published studies [40, 72, 83, 85–88, 93], the main approach

to determine the number of EHP created per interaction is using the ratio Edep/W±,

considering Edep as the energy deposited by a particle interaction and the W± as the

energy necessary to create an EHP.

The method used to determine the number of pairs created differs in each

study. Alsager and Spyrou [88] and Sundberg et al. [85], computed the ratio Edep/W± as

the exact number of pairs created. In other studies, the number of EHPs was sampled

using either a Gaussian [40, 83, 93] or a Poisson [86] distribution, where the mean is the

ratio Edep/W± and the standard deviation was a metric for energy resolution such as the

Swank Factor [40, 83] and the Fano Factor [86].

The W± values used in these studies were obtained experimentally [40, 83, 85,

86, 88], this value already takes into consideration the recombination of electrons and

holes. However, for the ARTEMIS code [72], W± was calculated using a semiempirical

formula developed by Que and Rowlands [53] that takes into consideration the sensor’s

energy bandgap (Eg) and phonon energy. The recombination of pairs is included in the

ARTEMIS code. The use of this semiempirical formula results in W± values considerably

lower than other studies, for instance, the W± for amorphous selenium is 50 eV in the

MCGPU v. 1.5 [40, 83] and for the ARTEMIS code is around 5 eV [72].
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3.1.3 Transport of electron-hole pairs

When EHP is created, both the electron and the hole take part in a ran-

dom thermal motion that results in their diffusion away from their point of origin [52].

Moreover, in semiconductor detectors, an electric field is applied to collect the charges,

therefore there is a drift velocity in the electric field direction [2]. This section summarizes

how the studies in the literature simulate the transport of EHP.

The study by Hoheisel et al. [91] was focused on simulating the MTF and

used a correction factor to include the EHP transport effect, this factor depended on

the detector thickness and electric field [91]. Therefore, there was no transport of EHP

included in the simulations. The MCGPU does not include the transport of EHP, all the

pairs were considered as detected in the same pixel that they were created.

There are studies focused on approximating the diffusion effect and Coulomb

repulsion that is responsible as they traverse the detector without simulating the tracks

of each pair. Random sampling with a Gaussian distribution is the most used method

to simulate the transport of EHP [85, 86, 88, 90, 94, 96]. The main differences are how

the standard deviation was obtained. For Magalhães and Tomal [86], Korn et al. [90], and

Alsager and Spyrou [88] the Gaussian distribution was used to determine the final position

of each EHP. In these cases, the standard deviation took into consideration the drift due

to the electric field applied and the random thermal diffusion. The studies from Day and

Tanquay [94] and Stierstorfer [96] took a different approach, for each energy-deposition

event, the energy was distributed among detector elements assuming a Gaussian charge

cloud, where the charge cloud width was the standard deviation for the distribution. In

both cases, the charge cloud width was fitted from the measured data. Instead of sampling

the EHP final position, Sundberg et al. [85] used a Gaussian distribution to sample the

EHP drift velocity due to the thermal motion, and assumed that the drift velocity from

the external electric field to be constant. The induced current on each electrode was

calculated using these two velocities and the external electric field.

The ARTEMIS code [72] uses a more detailed modeling of EHPs transport,

the code tracks each pair considering charge trapping, the drift due to external field, the

Coulombic interactions between the charge carriers in the neighborhood, and the diffusion

due to Brownian motion. This is achieved by updating the carrier position after discrete

time steps, that are fixed by the user. The carrier’s new position depends on the electric

field, both external and from the other charge carriers. Also, at each simulation step,

recombination and trapping are checked, by a sampling of random numbers using their

probability function.

Another study that presents a more detailed simulation of transport is Nilsson

et al. [87]. This study was performed using the General MC Semiconductor (GEMS)



50

simulator [97]. GEMS is a full-band ensemble MC simulator, i.e., it is based on a numeric

representation of the band structure where a lookup table was constructed, containing

the radial distributions for different phonon energies and depth of the absorption event,

phonon scattering mechanisms were also considered.

The Allpix Squared code has a differential among the other cases, a precise

three-dimensional electric field description was included, whereas other studies considered

the applied electric field as linear. The COMSOL Multiphysics software was used in Allpix

Squared code to formulate and solve the differential form of Maxwell’s equations together

with a set of initial and boundary conditions and post-process the results to evaluate

non-linear electric field components within the simulated device.

Several studies [40, 83, 85, 88, 94, 96] included the electronic noise by adding in

each element a random amount of energy sampled from a zero-mean Gaussian distribution

with standard deviation varying between studies.

In studies that simulate PCDs, there is an extra step: counting the photons

considering thresholds. The studies by Sundberg et al. [85], Nilsson et al. [87], Korn et

al. [90], Day and Tanquay [94] and Stierstorfer [96] simulate photon counting by comparing

the energy in the pixel to different energy thresholds. Day and Tanquay [94] added an

extra step, they used charge summation logic for charge-sharing suppression. In this case,

when a pulse is registered simultaneously in two or more neighboring pixels, the pulses

are assumed to have originated from the same X-ray interaction, and a count is attributed

to the pixel with the greatest pulse, therefore, increasing the detector’s spatial resolution.

3.1.4 Limitations of the studies

For the MCGPU [40, 83] and studies by Magalhães and Tomal [86] and Sund-

berg et al. [85], there is a limitation for high energies, where the simulations are less

precise. The MCGPU code [40, 83] does not include the simulation of electrons, which

are modeled on PENELOPE v. [84], the drift of charge carriers due to the electric field,

and trapping. Since this code is focused on mammography studies, where X-ray energies

vary between 10 and 30 keV [2], these limitations are less relevant than for the energies

more commonly used in chest radiography (between 40 and 150 keV [2]). Because the

MCGPU uses GPUs, it has the highest simulation velocity among the available codes

(∼108 histories per second). In the study by Magalhães and Tomal [86], only the energy

deposited by photoelectric interactions was considered for EHP creation and transport to

increase simulation speed. Since the photon energy range used in the study was below

10 keV, where the photoelectric effect has a probability of 98% for silicon,[69], this choice

of simplification is acceptable, but for higher energies more detailed in the simulation is

needed. For Sundberg et al. [85], the increase of the electron track length with energies

becomes a problem when the initial charge cloud sizes are on the same order of magnitude
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as the pixel size.

The ARTEMIS code presents the most detailed model for the creation and

transport of EHP in this review, including features such as the recombination and trapping

that are not present in other studies in this review. However, due to its high level of

detail, the ARTEMIS’s simulation velocity is the lowest among the codes present, around

10−1 histories per second. Similarly, the study from Nilsson et al. [87], due to the detail in

simulating the phonon transport, presents a low simulation velocity where the time needed

to simulate the charge collection was approximately 24 hours per absorption event.

Some studies [87, 90, 91, 94, 96] divided the simulation into two codes, first

simulating photons and electrons using established MC codes and then extracting tables

with information about these simulations and modeling EHP separately. While other

studies [40, 72, 83, 86, 88] coupled the simulation of X-rays and EHP into one code.

Dividing the simulations into two different codes presents a few limitations, the tables

extracted from the simulations are large since it contains information for each interaction.

Therefore, creating a problem of storage if several conditions and geometries wanted to

be studied, also opening and reading these tables can be limited by the memory RAM

size available.

The lack of generalization is another limitation in the previous studies. In

MCGPU [40, 83] the detector was a 200 µm thick selenium slab with no possibility to

change the detector thickness or material. The limitations for generalization in the stud-

ies from Day and Tanquay [94] and Stierstorfer [96] was because they used experimental

data to fit the charge cloud width, therefore, the simulation is limited to the detector type

used in the experimental step.

3.2 Simulation of image acquisition

Most studies focused on simulating image acquisition are optimization studies,

which focus mainly on reducing the dose while maintaining acceptable image quality, fol-

lowing the ALARA principle: As Low As Reasonable Achievable [11]. However, currently,

there is an interest in simulating realistic images for VCT that are conducted entirely in

a digital environment, without the need for physical patient contact or the collection of

physical samples [39]. This section focuses on the review of optimization studies for chest

radiography, studies on VCT, and studies comparing the impact of different detector tech-

nologies in image acquisition.

3.2.1 Optimization of exposure conditions

Recent optimization studies for chest radiography indicate that the X-ray spec-

trum, characterized by the tube potential and additional filtration, is one of the most

important factors to consider since it affects both image quality and dose [98, 99]. The
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Figure of Merit (FOM) has proven to be a useful quantity to compare the performance

of X-ray spectra for optimization purposes since it balances dose and image quality [34,

98–102]. Eq. 3.1 shows a general FOM definition for chest radiography.

FOMIQ,Dose =
IQ2

Dose
, (3.1)

where IQ represents an image quality index, and Dose represents an appropriate dosimetry

quantity. This FOM definition is valid for detectors where the main noise component is a

result of X-ray quanta fluctuations, FOM is independent of the X-ray beam intensity [98,

100]. If either the image quality increases or the dose decreases, the FOM value increases.

Therefore, the optimum exposure conditions maximize the FOM.

Several works have studied the optimal X-ray spectrum in chest radiography

via FOM [34, 36, 98, 99, 101–105]. The traditional quantities used to quantify the image

quality in these studies are SNR [99] and contrast-to-noise ratio CNR [34, 36, 98, 101–

104]. The dosimetry quantities used are entrance skin dose (ESD) [98, 103, 104], mean

absorbed dose (MAD) [101], and effective dose (E ) [34, 36, 98, 99, 102]. The use of

different quantities in the FOM definition can affect the optimization process resulting

in a variation of established optimal spectra among different studies. Mendes et al. [35]

compared different FOM definitions via MC simulation and experimentally. The results

show that the use of additional copper (Cu) filtration is indicated for all definitions, which

agrees with other studies in the literature [34, 36, 98, 99, 101–104]. Moreover, the optimum

tube potential is higher for FOM definitions using SNR as the image quality index. CNR

was considered the most indicated image quality index since it evaluates the noise and

the contrast. Definitions of FOM using ESD yielded higher optimum tube potentials and

either MAD or E are more suitable dosimetric quantities for optimization.

DQE have been used for optimization purposes, usually combined with a

dosimetry quantity [106, 107]. However, the main application of DQE is to evaluate

the performance of the X-ray detector [2]. Lauders et al. [106] used the DQE and effective

dose in an optimization study for thoracic radiography. The DQE at 0.25 cycles mm−1

was evaluated for different tube potentials without additional filtration. This specific

spatial frequency was chosen because it represents the most clinically useful part of the

spatial frequency spectrum. Salvagnini et al. [107] focused on selecting the optimal expo-

sure parameters for a digital mammographic system using the effective detective quantum

efficiency (eDQE ), an extension of the DQE metric including more factors such as the

scatter fraction. The eDQE was normalized to the mean glandular dose. Experiments

were performed for different targets/filters commonly used in mammography.

In summary, image acquisition is a step in optimization studies that focuses

on quantifying the image quality with most studies published focusing on varying the

exposure conditions and fixing the detector material. Moreover, all the simulation studies
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cited do not include in the modeling of detection cited the complete conversion of X-ray

conversion into an electrical signal resulting in an overestimation of image quality.

3.2.2 Detector technology effect

Regarding detector technologies, there are studies comparing the performance

CR and DR detectors experimentally via metrics such as MTF, NPS and DQE [50, 108,

109]. However, these comparisons were made using standard beam qualities (i.e., specified

by the tube potential and additional filtration) established by the report IEC 62220-1-

1[110].

Most of the experimental and MC studies cited in Section 3.2.1 usually vary

the exposure conditions and calculated the FOM, but only one type of detector was used in

each case. However, few studies are focusing on comparing the effect of different detector

technologies on optimization. Martin [105] analytically compared the FOM performance

for detectors commonly used in CR and DR. While, Mendes et al. [35] compared the FOM

obtained from MC simulations of sensor materials commonly used in CR and DR detec-

tors. Both studies showed that detectors with larger atomic numbers result in better

performance. However, these studies included only the photon interactions in the detec-

tor. The detailed processes of conversion of X-ray to the final signal, which are dependent

on the detector technology, were not included.

3.2.3 Virtual Clinical Trails

There is a great interest in simulating radiography images for VCT since they

offer a powerful tool for evaluating and optimizing new imaging techniques and proto-

cols, and can provide valuable insights into the performance of imaging modalities for

different applications. Several imaging modalities have been investigated via VCT, for

example, breast imaging [40, 111, 112], chest radiography [113] and computed tomogra-

phy (CT) [38, 39]. The U.S. Food and Drug Administration (FDA) has been exploring

the use of VCT in mammography as a means of accelerating the approval process for new

devices and imaging technologies [40]. The FDA uses the MCGPU for VCT and as stated

in Section 3.1, this code includes a simplified version of EHP simulation. Abadi et al. [114]

used VCT to investigate the effects of beam collimation and pitch on image quality in

computed tomography under different respiratory and cardiac motion rates. Abadi et

al. [113] performed VCT for imaging studies of coronavirus disease (COVID-19), enabling

effective assessment and optimization of CT and radiography acquisitions and analysis

tools for reliable imaging and management of COVID-19. Abadi et al. [115] to develop a

VCT framework that simulates a new PCD CT system from Siemens. These studies show

the existence of great interest in generating realistic images and simulating in detail the

detection can reduce the distance between simulation and experimental results.
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Chapter 4

Simulation of Semiconductor Detectors

The Monte Carlo simulation of radiation transport in semiconductor detectors

developed in this thesis was divided into: (i) simulation of photons and fast electrons with

the PENELOPE v. 2014 [37] with the extension penEasy v. 2015 [42] and (ii) simulation

of creation, dispersion and trapping of EHP in semiconductors. The code developed

in this work, which includes the simulation of EHP in the PENELOPE code was named

THOR:Transport of electrons and HOles in semiconductoRs. Figure 4.1 shows a flowchart

of the simulation process.

Figure 4.1: Detailed detector simulation flowchart, considering photon and electron inter-
actions and electron-hole pairs creation and dispersion.

The following sections describe the PENELOPE MC code structure for simu-
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lating photons and fast electrons, the implementation of EHPs creation and transport in

the PENELOPE, i.e., the THOR code.

4.1 Simulation with the PENELOPE code

The MC code PENELOPE v. 2014 [37] was chosen because it is freely dis-

tributed and open source, has a clear and well-documented structure, and is validated in

the energy range of interest [37, 42, 116]. In addition, the research group has collabora-

tive projects with one of the original code developers [43]. PENELOPE is an acronym

for PENetration and Energy LOss of Positrons and Electrons (photon simulations were

included after the code was created in 1996) [37].

The PENELOPE code is structured as:

• PENELOPE - consists of preparatory calculations, procedures for simulating inter-

actions, numerical routines for simulating the interaction of radiation with matter;

• PENGEOM - controls the simulation geometry and performs the necessary geomet-

ric calculations automatically;

• PENVARED - subroutine that contains variance reduction techniques, used to op-

timize the simulation time;

• “Main” - responsible for reading input files, calling subroutines and creating output

files, so that the desired quantities can be simulated and extracted.

The “Main” used in this work was the penEasy v. 2015 [42], and is divided into

tallies, which consist of sub-blocks that are implemented to provide specific quantities

and analysis. Each tally has an independent output file, such as energy deposited in the

material [42].

The tally of interest for the simulation of radiographic images is the “Tally

Pixelated Imaging Detector” (PID). This tally simulates the generation of pixelated im-

ages considering different detector types, the size and number of pixels and the detection

mode. Energy integrating (EI), photon counting (PC) and energy spectrum are the detec-

tion modes present in this tally. In EI detectors, the signal is proportional to the energy

deposited in the detector by all photons, information about each photon’s energy without

specific information about each photon, such as its energy [27]. PC detectors count indi-

vidual photons if the signal is above a threshold. The energy spectrum mode determines,

for each pixel, the number of photons with a specific energy. The tally PID also allows the

production of images using interaction filters considering: all photons, primary photons,
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photons scattered by Rayleigh and Compton interactions, secondary photons and multi-

scattered photons. Figure 4.2 shows the tally PID section on the penEasy initialization

file.

Figure 4.2: “Tally Pixel Image Detector” section in the input file

In the simulation, if the values of the variables A and B in the energy resolution

line (Figure 4.2), are different from zero, after each interaction, a Gaussian dispersion is

applied in the energy deposited in a pixel. For all simulations presented in this work, A

and B are equal to zero.

The output file from this tally shows the energy deposited and the number

of photons counted in each pixel for the EI and PC mode, respectively. For the energy

spectrum mode, the output file separates an energy interval, that is defined by the user,

into bins, and shows the number of photons counted for each energy bin in each pixel. In

all cases, the results are normalized by the number of histories.

The “Tally Particle Track Structure” was also used in this work. This tally

tracks each particle in the simulation and the output file shows, for each interaction, the

following variables:

• kpar : particle type, with 1 and 2 being electrons and photons, respectively;
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• MODE : interaction that occurred with this particle. The definitions of MODE values

for each interaction type are shown in Table 4.1:

Table 4.1: MODE values for each type of interaction

MODE electron (kpar = 1) photon (kpar = 2)
-1 multiple soft colissions Rayleigh scattering
-2 hard elastic collisions Compton scattering
-3 hard inelastic collisions photoelectric effect
-4 Bremsstrahlung emission electron-positron pair creation
-5 inner-shell ionization -

• Edep: energy deposited in the interaction;

• ilb(1): indicates the generation of the particle, incident particles have ilb(1) = 0;

• ilb(2): indicates the mother particle, if ilb(1) = 0 then ilb(2) = 0;

• (x,y,z ): interaction position.

At each photon and electron interaction, these variables are updated and it is

possible to track the particles’ transport through the matter.

The “Tally Particle Track Structure” was used mainly to understand the steps

that the PENELOPE code uses to simulate photons and electrons a determinate how the

THOR code would be implemented.

4.2 THOR Implementation in the PENELOPE

The simulation of creation, dispersion and trapping of EHP was implemented

in this work by modifying the “Tally Pixelated Imaging Detector” present in the penEasy

v. 2015 [42]. The THOR code was created because the PENELOPE code [37] does not

simulate electric fields and the material’s crystalline structure.

The simulation of charge dispersion in a semiconductor implemented in this

work was based on PenEasy Imaging [42], developed by Andreu Badal for the simulation

of imaging systems, mainly scintillator detectors [117]. This Tally was first modified by

Debora P. Magalhães, a former student of the research group [86]. In this previous version

of the semiconductor detector modeling, the EHP were generated only via photoelectric

interaction. However, this work includes the entire description of photons and electrons

interactions, as well as the charge trapping effects.
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4.2.1 Electron-hole pair creation

The creation of EHPs was the first step for the implementation of the detector

model. For each electron interaction, the Edep was converted into EHPs, where the number

of pairs created was sampled using a Poisson distribution modulated by the sensor’s Fano

factor and the average number of EHP created (Qtotal):

Qtotal =
Edep

W±
, (4.1)

where W± is the energy required to produce an EHP in the detector.

The W± value is unique for each detector material and is usually independent

of the electric field and beam energy [53, 54]. However, for amorphous selenium (a-Se), the

photoconductor most used in medical imaging, studies show that there is a dependency of

W± due to mainly recombination processes [53, 54, 118]. Therefore, the empirical equation

obtained by Kabir et al. [54] for the a-Se was used to determinate the W± value as:

W±(F,E) =

(
6 +

300

F 0.9

)(
0.38 +

4.8

E0.5

)
eV, (4.2)

where F is the applied electric field in V/µm, E is the photon incident energy in keV.

This equation was obtained with E between 10-140 keV and F between 1-100 V/µm[54].

In this work, if E or F were outside these intervals W± was equal to the value normally

used in the literature: 50 eV [119].

4.2.2 Charge dispersion

When F is 0 V/µm, the EHPs created follow a random thermal motion, dif-

fusing away from their point of origin [52]. When an F is different from zero, the EHPs

will undergo a net migration. The motion will be the combination of a random thermal

velocity and a net drift velocity parallel to the direction of F [52].

Considering a detector with its width and length on the XY plane, height in

the z direction, and a constant F in the z direction, if all electrons (or holes) were created

in the same position, the charges distribution cross section can be approximated by the

Gaussian function:

f(x, y) = Z × exp

(
− (x− x0) + (y − y0)

2σ2

)
, (4.3)

where:

• x0 and y0 are the coordinates on the detector, where an interaction occurred;
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• Z is the interaction height (on the z direction).

• x and y is the charge final position, i.e., the position reaching the electrode;

• σ is the standard deviation (which is symmetric around the z axis).

σ quantifies the charge dispersion within a material as:

σ =
√
2Dt, (4.4)

where D is the diffusion coefficient and t is the drift time. The D can be obtained from

the Einstein equation [120]:

D =
µekBT

e
, (4.5)

where µ is the charge carrier mobility in the sensor material, kB is the Boltzmann constant

(1.380649 × 10−23 m2 kg s−2 K−1), T is the sensor temperature and e is the elementary

charge (1.602 × 10−19C). At low-to-moderate values of electric field (F ) the drift velocity

v is proportional to the applied field [87]:

v = µ× F. (4.6)

For a specific F value the drift velocity is constant, therefore:

v =
Z

t
. (4.7)

Combining the equations (4.4) - (4.7) σ is equal to:

σ =

√
2kBTZ

eF
. (4.8)

Equation 4.8 was obtained with the assumption that the electric field was

uniform throughout the sensor which is valid as the pixel size is smaller than the detector

thickness.

As shown in Equation (4.8), the sampling performed in this section does not

differentiate between electrons and holes, even though in reality they have different mo-

bilities [57]. The only difference between an electron and a hole in this step is the distance

that they traveled which also depends on the direction of the electric field applied (bias).

Figure 4.3 shows the distance traveled by the electron and hole for (a) positive and (b)

negative bias. For each case, the distance traveled by the charge carrier should replace

the Z on Equation 4.8;

Figure 4.4 shows examples of Gaussian sampling with a mean equal to zero

(representing the center of a pixel) and the standard deviation is given by Equation 4.8.

Sampling was performed using the Box-Muller method [121]. Three different F values (0.1,
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Figure 4.3: Distance traveled by an electron and a hole created at the position a in a sensor
material with a thickness equal to L for the cases of a (a) positive and a (b) negative bias.

1 and 10 V/µm) were used and Z was equal to (a) 150 and (b) 500 µm, which are the

detector thicknesses used in mammography [72] and chest radiography [25], respectively.

In all cases, the temperature was 298 K. These cases represent the case of a positive bias

and collecting holes.

Figure 4.4: Example of Gaussian sampling for three different values of electric field and
also when Z is equal to (a) 150 and (b) 500 µm.

The distribution becomes wider when increasing the value of Z and decreasing

F, as shown in Figure 4.4. A typical pixel size of a-Se detectors used in chest radiography

is 139 µm[49], in this case, figure 4.4 indicates that if the value of the field is 10 V/µm an

EHP created at the center of the pixel has a higher probability to stay in the same pixel

than the case where F = 0.1 V/µm.
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4.2.3 Charge Trapping

Charge trapping was included using the Hetch equation [122], in which the

collection efficiency (λ) is given by:

λ =
µτE

L

[
1− exp

(
−Z

µτE

)]
. (4.9)

Because of the constants µ and τ , the charge trapping has different results by

considering the transport of electrons or holes. Moreover, the electric field direction is

also a factor, since the Z value changes depending if a positive or a negative bias was

applied.

In the code, for each change carrier, a random number between 0 and 1 was

sampled, if the number was larger than λ, the charge was considered trapped.

4.2.4 Modes of Detection

The code developed in this study simulates two types of detectors: energy in-

tegrating (EI) and photon counting (PC). For the EI mode, after the charge dispersion,

each electron detected in a pixel was counted and converted into energy deposited by

multiplying by W±. In the PC mode, when the history ends, if the energy deposited in

each pixel was higher than an energy threshold (ethr), determined by the user, then the

photon was counted. Because of the PENELOPE structure when simulating particles, it

was necessary to introduce a variable to discriminate the electrons created directly from

the incident photon, from fluorescence, and Compton-scatted photons.

4.2.5 Input data for the model

To model the detector including the creation, transport and trapping, the tally

PID section on the input file for the simulation was modified. New variables were included:

• the electric field applied value in V/cm (the value can be either positive or negative);

• which charge carrier will be collected: electron or hole;

• the Fano Factor;

• W± for sensor materials other than a-Se, in this case, Equation 4.2 is used;

• an integer to define whether charge trapping is considered or not;

• the electron mobility-lifetime (µeτe) in cm2/V;



62

• the hole mobility-lifetime (µhτh) in cm2/V;

• the number of pixels in the detector or the pixel size;

• an integer to define which detector mode to use;

• the ethr used specifically for the PC mode.

Figure 4.5 shows the modified Tally PID section in the penEasy configuration

file.

Figure 4.5: Modified Tally Pixel Image Detector section in the input file, evidencing the
changes made for the detailed detector simulation

The spectrum mode that was present on the original tally PID was not in-

cluded in the THOR code. The variables to define the energy resolution were also ex-

cluded. These variables were included on penEasy to introduce a more realistic energy

resolution. However, in the THOR code, this is done by the Fano Factor and W± in the

creation of EHPs (Section 4.2.1).
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Chapter 5

Characterization of detectors simulations

This chapter shows the THOR code validation using studies in the literature

by evaluating the energy and spatial resolution, noise, and efficiency were evaluated. Also,

the THOR code was used to explore the detector response varying electric fields, detec-

tor’s thicknesses, pixel size and materials.

5.1 Methods

The PENELOPE code v. 2014 [37] with the penEasy v. 2015 [42] extension were used to

simulate the photons and fast electrons. The THOR code, described in Chapter 4, adapts

one of the penEasy tallies to simulate EHP creation and transport. Table 5.1 shows your

main settings of the computers that were used to carry out the simulations of this work.

Table 5.1: Technical information for the computers used in the simulations

CPU Core/Threads RAM (GB) OS

Intel Core® i5 8250U 1,8 GHz 4/8 8 Windows 10

AMD Ryzen® 2700 3.2 GHz 8/16 16 Ubuntu

Intel Xeon Silver® 4210R 2,4 GHz 10/20 64 Ubuntu

In the simulations, the cut-off energy for photons and electrons absorption was

50 eV, the parameters C1 and C2 were equal to zero, and WCC and WCR were equal to

100 eV.

5.1.1 Simulation Geometry

The simulation geometry consists of a detector with an area of 2.5×2.5 cm2, its thickness

varying from 150 to 1000 µm, the pixel size varied from 5 to 150 µm, the applied electric

field (F ) varied from 1 to 30 V/µm. The EI and PC detector modes were used. For

the EI case, three different detector materials were explored: amorphous selenium (a-Se),
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mercuric iodine (HgI2), and lead iodine (PbI2). On the other hand, for the PC mode,

the materials were explored: silicon (Si), cadmium telluride (CdTe) and gallium arsenide

(GaAs). Table 5.2 shows the Fano Factor, W±, µeτe and density for the materials used in

the simulations. The X-ray source was a monoenergetic pencil beam reaching the detector

center with energies varying between 10 and 140 keV. For all cases, the number of stories

was fixed at 1×107 to guarantee that uncertainties were below 3% (1σ). All simulations

were performed with a negative F and collecting only electrons.

Table 5.2: Sensor characteristics used in the EI and PC modes simulations [60, 62, 63]

Mode Detector Material Fano Factor W± (eV) Density (g/cm³)

Energy Integrating (EI)

a-Se 0.059 Variable 4.5

PbI2 0.19 4.9 6.2

HgI2 0.18 4.2 6.4

Photon Counting (PC)

Si 0.115 3.62 2.33

CdTe 0.15 4.53 5.85

GaAs 0.12 4.2 5.32

5.1.2 Calculation of metrics for detector characterization

The Swank Factor (I ) was used quantify the energy resolution, the MTF quantified the

spatial resolution, the NPS quantified the noise, and the efficiency was quantified by η

and DQE.

Swank Factor (I )

In each simulation history, the number of EHPs detected was saved in a file, the histogram

of these values is the pulse-height spectrum (PHS ). I was calculated as:

I =
M2

1

M0M2

, (5.1)

where Mn is the nth moment of the PHS, that can be calculated as:

Mj =

∫ ∞

0

Ej × PHS(E)dE. (5.2)

MTF

The PSF was obtained directly from the simulations. In the EI mode, the PSF is the

number of EHP detected in each pixel normalized by the number of histories. On the

other hand, in the PC mode, the PSF is the number of photons detected in each pixel

normalized by the number of histories. The LSF is calculated from the PSF. For a
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detector without damaged pixels, the PSF(x,y) is isotropic. Therefore, the integral can

be calculated either in the x or y directions. The MTF is calculate as:

MTF (f) =

∣∣∣∣DFT

(
LSF (x)

)∣∣∣∣, (5.3)

where DFT is the discrete Fourier transform and f is the spatial frequency.

NPS

The NPS was calculated using the Lubberts method [123, 124]. This calculation involves

summing the PSF along a single dimension to obtain a PSF projection that is then Fourier

transformed, squared, as:

NPS(f) =

∣∣∣∣DFT

(∑
x

PSF (x, y)

)∣∣∣∣2, (5.4)

DQE and η

For a monoenergetic beam, η is equal to the ratio between the energy deposited in the

detector and the photon initial energy. With the I and η is possible to calculate the DQE

at zero spatial frequency as:

DQE(0) = η × I (5.5)

The DQE as a function of the spatial frequency was obtained using the Fujita-

Lubberts-Swank method [124, 125]. This method takes into account all quantities describe

in this section and DQE(f) was calculated as:

DQE(f) = DQE(0)×NPS(0)
MTF (f)2

NPS(f)
(5.6)

5.2 Validations

The validations were performed using the ARTEMIS code developed by Fang et al 2012 [72].

This code was chosen because it is the most detailed code among the studies simulating

EHP transport (Section 3.1). Moreover, it was validated using experimental data, and it

uses the PENELOPE code to simulate photons and electrons. The major drawback for

the ARTEMIS code is its low simulation speed, around 0.5 histories per second, while the

THOR code is around 500 times faster. All the validations were performed using an a-Se

detector.
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Swank Factor

A study from Fang et al. [72] was used to validate the I. For this purpose, the detector

was 150 µm thick and composed of a-Se with F = 30 V/µm. Figure 5.1 shows I for the

THOR code developed in this project and the ARTEMIS code.

Figure 5.1: I for the THOR code developed in this project and the ARTEMIS code [72].
The results presented were for F = 30 V/µm.

The THOR code provides higher values of I for all photon energies. The

average relative difference between the THOR and ARTEMIS codes was 1.0 ± 0.7%.

Therefore, the results between the codes agree, given the established uncertainties.

MTF

To validate MTF there studies were used: Fang et al. [126], Fang and Badano [125] and

Cheng et al. [127]. The studies used different energies, detector thickness, and pixel sizes,

Table 5.3 shows the simulation parameters for each case. For all cases, the applied electric

field was 10 V/µm and the number of stories was 1×107.

Table 5.3: Simulation parameters for the MTF validation

Study Detector thickness (µm) Pixel size (µm)

Fang et al. [126] 1000 5

Fang and Badano [125] 240 150

Cheng et al. [127] 200 5

Figure 5.2 shows the PSF(x,y) for (a) 10 keV, (b) 13 keV, (c) 30 keV and
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(d) 100 keV with the 1000 µm thick a-Se detector and pixel size of 5 µm. Above and on

the right of the PSF is the normalized LSF integrated over x and y, respectively.

Figure 5.2: PSF(x,y) for (a) 10 keV, (b) 13 keV, (c) 30 keV and (d) 100 keV with the
1000 µm thick a-Se detector and 5 µm pixel size. Above and at the right of the PSF is
the normalized LSF integrated over x and y, respectively.

The PSF(x,y) is isotropic for all cases of incident energy, as expected, this

was better demonstrated on the LSF curves. For the 10 keV case, Figure 5.2 (a), the

narrowest detector response was observed. Is expected that the detector response becomes

wider with the energy, due to the increase in photon mean-free path and electron range.
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However, the PSF(x,y) for 13 keV is wider than the case for 30 keV, since 13 keV is right

above the selenium K-edge therefore, the generation and re-absorption of fluorescence x-

rays are more influential than for the 30 keV case. The widest response is observed for

the 100 keV case, Figure 5.2 (d), due to the higher probability of Compton scattering at

this energy. This is especially apparent in the LSF s, where the curves are wider at the

center.

The MTF comparison with the THOR code and the studies from (a) Fang

et al. [126] and (b) Fang and Badano [125] and (c) Cheng et al. [127] are presented in

Figure 5.3.

Figure 5.3: MTF comparison between the THOR code and the studies (a) Fang et al.
2013 [126] and (b) Fang and Badano 2016 [125] and (c) Cheng et al. 2018 [127].

Similarly, with the PSF and LSF graphs, the MTF curves showed that the

spatial resolution decreases with the energy, except for the 13 keV curve that has lower

values than the 30 keV case. Comparing the THOR and ARTEMIS codes for lower ener-

gies, the MTF curves are similar, with the average relative differences equal around 1%

for energies between 10 and 13 keV. For 30 and 100 keV the average relative difference

increases to 3 ± 2% and 4 ± 2%, respectively. Even though the differences are larger, the
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studies agree considering the uncertainties.

NPS

The NPS was validated using the study from Fang and Badano [125], in this case F was

equal to 10 V/µm, the pixel size was 150 µm and the detector thickness was 240 µm.

Figure 5.4 shows the NPS obtained with the THOR and ARTEMIS codes. The relative

difference between the codes was 2 ± 4%.

Figure 5.4: THOR and ARTEMIS codes results for NPS(f) for a 240µm thick a-Se de-
tector, pixel size of 150 µm, F = 10 V/µm and 1×107 histories.

DQE and η

A study from Fang et al. [72] was used to validate the η andDQE at zero spatial frequency.

In this study, the detector was an 150 µm thick a-Se detector and F = 30 V/µm. Figure

5.5 shows (a) η and (b) DQE at zero spatial frequency for the THOR ARTEMIS codes.

For both η and DQE, the THOR and ARTEMIS had similar results. The

average relative difference between the THOR and ARTEMIS codes were 2 ± 1% and

3 ± 1% for η and DQE(E), respectively, with this relative difference increasing with

the beam energy. Therefore, the results between the codes agree, given the established

uncertainties.

The DQE(f) was validated using the study from Fang and Badano [125], in this

case, F was equal to 10 V/µm, the pixel size was 150 µm and the detector thickness was

240 µm. Figure 5.6 shows the DQE(f) obtained with the THOR and ARTEMIS codes.

The DQE(f) decreases with the photon energy and the largest differences be-

tween the codes occurred for the 13 keV case, similarly with the MTF and NPS. However,

the average relative difference is only 3 ± 2%, which is low considering the established
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Figure 5.5: THOR and ARTEMIS codes results for (a) η and (b) DQE at zero spatial
frequency for a 150 µm thick a-Se detector, and F = 30 V/µm.

Figure 5.6: THOR and ARTEMIS codes results for DQE(f) for a 240 µm thick a-Se
detector, pixel size of 150 µm, F = 10 V/µm and 1×107 histories.

uncertainties.

5.3 Detector response simulations

In this section, the detector model described in Section 4.2 and validated in Section 5.2 is

explored to investigate the detector response for different sensor material and thicknesses

normally used in direct DR (EI mode) and PC detectors.
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5.3.1 Energy Integrating

Comparison with the PENELOPE code

To quantify the effect of EHP creation and transport, simulations were performed with

the PENELOPE and THOR codes. Figure 5.7 shows (a) the I, (b) η and (c) DQE at a

spatial frequency equal to zero, for an a-Se detector with a thickness equal to 150 µm and

F = 30 V/µm.

Figure 5.7: THOR and PENELOPE codes results for (a) I, (b) η and (c) DQE at zero
spatial frequency for a 150 µm thick a-Se detector, and F = 30 V/µm.

For all quantities depicted in Figure 5.7, the PENELOPE code presents the

highest values, indicating that the PENELOPE code overestimates the energy resolution

and efficiency. The inclusion of the EHP transport decreases the I in 3 ± 2%, η in 7 ± 5%,

and DQE(E) in 4 ± 2%.

The EHP simulation effect on the image resolution was also evaluated, Figure

5.8 shows the (a) LSF and (b) MTF comparing the cases with and without the charge

dispersion (only PENELOPE). The values were obtained for photon energies of 100 keV
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and when the dispersion was included the bias was 1 V/µm.

Figure 5.8: Simulated (a) LSF and (b) for a-Se detectors with 100 keV incident energy
without (only PENELOPE code) and with the charge dispersion.

Simulating only with the PENELOPE code results in a narrow LSF, but with

the THOR code a LSF wider spread can be observed. This occurs, because with the in-

clusion of the transport of EHP the spatial resolution. The relative difference between the

central pixel and its adjacent is equal to 99.54% and 58.38% without and with dispersion.

This result shows that the simulation without the charge dispersion results in a better

spatial resolution. This is also observed for the MTF where its value at 0.5, a common

quantity to determine the spatial resolution, is 11.67 and 10.89 cycles/mm.

Fixed or variable W±

Figure 5.9 shows a comparison of the EHPs created with created with (a) W±

= 50 eV and (b) varying W± using Equation 4.2 for an a-Se detector 500 µm thick, F =

4 V/µm and monoenergetic pencil beams of 20 and 60 keV.

Using the Equation 5.9 will result in a decrease on the number of pairs created

with the electric field for both energies, this is a direct result from the W± increase when F

decreases. For example, W± is approximately 92 eV when E = 50 keV and F = 4 V/µm.

On the other hand, when F = 10 V/µm W± is approximately 46 eV.

Simulations were performed to compare the use of W± fixed at 50 eV and vary-

ing. The results showed less than 0.5% relative difference for the I, this result is expected

because the Fano Factor was fixed at 0.059 in both cases. For η the average relative dif-

ference between W± fixed and variable was -6 ±4%, with this difference decreasing with

the energy. This is direct result of the W± decrease as the energy increases.
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Figure 5.9: Number of EHP created with (a) W± = 50 eV and (b) varying W± using
Equation 4.2. The simulations were performed for an a-Se detector 500 µm thick, mo-
noenergetic pencil beams of 20 and 60 keV, F = 4 and 10 V/µm.

Pixel size

Aiming to determine the effect of pixel value on the image quality characteris-

tics, Figure 5.10 shows the (a) MTF calculated varying the pixel size from 5 to 150 µm,

F = 10 V/µm and 20 keV, (b) the frequency where the MTF is 50%.

Figure 5.10: (a) MTF calculated varying the pixel size from 5 to 150 µm, F = 10 V/µm
and 20 keV, (b) the frequency where the MTF is 50%.

As the pixel size increases, the MTF decreases, which is expected since the

spatial resolution is directly related to the size of the pixel. Figure 5.10 (b) shows also

that the spatial resolution decreases with the energy, for instance, the frequency where the

MTF is 50% for a 5 µm pixel is 71.4 and 20.5 cycles/mm, for 20 and 100 keV, respectively.

However, this difference decreases as the pixel size increases.

Figure 5.11 shows the NPS calculated varying the pixel size from 5 to 150 µm,
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F = 10 V/µm and two energies (a) 20 keV and (b) 60 keV.

Figure 5.11: NPS calculated varying the pixel size from 5 to 150 µm, F = 10 V/µm and
two energies (a) 20 keV and (b) 60 keV.

Figure 5.11 shows the NPS calculated varying the pixel size from 5 to 150 µm,

F = 10 V/µm and two energies (a) 20 keV and (b) 60 keV.

Figure 5.12: DQE calculated varying the pixel size from 5 to 150 µm, F = 10 V/µm and
two energies (a) 20 keV and (b) 60 keV.

The NPS and DQE decreases with the pixel size. For the NPS this means that

the noise increases with the pixel size. This is expected since a larger pixel area results

in an increased probability of interaction. For the DQE, the lower values for 60 keV is a

result of lower efficiency and Swank Factor as the energy increases.

Detector thickness

To quantify the influence of the detector thickness varies, simulations were performed with

an a-Se detector with a pixel size of 50 µm and two thicknesses of 150 and 500 µm, the
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first being usually used in mammography and the second on chest radiography [2]. Figure

5.13 shows the (a) η and (b) Swank factor as a function of energy.

Figure 5.13: (a) η and (b) Swank Factor for a-Se detectors with 150 and 500 µm thick-
nesses, F = 10 V/µm.

For both cases, the values are larger for the 500 µm thick detector. This

increase is more observed for the η, up to 70.7% increase between the thicknesses, for the

Swank Factor the difference is only up to 6.3%. The probability of interaction increases

with the thickness, resulting in an increase on η, and with more interactions, the energy

resolution also increases resulting in larger values for the Swank Factor.

Figure 5.14 shows the (a) MTF and (b) DQE for a-Se detectors with 150 and

500 µm thickness, F = 10 V/µm and two energies : 20 and 60 keV.

Figure 5.14: (a) MTF and (b) DQE for a-Se detectors with 150 and 500 µm thickness,
F = 10 V/µm and two energies : 20 and 60 keV.

The MTF decreased with the detector thickness, showing that the spatial res-

olution is larger for thinner detectors. A thicker detector results in an increased possibility
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of lateral spread of particles, therefore, decreasing the spatial resolution. On the other

hand, the DQE (Figure 5.14 (b)) is larger for the thicker detector due to the increase of

η and Swank Factor with the detector thickness.

Applied electric field

The η and Swank Factor for different values of F are present in Figure 5.15 (a) and (b)

respectively. a-Se detectors with 500 µm thickness and 50µm pixel values were used for

these results.

Figure 5.15: (a) Efficiency and (b) Swank Factor for a-Se detectors with 500 µm thickness,
F = 1 and 10 V/µm.

Differently of the detector thickness, altering the value of F from 1 to 10 V/µm

has little effect on η and Swank factor, with relative differences up to 6% and 1.5%

respectively. A larger difference was observed for η because of the W± decreasing with F

(equation 4.2). Therefore, increasing the number of EHP created in each interaction.

Figure 5.16 shows the (a) LSF and (b)MTF obtained varying F, a-Se detectors

with 500 µm thickness and 50 µm pixel.

The spatial resolution increases with F which is expected since the bias yields

in the EHP moving more linearly. For F = 0.1 V/µm, the random thermal movement is

more relevant than the case for F = 1 and 10 V/µm.

Figure 5.17 shows the (a) NPS and (b) DQE obtained varying F, a-Se detectors

with 500 µm thickness and 50 µm pixel.

The NPS decreases with F, this is because of the variable value of W±, similar

to η. Even though the MTF decreases with F, the DQE increases because of the η and

NPS.
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Figure 5.16: (a) LSF and (b) MTF for a-Se detectors with 500 µm thickness, 50 µm pixel
and varying F.

Figure 5.17: (a) NPS and (b) DQE for a-Se detectors with 500 µm thickness, 50 µm pixel
and varying F.

Detector materials

In order to quantify the differences by changing the detector material simulations were

performed with a-Se, HgI2 and PbI2. Figure 5.18 shows η for (a) a-Se, (b) HgI2, (c) PbI2

varying the initial energy between 10-140 keV and the detector thickness between 200 and

1000 µm.

The contour plots show that the detector efficiency increases with the thickness

and decreases with the beam energy. Moreover, the a-Se detector presents the lowest

efficiency values compared to HgI2 and PbI2. This is because Se has a low atomic number

compared to I, Hg and Pb. The efficiency presents discontinuity regions for the energies

right above the K-edge of the detector materials, which are 12.658, 33.169, 83.102, 88 keV

for Se, I, Hg and Pb, respectively [70]. Since the average energy of the X-ray spectra

used in thorax radiology is around 40-70 keV, the increase in efficiency right above 40 keV
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Figure 5.18: Efficiency contour plot simulated for (a) a-Se, (b) HgI2 and (c) PbI2 varying
the initial energy between 10-140 keV and the detector thickness between 200 and 1000
µm.

for HgI2 and PbI2 shows a good advantage for these materials. On the other hand, the

increase in efficiency right above 20 keV and a great decrease after shows why a-Se is

indicated only in mammography.

Figure 5.19 shows the Swank Factor for a-Se, HgI2 and PbI2 varying the initial

energy between 10-140 keV and the detector thickness equal to (a) 200 and (b) 500 µm.

The Swank Factor increases with the detector thickness, as shown in Figure

5.13 (b). Moreover, each material has a higher value for the Swank Factor in different

energy values, but no material has an overall superior response.

Figure 5.20 shows the MTF calculated for the a-Se, HgI2 and PbI2 detectors

for (a) 20, (b) 60 and (c) 100 keV. In all cases, the applied electric field was 0.5 V/µm.

The sinc function was included for comparison with an ideal case of the function:

sinc(fπadec) =
sin(fπadec)

fπadec
, (5.7)

were f is the spatial frequency and adec is the pixel size, which is 100 µm.
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Figure 5.19: Swank Factor for the detector materials a-Se, HgI2 and PbI2 varying the
initial energy between 10-140 keV and the detector thickness equal to (a) 200 and (b) 500
µm.

Figure 5.20: MTF calculated for the a-Se, HgI2, and PbI2 detectors for (a) 20, (b) 60,
and (c) 100 keV. In all cases the applied electric field was 0.5 V/µm.
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For 20 keV, the a-Se has the lowest spatial resolution, on the other hand, for

60 and 100 keV it has the highest compared to PbI2 and HgI2. This is because 60 keV is

close to the K-edge I and 100 keV is close to the K-edge for Hg and Pb. As shown in 5.3

the spatial resolution decreases for energies close to the K-edge because of the fluorescence.

5.3.2 Photon Counting

Figure 5.21 shows the PSF for (a) Si, (b) CdTe, and (c) GaAs detectors with 60 keV

incident energy, ethr equal to 1 keV and detector thickness equal to 1000 µm.

Figure 5.21: Simulated PSF for CdTe detector considering the contribution of (a) only
the primary photon, (b) fluorescence photons, and (c) photons after Compton scattering.
The applied bias was 0.1 V/µm, for all cases a pencil beam of 60 keV was used and the
energy threshold (ethr) equals 1 keV and detector thickness was 1000 µm.

Similarly, with the EI detector, there is an increase in the spread as the photon

energy increases. For all energies, Compton scattering has the lowest percentage of the



81

total number of photons counted. However, its influence increases with the energy because

of the interaction probability increase. The 32 keV energy is just above the tellurium K-

edge, and consequently, the fluorescence is the most relevant among the cases studied. In

the 10 keV case, the fluorescence is present due to the Lα and Lβ emissions [70]. For 32

and 100 keV, the fluorescence PSF is wider, even for the latter, where the first photon had

the highest photon count. Therefore, the presence of fluorescence results in two problems

for photon counting detectors: the possibility of double count and the detector spatial

resolution decrease.

Figure 5.22 shows the LSF for (a) Si, (b) CdTe, and (c) GaAs detectors with

60 keV incident energy, ethr equal to 1 keV and detector thickness equal to 1000 µm.

Figure 5.22: Simulated line spread function (LSF ) for (a) Si, (b) CdTe, and (c) GaAs
detector with 60 keV incident energy, ethr equal to 1 keV and detector thickness equal to
1000 µm.

For all cases, the primary photon has the greatest influence in the overall

LSF, followed by the Compton scattering for Si, and florescence for CdTe and GaAs.

The K-edge for Cd, Te, Ga and As are one order of magnitude larger than the K-edge

for Si resulting in the fluorescence being more influent for these materials. Moreover,
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the Compton scattering has a relatively higher cross section for lower atomic number

materials.

To analyze the impact of the ethr values on the detector response, Figure 5.23

shows the LSF for 100 keV with ethr equal to 1, 10, 32, and 50 keV. The bias was 0.1

V/µm and the detector thickness was 1000 µm.

Figure 5.23: Photon counting detector’s LSF for 100 keV and ethr varying from 1 to
50 keV. The applied bias was 0.1 V/µm, and the detector thickness was 1000 µm.

The LSF is narrower as the ethr increases, especially after the energy of 32 keV,

which guarantees that no fluorescence photons are present, and as shown in Figure 5.23,

the fluorescence photons have the widest detector response. This result shows that an

increase in ethr results in a resolution increase. However, the number of photons counted

decreases. When ethr = 1 keV the central pixel, value (sigma), is 0.8593(0.0003) photons

counts per history, while the value decreases to 0.331(0.007) for ethr = 50 keV. The

increase in the uncertainty also shows that the noise increases with the ethr.
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Chapter 6

Impact of detailed detector simulation on

optimization

This chapter focuses on the impact of detailed detector simulation on image

acquisition and optimization via Figure of Merit (FOM ). This metric balances dose and

image quality, therefore this chapter’s first section contains the simulation geometry and

acquisition parameters. Moreover, it includes the methodology to quantify dose and image

quality. The quantity evaluated and how the detailed detector simulation affects the FOM.

6.1 Simulation methods

The simulation is divided into two steps: (i) simulation of X-ray interaction

with the phantom simulating a chest and (ii) the interaction with the detector, including

the creation and transport of EHP. The MC code PENELOPE v. 2014 [37] with the pe-

nEasy v. 2015 [42] were used in the first step, and the THOR code described in Chapter

4 was used in the second step.

6.1.1 Simulation geometry

Figure 6.1 (a) shows an illustration of the simulation geometry, which consists

of an X-ray source with a punctual focal spot located 100 cm above the detector and

aligned with the center of the phantom. The field area was 20×20 cm2 at the phantom

surface. The phantom represents a newborn chest and consists of a homogeneous box

composed of soft tissue with an area of 20×20 cm2 and 10 cm thick [6, 13]. Steps with area

3×3 cm2 were included inside the phantom as contrasting details, and their composition

(thickness) were aluminum (0.5 cm), calcium (0.5 cm), and Teflon (2 cm). The aluminum

represents bone and calcium was included to represent calcification on lungs (a common

marker for pneumonia), Teflon was included to represent low contrast structures. All

contrasting structures were positioned close to the detector side, 1 cm from the phantom
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base. Additionally, a 2.5×3.8×2.5 cm3 air volume, representing an ionization chamber,

was included immediately above the phantom surface. The phantom rested on a 3 cm

thick carbon fiber table. Two types of detectors with an area of 20×20 cm2 were evaluated:

EI and PC detectors. The THOR code was used to simulate the process of detection in

semiconductors (more details in Chapter 4). The EI detector was composed of a-Se and

was 500 µm thick. The W± was calculated using Equation 4.2 present in the Section

4.2.1, the Fano Factor was equal to 0.059, and F = 10 V/µm[62]. The PC detector was

composed of CdTe, with 1000 µm thick. In this case, W± = 4.43 eV, Fano Factor = 0.15,

F = 0.1 V/µm[62]. All simulations were performed with a negative F and collecting

only electrons. Six 3×3 cm2 regions of interest (ROIs) were defined to quantify the image

quality. ROIs 1 to 3 represent the contrasting objects, while ROIs 4 to 6 represent the

background. Figure 6.1 (b) illustrates the detector x-y view in Gview 2D software (built-in

PENELOPE 2014 [37]), showing the regions of interest in the detector.

Figure 6.1: (a) Geometry of the chest radiography simulation including the radiation
source, ionization chamber, phantom, table, and detector. (b) Detector illustration show-
ing the regions of interest (ROI s). ROI s 1 to 3 represent the 1.5, 1.0, and 0.5 cm Al
steps, respectively, and ROI s 4 to 6 were used to calculate the corresponding background
signal. .

The X-ray polyenergetic beams were generated using the SpekCalc software [128],

considering a tungsten target with a 15° tilt angle, tube potentials varying from 40 to

120 kV, and an intrinsic Al filtration of 3mm plus 0.8 mm beryllium.

6.1.2 Dosimetry

The dosimetric quantities used in this work were the incident air kerma (Kar)

and the mean absorbed dose (MAD), which were obtained using the “Tally Energy Depo-

sition” present on penEasy v. 2015. This tally computes the energy deposited per history
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in each material. To simulate MAD and Kar simultaneously a new Tally was created

based on the ”Tally Energy Deposition”, being named “Tally Energy deposited by pri-

mary particle”. The uncertainty of the dosimetric quantities was always less than 1%,

requiring a number of histories in the order of 108.

Air kerma (Kar) - units of Gy/History - is determined from indirect simulation

results. The Kair was calculated as the ratio between the energy deposited by primary

particles (Ep
air) in the ionization chamber, obtained using “Tally Energy deposited by the

primary particle”, and the mass of the ionization chamber (mar):

Kar =
Ep

ar

mar

. (6.1)

Mean Absorbed Dose in the phantom (MAD) - units of Gy/History - was

determined indirectly with simulation results. MAD is the dose deposited in the entire

phantom and was calculated as the ratio between the energy absorbed in the phantom

(Eo), obtained using “Tally Energy Deposition”, and the mass of the phantom (mo),

calculated from geometric data:

MAD =
Eo

mo

. (6.2)

Dose-Kerma ratio (k-MAD) - was defined as the ration between MAD and

Kar. This quantity is usually expressed in the unit Gy/Gy.

Validations were performed for the dosimetric quantities. The MAD was com-

pared against the data presented in the AAPM Report 195, Case 2:Radiography and

Body Tomosynthesis [116] (see Appendix B). The tally “Energy deposited by the primary

particle” included in the penEasy code was validated by performing simulations with and

without the phantom and calculating the Kar (see Appendix C).

6.1.3 Image quality

The simulated images consist of 2D matrices with 1000 rows and columns

where in the EI mode each element of the matrix (e) corresponds to the energy deposited

in a pixel, on the other hand, in the PC mode, e is the number of photons detected. For

both cases are normalized by the number of histories.

Before quantifying the image quality, the flat field processing was performed

which cancels the effects of image artifacts caused by variations in the pixel-to-pixel sen-

sitivity of the detector and by distortions in the X-ray path. For instance, because of the

field divergence and scattering, the number of X-rays reaching the detector center is larger
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than the edges. Therefore, a correction is needed to normalize the signal in the detector.

This process consists of simulating images without the contrasting details and obtaining

a matrix where each term is calculated as:

aij = eij/emax, (6.3)

where i and j represents the row and column of the matrix andmmax is the maximum value

in the matrix simulated. This flat field matrix is multiplied by the matrix representing

the radiographic.

The contrast (C ), signal-to-noise ratio (SNR) and contrast-to-noise ratio (CNR)

was used to quantify image quality. In this work, the contrast was calculated as:

C =
SN − SO

SN

, (6.4)

where SN and SO represent the signal referring to a background region and an object,

respectively. For the EI detector, the signal is the mean energy deposited in the pixels

inside the ROI s in Figure 6.1. On the other hand, for the PC detector, the signal is the

mean number of photons counted in pixels inside the ROIs.

SNR quantifies the noise present in the image, based on the ratio between the

average signal of a structure (S ) and its respective standard deviation (σ), as defined by:

SNR =
S

σ
. (6.5)

The SNR is a quantity that compares the desired signal level with the back-

ground noise level, the higher the SNR, the smaller the effect that the noise has on the

image visualization [2].

The CNR evaluates the relationship between image contrast and relative noise,

and it can be considered a quantity that optimizes image quality. CNR is defined as:

CNR =
SN − SO

σ
. (6.6)

CNR is not affected by image processing, thus being a more relevant quantity to

describe the visualization of different structures in a digital image [2]. The SNR and CNR

obtained by the equations 6.5 and 6.6 depends on the number of initial photons, as the

uncertainty in Monte Carlo simulations decreases with the histories. To be independent

of the beam intensity SNR and CNR were normalized by Kar:
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SNRn =
SNR√
Kar

(6.7)

CNRn =
CNR√
Kar

(6.8)

6.1.4 Figure of merit

FOM was used to determine the optimal tube potential and additional filtra-

tion for each phantom thickness as:

FOM =
CNR2

MAD
. (6.9)

The optimal exposure conditions were determined as those that produce the

highest FOM values, which are associated with the best performance in terms of dose

reduction and/or image quality improvement. The tube potential interval in which the

FOM is maximum, with variations less than 5%, was defined as the interval optimum

tube potential [35].

The FOM ratio between two spectra (r = FOMcomp/FOMref ) was used to

compare different exposure parameters. Since, if r < 1, the compared spectrum (comp)

has a worse performance than the reference spectrum (ref ). If r > 1, there is a gain in

image quality by a factor of
√
r for constant dose or a decrease in dose by a factor of

r−1 for constant image quality. In this study, the ref spectrum was 60 kV with no added

filtration, i.e., the indicated by the American College of Radiology for newborns [129].

6.2 Results

6.2.1 Impact on image formation

Figure 6.2 (a) shows the flat field matrix, (b) and (c) show, respectively, the

40 kV image in the EI mode before and after the correction using the flat field.

Before the correction, the edges were in darker shades of gray than the steps,

showing that the geometry simulation introduces a contrast that is as influential as the

contrast between the background and the steps. With the flat field correction, the steps

are more evident, resulting in a larger contrast. In fact, the contrast between the middle

step and the background increases from 9 to 15% after the flat field.

To evaluate the detailed detector simulation impact on the image noise, a ROI

was delimited on Figure 6.2 in the region where the aluminum steps are not present. The

ROI has an area of 8×8 cm2, Figure 6.3 shows a histogram of the pixel value for the a-Se

40 kV with and without the flat field. The pixel value was standardized into the interval
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Figure 6.2: (a) Flat field matrix, 40 kV image in the EI mode (b) before and (c) after the
correction using the flat field.

between 0 and 4096 to represent a 12-bit image.

Figure 6.3: Histogram of the pixel value for the a-Se 40 kV case with and without the flat
field.

The shape of the histogram changes after the flat field correction. Before, the

histogram had a lower height and larger distribution, while after the correction two peaks

are present, one with more counts and thinner and a second smaller. The peak with more

counts is corespondent to the background regions and the lower peak is correspondent

to the steps. Consequently, the flat field correction enhanced the differences between the

steps and the background.

To compare the images with (THOR) and without (PENELOPE) the charge

dispersion, Figure 6.4 shows the simulated image for 40 kV and a-Se detector (a) only

using the PENELOPE code, (b) with the EHP creation and transport (THOR code) and

the (c) logarithmic difference between them.

Visually there is little difference between the PENELOPE and THOR codes.
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Figure 6.4: Simulated image for 40 kV and a-Se detector (a) only using the PENELOPE
code, (b) with the EHP creation and transport (THOR code) and the (c) logarithmic
difference between them.

However, the log difference depicted in Figure 6.4 (c) evidences the larger differences in the

steps region. To show the impact of EHP transport on the histogram, Figure 6.5 shows

the histogram for (a) the a-Se and (b) the CdTe detectors obtained with the PENELOPE

and THOR codes, both cases are for 40 kV.

Figure 6.5: Histogram of the pixel value for (a) the a-Se and (b) the CdTe detectors with
and without the charge dispersion, both cases are for 40 kV.

For the a-Se detector, the THOR code has slightly lower pixel values, but

the histogram shape is similar. On the other hand, for the CdTe case, the histograms

are completely different, with the THOR code having lower pixel values. The reason for

the greater difference in the codes was the separation between primary, Compton, and

fluorescence photons in the THOR code. This is a great limitation of the PENELOPE

code, since the charge sharing between pixels, caused especially by fluorescence photons, is

a major factor in limiting the spatial and energy resolution in PC detectors [31]. Therefore,

there is an overestimation of these quantities by using the PENELOPE code only.

Figure 6.6 shows the plot profile in the steps region for the 40 kV image in
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an a-Se detector with and without the charge dispersion. In this case, to better visualize

the differences, no normalization was performed. The case without dispersion has a lower

signal (counts/history) which is expected, since the detailed simulation of EHP results in

loss of signal. Moreover, the regions between the steps are smothered with the dispersion,

showing a decrease in spatial resolution.

Figure 6.6: (a) Radiographic image produced with 40 kV tube potential without the
charge dispersion. (b) Plot profile of the radiographic image in the steps region (red line
on (a)) with and without the charge dispersion.

Figure 6.7 (a) shows the contrast as a function of the tube potential for the

a-Se and CdTe detectors, with and without the charge dispersion. The relative difference

between the contrast without (PENELOPE code) and with (THOR code) the charge

dispersion models are shown in Figure 6.7 (b). The energy threshold for the PC detector

was 1 keV.

Figure 6.7: (a) Contrast as a function of the tube potential for the a-Se and CdTe de-
tectors, with and without the charge dispersion. (b) The relative difference between the
contrast without (PENELOPE) and with (THOR code) the charge dispersion model. The
energy threshold for the PC detector was 1 keV.

The PC (CdTe) detectors have higher contrast values than EI (a-Se) detectors.
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This is expected since the idea of counting photons is that all photons have the same

weight. On the other hand, in EI detectors, high energy photons, i.e., the ones that result

in the lowest contrast, have more weight [30]. The relative difference, Figure 6.7 (b), for

the EI detector decreases with the tube potential. On the other hand, for the PC detector,

the relative difference increases with the tube potential reaching its maximum value at 100

kV and then decreasing as the tube potential increases. The effective energy for the 40 and

100 kV spectra are approximately 26.3 and 33.5 keV, respectively. In addition, the k-edge

for the Cd and Te are 26.711 and 31.814 keV [70]. Therefore, the fluorescence is responsible

for this increase in contrast to the THOR code, since in the charge dispersion model

fluorescence and Compton scattered photons are counted separately from the incident

photon, differently from the Tally PID on penEasy [42]. Such separation results in double

counts, a problem largely faced in photon counting detectors [30]. This result shows that

a detailed simulation for photon counting is fundamental for PC detectors.

Figure 6.8 shows the (a) nSNR and (b) nCNR for tube potentials between 40

and 120 keV, for the a-Se and CdTe detectors with (THOR code) and without (PENE-

LOPE) the charge dispersion model. The energy threshold for the PC detector was 1 keV.

Figure 6.8: (a) nSNR and (b) nCNR as a function of the tube potential for the a-Se and
CdTe detectors, with and without the charge dispersion.

Figure 6.8 (a) and (b) showed that the nSNR and nCNR have a similar tube

potential dependency, and the main difference introduced between the charge dispersion

models is the amplitude of these quantities. For the a-Se detector, when charge dispersion

is included a decrease in nSNR and nCNR was observed. The charge dispersion decreases

the detector efficiency due to the charge sharing effect observed due to EHP dispersion

to neighbor pixels, moreover, charge trapping is also a factor. For the CdTe detectors,

the results are the opposite, the charge dispersion increases the nSNR and nCNR. This

is because the fluorescence and Compton scattered photons double counts previously cited.
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Histogram windowing

Histogram windowing was performed to evaluate the impact of the EHP trans-

port in imaging processing techniques commonly used in radiography. Histogram window-

ing is used to increase contrast, this technique consists of introducing a lower and upper

limit in pixel value on the histogram, where all pixel values outside this interval become

equal to zero. Figure 6.9 shows an example of histogram windowing for the case of a

tube potential of 40 kV obtained with the PENELOPE code. The lower and upper limits

were 2000 and 3500, respectively. Figure 6.9 (a) shows the radiographic image before the

windowing, (b) after the windowing and (c) shows the histogram of pixel values with the

gray area being the interval between the lower and upper pixel value limits.

Figure 6.9: (Radiographic image for a tube potential of 40 kV, obtained with the PENE-
LOPE code (a) before and (b) after the histogram windowing. Figure (c) shows the
histogram with the gray area representing the interval between the lower (2200) and up-
per (4000).

Comparing the cases with and without the windowing shown respectively in

Figure 6.9 (a) and (b), is possible to qualitatively observe that the contrast increased.

Numerically the contrast increased from 19% to 23%. However, there is an increase in

the image noise, where the SNR decreased from 12.5 to 6.9 after the image processing.

To investigate the impact of window size and position on the image quality,

Figure 6.10 shows (a) the contrast, (b) the SNR and (c) the CNR as the pixel value upper

and lower limits vary between 1500-2200 and 3100-3900, respectively. These intervals were

chosen because values outside of them resulted in negative contrast, i.e., the pixel value

at the steps ROI was higher than in the background ROI.

Figure 6.10 shows that as the contrast increases, the SNR decreases, which was

also observed in Figure 6.9. Moreover, a tendency can be observed, where the lower and

upper limits are more influential in varying the contrast and SNR, respectively. On the

other hand, differently of the contrast and SNR, the CNR is highly dependent on both

the lower and upper limits with its highest value occurring at (lower,upper) = (2240,4096)

with CNR = 5.06, contrast = 52% and SNR = 9.7. Maximizing the CNR results in the

optimal upper and lower limits since the CNR evaluates the relation of contrast with noise
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Figure 6.10: Countour plots of the (a) contrast, (b) SNR and (c) CNR as the pixel value
upper and lower limits vary between 1500-2200 and 3100-3900, respectively.

as a metric of optimization of image quality without considering dose. Table 6.1 shows

the optimum lower limit for pixel value and the correspondent contrast, nSNR and nCNR

for two tube potentials (40 and 120 kV), the two detector types (a-Se and CdTe) with

and without the charge dispersion. For all cases, the optimum upper limit was 4096.

For the a-Se detector, all cases with the THOR code resulted in higher contrast

than the PENELOPE code, but the nSNR is lower. This is a direct result of a higher

noise when the charge dispersion is implemented. On the other hand, for the CdTe, the

contrast is always larger with the PENELOPE code. For the CdTe, these differences in

results show how the detailed modeling can reduce the image quality.

Optimization

Figure 6.11 shows the normalized FOM/FOMr as a function of the tube

potential for the 10 cm phantom composed of soft tissue, a-Se, and CdTe detectors, with

and without (only PENELOPE) the charge dispersion.
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Table 6.1: Optimum lower limit for pixel value and the correspondent contrast, nSNR
and nCNR for two tube potentials (40 and 120 kV), the two detector types (a-Se and
CdTe) with and without the charge dispersion

kV Detector Code Lower Limit Contrast (%) nSNR nCNR

40

a-Se
PENELOPE 2240 52.4 6.8×10−5 3.6×10−5

THOR 2240 56.5 6.0×10−5 3.4×10−5

CdTe
PENELOPE 2432 63.5 7.6×10−5 4.8×10−5

THOR 512 25.7 8.7×10−4 2.2×10−4

120

a-Se
PENELOPE 2688 18.9 9.3×10−5 1.8×10−5

THOR 2560 20.6 7.8×10−5 1.6×10−5

CdTe
PENELOPE 3072 38.3 1.2×10−4 4.7×10−5

THOR 768 19.3 2.7×10−4 2.5×10−5

Figure 6.11: FOM/FOMr as a function of the tube potential for the 10 cm phantom
composed of soft tissue, a-Se, and CdTe detectors, with and without the charge dispersion.

The results show that the FOM/FOMr dependency with the tube potential is

similar for the cases with and without the charge dispersion. The optimum tube potential

has a difference of up to 5 kV with the charge dispersion. The intersection between the

optimum tube potential range with and without the charge dispersion is 40-65 kV and

55-75 kV for the aSe and CdTe detectors, respectively. Using only the PENELOPE code

the simulation time is up to 50% less than with the detailed detector modeling.
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6.3 Summary

The results from this section show that the detailed simulation of the detection

process has an impact on image quality. With the THOR code, it was possible to compare

visually radiographic images obtained without and with the charge dispersion. Moreover,

quantify the image quality with the contrast, SNR and CNR, and evaluate the effect of

the charge dispersion on the histogram form.

Among the two modes of detection studied, the PC mode using the CdTe as

the sensor material showed the largest differences between the PENELOPE and THOR

codes. The separation in counting primary, fluorescence and Compton-created photons

implemented on the THOR code was the main reason between the codes. Moreover,

this separation occurs in real detectors with studies pointing out that the charge sharing

between pixels, which in the case of CdTe is caused especially by fluorescence photons, is

one the major disadvantages in PC detectors [30, 31]. Therefore, for the PC mode, a more

detailed detection simulation is necessary. For the EI mode, the differences between the

PENELOPE and THOR codes were more subtle, especially in the histograms. However,

for the SNR and CNR larger differences were observed because of the charge trapping,

which is responsible for increasing the image noise.

Finally, for optimization purposes, a detailed detector modeling is not neces-

sary for the cases studied, as the FOM dependency with the tube potential remained

unchanged when the charge dispersion was implemented for optimization purposes.
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Chapter 7

Conclusions

This work focused on the detailed modeling of semiconductor detectors. The

code THOR implemented in this work was validated using studies in the literature and

the difference between them was lower than the simulation uncertainties showing that

the results obtained with the code can be trusted. With the detector characterization

in terms of energy and spatial resolution, noise, and efficiency via the quantities Swank

Factor, MTF, NPS and DQE it was possible to evaluate the detector’s response vary-

ing the incident energy, the applied electric field, the sensor’s thickness, pixel size and

composition. Also, the modes of detection (EI and PC) were explored.

The impact of the detailed simulation of the detection process was the main

objective of this work. With the THOR code, it was possible to compare visually radio-

graphic images obtained without and with the charge dispersion. Moreover, quantify the

image quality with the contrast, SNR and CNR, and evaluate the effect of the charge dis-

persion on the histogram form. The two semiconductors detectors most used in radiology

were simulated: a-Se and CdTe [25, 65], and the detector geometry: pixel size, thickness,

and applied electric field chosen is the standard for these detectors [29, 30, 60]. The charge

dispersion affects the image quality both qualitatively and quantitatively. The a-Se de-

tector presented fewer differences between the PENELEPE and THOR codes, with the

image histogram almost identical and differences in contrast, CNR and SNR below 5%.

This is most likely because the a-Se detector has a large electric field 10 V/µm, which

limits the charge dispersion. However, it is important to point out, that the inclusion

of charge dispersion increases the noise, which occurred because of the increase in losses

during the detection process modeled in the THOR code, mainly charge trapping. On

the other hand, the CdTe presented large differences between the codes, with a histogram

of pixel value concentrated on lower values in the THOR code and at higher values in

the PENELOPE code. The contrast also decreased with the inclusion of dispersion of

charges, but the CNR and SNR increased. This is a direct result of THOR code counting

separately primary photons and photons originating from Compton scattering and fluo-

rescence. Another factor analyzed in this work was the impact of charge dispersion on
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the imaging processing techniques usually used: flat field and histogram windowing. The

second showed that the THOR code results in lower contrast improvement compared to

the PENELOPE code.

For optimization purposes, when the charge dispersion was implemented the

FOM dependency with the tube potential did not change, and in terms of optimization,

the optimum interval is what matters. Therefore, for the cases studied a detailed detector

modeling is not necessary, gaining up to 50% in terms of simulation velocity.

Future studies can be focused on other detector materials’ impact on image

acquisition, use anthropomorphic phantoms to obtain images closer to patient anatomy,

implement different energy thresholds for the PCDs, and subtract images with different

thresholds resulting in multi-spectral images. Moreover, the THOR code gives insight

into the image formation process and has a great possibility of being applied outside

of the scope of this work. For instance, to investigate and characterize new detector

materials and configurations, used in mammography studies, since is also validated for

this energy and the detection process in mammography is identical to the detection process

in chest radiography, with little geometry adjustments the THOR code can be also used

in computed tomography studies, where the PCD are now commercially available.
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87. Nilsson, H.-E, Dubarić, E, Hjelm, M & Bertilsson, K. Simulation of photon and

charge transport in X-ray imaging semiconductor sensors. Nuclear Instruments and

Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and

Associated Equipment 487, 151–162. issn: 01689002. http://doi.org/10.1016/

S0168-9002(02)00959-2 (1-2 July 2002).

88. Alsager, A. & Spyrou, N. Evaluation of image performance of CZT detector for dig-

ital mammography: Monte Carlo simulation. Nuclear Instruments and Methods in

Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated

Equipment 580, 462–465. issn: 01689002. http://doi.org/10.1016/j.nima.

2007.05.128 (1 Sept. 2007).

89. Werner, C. J. et al. MCNP version 6.2 release notes (Los Alamos National Lab.(LANL),

Los Alamos, NM (United States), 2018).

90. Korn, A., Giersch, J. & Hoheisel, M. Simulation of internal backscatter effects on

MTF and SNR of pixelated photon-counting detectors in (ed Flynn, M. J.) (Apr.

2005), 292. http://doi.org/10.1117/12.595219.

91. Hoheisel, M., Giersch, J., Mitschke, M. & Bernhardt, P. Absorbers for medical x-ray

detectors with optimum spatial resolution: a simulation study in (eds Yaffe, M. J.

& Flynn, M. J.) (May 2004), 386. https://doi.org/10.1117/12.535305.

92. Giersch, J., Weidemann, A. & Anton, G. ROSI—an object-oriented and parallel-

computing Monte Carlo simulation for X-ray imaging. Nuclear Instruments and

Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and

Associated Equipment 509, 151–156. issn: 01689002. http://doi.org/10.1016/

S0168-9002(03)01564-X (1-3 Aug. 2003).

http://doi.org/10.1118/1.3231824
http://doi.org/10.1117/1.JMI.8.6.063501
https://doi.org/10.1016/j.radphyschem.2019.04.046
https://doi.org/10.1016/j.radphyschem.2019.04.046
http://doi.org/10.1016/S0168-9002(02)00959-2
http://doi.org/10.1016/S0168-9002(02)00959-2
http://doi.org/10.1016/j.nima.2007.05.128
http://doi.org/10.1016/j.nima.2007.05.128
http://doi.org/10.1117/12.595219
https://doi.org/10.1117/12.535305
http://doi.org/10.1016/S0168-9002(03)01564-X
http://doi.org/10.1016/S0168-9002(03)01564-X


106

93. Saleem, T., Iguaz, F. & Orsini, F. Allpix squared simulations of multi-element

germanium detectors for synchrotron applications. Journal of Instrumentation 17,

P02013. https://doi.org/10.1088/1748-0221/17/02/P02013 (2022).

94. Day, J. A. & Tanguay, J. The detective quantum efficiency of cadmium telluride

photon-counting x-ray detectors in breast imaging applications. Med Phys 49, 1481–

1494. issn: 0094-2405. http://doi.org/10.1002/mp.15411 (3 Mar. 2022).

95. Agostinelli, S. et al. Geant4—a simulation toolkit. Nuclear Instruments and Meth-

ods in Physics Research Section A: Accelerators, Spectrometers, Detectors and As-

sociated Equipment 506, 250–303. issn: 01689002. http://doi.org/10.1016/

S0168-9002(03)01368-8 (3 July 2003).

96. Stierstorfer, K. Modeling the frequency-dependent detective quantum efficiency of

photon-counting x-ray detectors. Med Phys 45, 156–166. issn: 00942405. http:

//doi.org/10.1002/mp.12667 (1 Jan. 2018).

97. Hjelm, M & Nilsson, H.-E. Full Band Monte Carlo Simulation of Cubic and Hexag-

onal Silicon Carbide Polytypes and Devices. Physica Scripta T114, 61–65. issn:

0031-8949. http://doi.org/10.1088/0031-8949/2004/T114/014 (Jan. 2004).

98. Gislason, A. J., Davies, A. G. & Cowen, A. R. Dose optimization in pediatric cardiac

X-ray imaging. Medical Physics 37, 5258–5269. https://doi.org/10.1118/1.

3488911 (2010).

99. Gould, M. R. The UK Radiological Congress-Medical Imaging 2014 - Potential dose

optimisation in paediatric digital radiography (2014).

100. Boone, J. M. & Seibert, J. A. A figure of merit comparison between bremsstrahlung

and monoenergetic X-ray sources for angiography. Journal of X-ray Science and

Technology 4, 334–345. https://doi.org/10.1016/S0895-3996(05)80050-3

(1994).

101. Penchev, P, Klingmüller, V, Alzen, G & Fiebich, M. Optimization of image qual-

ity and patient dose in paediatric radiology using Monte Carlo modeling in 4th

European Conference of the International Federation for Medical and Biological

Engineering (2009), 2528–2531.

102. Doyle, P, Martin, C. J. & Gentle, D. Application of contrast-to-noise ratio in op-

timizing beam quality for digital chest radiography: comparison of experimental

measurements and theoretical simulations. Phys Med Biol 51, 2953–2970. issn:

0031-9155. http://doi.org/10.1088/0031-9155/51/11/018 (11 June 2006).

103. Apriliastri, N. N. et al. Optimization of simulated cranial, thorax, and abdominal

examination in paediatric digital radiography. Journal of Physics: Conference Se-

ries 1248, 012023. issn: 1742-6588. http://doi.org/10.1088/1742-6596/1248/

1/012023 (June 2019).

https://doi.org/10.1088/1748-0221/17/02/P02013
http://doi.org/10.1002/mp.15411
http://doi.org/10.1016/S0168-9002(03)01368-8
http://doi.org/10.1016/S0168-9002(03)01368-8
http://doi.org/10.1002/mp.12667
http://doi.org/10.1002/mp.12667
http://doi.org/10.1088/0031-8949/2004/T114/014
https://doi.org/10.1118/1.3488911
https://doi.org/10.1118/1.3488911
https://doi.org/10.1016/S0895-3996(05)80050-3
http://doi.org/10.1088/0031-9155/51/11/018
http://doi.org/10.1088/1742-6596/1248/1/012023
http://doi.org/10.1088/1742-6596/1248/1/012023


107

104. Freitas, M. B. et al. Patient dose optimization for computed radiography using phys-

ical and observer-based measurements as image quality metrics. Radiation Physics

and Chemistry 172, 108768. issn: 0969806X. http://doi.org/10.1016/j.

radphyschem.2020.108768 (July 2020).

105. Martin, C. The importance of radiation quality for optimisation in radiology. Biomed-

ical Imaging and Intervention Journal 3. issn: 1823-5530. http://doi.org/10.

2349/biij.3.2.e38 (2 Apr. 2007).

106. Launders, J. H., Cowen, A. R., Bury, R. F. & Hawkridge, P. Towards image qual-

ity, beam energy and effective dose optimisation in digital thoracic radiography.

European Radiology 11, 870–875. issn: 0938-7994. http://doi.org/10.1007/

s003300000525 (5 Apr. 2001).

107. Salvagnini, E., Bosmans, H., Struelens, L. & Marshall, N. W. Effective detective

quantum efficiency (eDQE) and effective noise equivalent quanta (eNEQ) for sys-

tem optimization purposes in digital mammography in (eds Pelc, N. J., Nishikawa,

R. M. & Whiting, B. R.) (Feb. 2012), 83130H. http://doi.org/10.1117/12.

911193.

108. Rivetti, S. et al. Comparison of different computed radiography systems: Phys-

ical characterization and contrast detail analysis. Med Phys 37, 440–448. issn:

00942405. http://doi.org/10.1118/1.3284539 (2 Jan. 2010).

109. Samei, E. et al. Effective DQE (eDQE) and speed of digital radiographic systems:

An experimental methodology. Med Phys 36, 3806–3817. issn: 00942405. http:

//doi.org/10.1118/1.3171690 (8 July 2009).

110. IEC. IEC 62220-1-1 - Medical Electrical Equipment-Characteristics of Digital X-

Ray Imaging Devices - Part 1-1: Determination of the Detective Quantum Efficiency-

Detectors used in radiographic imaging (International Electrotechnical Commission,

Geneva, Switzerland, 2015).

111. di Franco, F. et al. GEANT4 Monte Carlo simulations for virtual clinical trials in

breast X-ray imaging: Proof of concept. Physica Medica 74, 133–142. issn: 1120-

1797. https://doi.org/10.1016/j.ejmp.2020.05.007 (2020).

112. Sarno, A & Tucciariello, R. Simulated sensor characterization for virtual clinical tri-

als in mammography and digital breast tomosynthesis. Journal of Instrumentation

17, C01041. https://doi.org/10.1088/1748-0221/17/01/C01041 (2022).

113. Abadi, E., Segars, W. P., Chalian, H. & Samei, E. Virtual imaging trials for coro-

navirus disease (COVID-19). AJR. American journal of roentgenology 216, 362.

https://doi.org/10.2214%2FAJR.20.23429 (2021).

http://doi.org/10.1016/j.radphyschem.2020.108768
http://doi.org/10.1016/j.radphyschem.2020.108768
http://doi.org/10.2349/biij.3.2.e38
http://doi.org/10.2349/biij.3.2.e38
http://doi.org/10.1007/s003300000525
http://doi.org/10.1007/s003300000525
http://doi.org/10.1117/12.911193
http://doi.org/10.1117/12.911193
http://doi.org/10.1118/1.3284539
http://doi.org/10.1118/1.3171690
http://doi.org/10.1118/1.3171690
https://doi.org/10.1016/j.ejmp.2020.05.007
https://doi.org/10.1088/1748-0221/17/01/C01041
https://doi.org/10.2214%2FAJR.20.23429


108

114. Abadi, E. et al. Virtual clinical trial for quantifying the effects of beam collimation

and pitch on image quality in computed tomography. Journal of Medical Imaging

7, 042806–042806. https://doi.org/10.1117/1.JMI.7.4.042806 (2020).

115. Abadi, E. et al. Development and clinical applications of a virtual imaging frame-

work for optimizing photon-counting CT in Medical Imaging 2022: Physics of Med-

ical Imaging 12031 (2022), 426–432. https://doi.org/10.1117/12.2612079.

116. Sechopoulos, I. et al. Monte Carlo reference data sets for imaging research: Execu-

tive summary of the report of AAPM Research Committee Task Group 195. Med

Phys 42, 5679–5691. issn: 00942405. http://doi.org/10.1118/1.4928676 (10

2015).

117. Kyprianou, I. S., Brackman, G., Myers, K. J., Badal, A. & Badano, A. An effi-

cient depth-and energy-dependent Monte Carlo model for columnar CsI detectors

in Medical Imaging 2008: Physics of Medical Imaging 6913 (2008), 69130O. https:

//doi.org/10.1117/12.772878.

118. Hijazi, N., Panneerselvam, D. & Kabir, M. Electron–hole pair creation energy in

amorphous selenium for high energy photon excitation. Journal of Materials Sci-

ence: Materials in Electronics 29, 486–490. https://doi.org/10.1007/s10854-

017-7937-8 (2018).

119. Lachaine, M & Fallone, B. Monte Carlo simulations of x-ray induced recombination

in amorphous selenium. Journal of Physics D: Applied Physics 33, 1417. https:

//doi.org/10.1088/0022-3727/33/11/323 (2000).

120. Hobbie, R. K. & Roth, B. J. Intermediate physics for medicine and biology (Springer

Science & Business Media, 2007).

121. Box, G. E. P. & Muller, M. E. A Note on the Generation of Random Normal De-

viates. The Annals of Mathematical Statistics 29, 610–611. issn: 0003-4851. http:

//doi.org/10.1214/aoms/1177706645 (2 June 1958).

122. Cross, B., Bale, G., Lowe, B. & Sareen, R. Monte-Carlo modeling of silicon X-ray

detectors. Adv. X-Ray Anal. 49, 274–279 (2005).

123. Lubberts, G. Random noise produced by x-ray fluorescent screens. JOSA 58, 1475–

1483. https://doi.org/10.1364/JOSA.58.001475 (1968).

124. Fang, Y. et al. Detective quantum efficiency simulation of a-Se imaging detectors

using ARTEMIS. Medical Physics 44, 4035–4039. https://doi.org/10.1002/mp.

12389 (2017).

125. Fang, Y. & Badano, A. DQE simulation of a-Se x-ray detectors using ARTEMIS in

Medical Imaging 2016: Physics of Medical Imaging 9783 (2016), 277–282. https:

//doi.org/10.1117/12.2214805.

https://doi.org/10.1117/1.JMI.7.4.042806
https://doi.org/10.1117/12.2612079
http://doi.org/10.1118/1.4928676
https://doi.org/10.1117/12.772878
https://doi.org/10.1117/12.772878
https://doi.org/10.1007/s10854-017-7937-8
https://doi.org/10.1007/s10854-017-7937-8
https://doi.org/10.1088/0022-3727/33/11/323
https://doi.org/10.1088/0022-3727/33/11/323
http://doi.org/10.1214/aoms/1177706645
http://doi.org/10.1214/aoms/1177706645
https://doi.org/10.1364/JOSA.58.001475
https://doi.org/10.1002/mp.12389
https://doi.org/10.1002/mp.12389
https://doi.org/10.1117/12.2214805
https://doi.org/10.1117/12.2214805


109

126. Fang, Y., Badal, A., Badano, A. & Karim, K. S. Spatial resolution characteristics

of a-Se imaging detectors using Monte Carlo methods with detailed spatiotemporal

transport of x-rays, electrons, and electron-hole pairs under applied bias in. 8668

(2013), 86683R. https://doi.org/10.1117/12.2007436.

127. Cheng, Y.-H., Wang, Y.-W., Lin, J.-A. & Fang, Y. MTF simulation of a-Se x-ray

detector using ARTEMIS for breast imaging applications in (IEEE, Nov. 2018), 1–

5. isbn: 978-1-5386-8494-8. http://doi.org/10.1109/NSSMIC.2018.8824670.

128. Poludniowski, G, Landry, G, DeBlois, F, Evans, P. & Verhaegen, F. SpekCalc: a

program to calculate photon spectra from tungsten anode X-ray tubes. Physics in

medicine and biology 54, N433. https://doi.org/10.1088/0031-9155/54/19/

N01 (2009).

129. Of Radiology, A. C. ACR–SPR–STR Practice parameter for the performance of

chest radiography 2018.

https://doi.org/10.1117/12.2007436
http://doi.org/10.1109/NSSMIC.2018.8824670
https://doi.org/10.1088/0031-9155/54/19/N01
https://doi.org/10.1088/0031-9155/54/19/N01


110

Appendix A

Publications

This chapter presents the work developed during the doctorate. Articles pub-

lished in journals, articles accepted for publication and published in conference proceed-

ings.

Articles published in journals

• Mendes, H.R.; Silva, J.C. ; Marcondes, M.; Tomal, A. Optimization of image quality

and dose in adult and pediatric chest radiography via Monte Carlo simulation and

experimental methods. Radiation Physics and Chemistry, v. 201, p. 110396, 2022.

https://doi.org/10.1016/j.radphyschem.2022.110396

• Mendes, H.R.; Massera, R.T.; Tomal, A. pyPEN: uma interface gráfica user-friendly
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impacto na formação da imagem radiográfica. Anais XXVII Congresso Brasileiro

de F́ısica Médica, 2023

• Mendes, H.R.; Massera, R.T.; Tomal, A. pyPEN: a graphical user-friendly interface

for Monte Carlo simulation in medical physics. Encontro de Outono da SBF 2022,

São Paulo.

• Mendes, H.R.; Benevides, R.; Ferreira, C. P.; Franco, D. O.; Nunes, M.; Pasquini,

P. S.; Principe, D.; Santos, F. G. S.; Sato, E. A. Fisicast: Physics outreach through

Podcast. Encontro de Outono da SBF 2022, São Paulo.

• Mendes, H.R.; Tomal, A. Estudo de deposição de dose em objetos simuladores
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Appendix B

PENELOPE Monte Carlo code validation

The Monte Carlo code used in this project was the PENELOPE 2014. A code validation

was performed so that the simulation results could be reliable. The validation was per-

formed using the AAPM Report 195 Case 2: Radiography and Body Tomosynthesis [116].

This report compares the results obtained from different Monte Carlo codes for simple

geometries. The most recent PENELOPE code, version 2018, was also validated. The

version 2018 was not used in this project, however, has been validated for future uses.

Figure B.1 shows the simulation geometry used in the validation. The phantom

dimensions were 390 × 390 × 200 cm2 and is composed of soft tissue, the rest of the

geometry is filled with air. A scoring plane with 390 mm sides was located 50 mm past

the phantom. The x-ray source was placed 155 cm from the phantom surface. Simulations

were performed for a 56.4 keV monoenergetic beam and for a spectrum produced with a

tube potential of 120 kV, tungsten target (W) and an aluminum (Al) additional filter of

2.861 mm.

Figure B.1: Simulation geometry used in the validation. Image obtained from the AAPM
Report 195 [116].
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Nine volumes of interest (VOI ) were placed in the phantom and seven regions

of interest (ROI ) were placed in the scoring plane. Figures B.2 and B.3 show the positions

of the VOIs and ROIs, respectively.

Figure B.2: Positions of the volumes of Interest VOI placed in the phantom and. Image
obtained from the AAPM Report 195 [116].

Figure B.3: Positions of the regions of interest ROI placed in the scoring plane. Image
obtained from the AAPM Report 195 [116].

Figure B.4 (a) shows the total energy deposited on the phantom for the mono

and polyenergetic beams. Figure B.4 (b) shows the energy deposited in each volume of

interest for the monoenergetic beam. In these cases the whole phantom was irradiated.

The relative difference for the energy deposited in the whole body between

the AAPM Report 195 and the PENELOPE 2014 was 0.1% and 0.05% for the mono and

polyenergetic beams, respectively. The relative differences between the AAPM Report 195

and the PENELOPE 2018 were 0.13% and 0.12%. For the VOIs, the PENELOPE 2014

showed a average relative difference of 1.2±0.8% and 1.1±0.9% for the mono and polyen-

ergetic beams, respectively. For the PENELOPE 2018 case, the values were 1.3±0.7%

and 1.2±0.7%.
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Figure B.4: (a) Total energy deposited on the phantom for the mono and polyenergetic
beams. (b) Energy deposited in each volume of interest for the monoenergetic beam.

To evaluate scattering, a pencil beam at the phantom center was used. Figure

B.5 (a) shows the energy deposited only from primary photons in the central ROI (ROI

5 on Figure B.3 (b)) for the mono and polyenergetic beams. B.5 (b) shows the energy

deposited only by scattered photons in each ROI for the monoenergetic beam.

Figure B.5: (a) Energy deposited only by primary photons in the central ROI (5 on Figure
B.3 (b)) for the mono and polyenergetic beams. (b) Energy deposited only by scattered
photons in each ROI for the monoenergetic beam.

The relative difference between the AAPM Report 195 and the PENELOPE

2014 for the energy deposited by primary photons in the center ROI was 0.47% and 0.67%

for the mono and polyenergetic beams, respectively. The relative differences between

the AAPM Report 195 and the PENELOPE 2018 were 0.34% and 0.55%. The energy

deposited only by scattered photons showed an average relative difference between the

AAPM Report 195 and the PENELOPE 2014 code of 1.3±0.4% and 0.5±0.2% for the

mono and polyenergetic beams, respectively. For the PENELOPE 2018 the values were

1.1±0.5% and 0.6±0.3%.
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Appendix C

Validation of the “Tally Energy Deposited

by Primary Particle”

The “Tally Energy Deposited by Primary Particle” (EDPp) only considers the

primary photons in order to calculate the energy deposited in a material. The tally

was created based on the “Tally Energy Deposition” already present in the penEasy v.

2015 code [42]. The reason develop this tally was to reduce the number of simulations,

since without it for each exposure condition is necessary to perform two simulations: one

to determine the air kerma Kar and the other to calculate the mean absorbed dose in

the phantom (MAD). This is necessary because the Kar is calculated only using the

incident photons, if the phantom is present, photons that interact with the phantom

can be scattered and reach the ionization chamber, and, therefore, increasing the energy

deposited in the chamber.

The tally EDPp was included in the penEasy code and validated by perform-

ing simulations with two geometries: (i) only a ionization chamber, represented in the

simulations by an 2.5×3.8×2.5 cm3 air volume, and (ii) is with the chamber and a phan-

tom of soft tissue with 20×20 cm2 of area and 10 cm thick. Figure C.1 shows the Kar

calculated in the situation (i) and (ii), for monoenergetic beam with energies between

10 to 200 keV, the field was divergent field with an area of 20×20 cm2 at the phantom

surface, the distance between the focus and the phantom surface was 100 cm.

Figure C.1 shows that the Kar curve for both cases are almost identical with

the relative difference between both cases less than 1.5%.
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Figure C.1: Kar calculated in the situation (i) only the ionization chamber, and (ii) with
the ionization chamber and phantom, for monoenergetic beam with energies between 10
to 200 keV.
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