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Resumo

As microrredes são sistemas de energia sustentável integrados, capazes de operar
tanto conectados à rede elétrica principal quanto de forma independente. Esses
sistemas geralmente incorporam diversos recursos energéticos distribuídos (DERs),
incluindo painéis fotovoltaicos, sistemas de armazenamento e geradores térmicos.
No entanto, a natureza intermitente da geração de energia renovável em microrredes
cria desafios estocásticos complexos para o controle em tempo real e a confiabilidade
do sistema. Para enfrentar esses desafios, algoritmos avançados de aprendizado de
máquina e técnicas de estimação de estado são essenciais para monitorar e responder
a eventos dinâmicos e aleatórios fora do controle humano, permitindo um monitora-
mento preciso dos componentes da microrrede em diversos cenários operacionais.
A estimação de estado desempenha duas funções cruciais nas microrredes: converter
leituras de medidores e dados disponíveis em estimativas confiáveis de variáveis
não monitoradas e identificar erros significativos de medição. Por outro lado, o
aprendizado de máquina pode auxiliar aos algoritmos de estimação de estado com
previsões de variáveis não observáveis.
Este projeto de pesquisa foca no desenvolvimento e avaliação de ferramentas híbri-
das que combinam algoritmos de aprendizado de máquina e estimação de estado
para aprimorar as funcionalidades do sistema de gestão de energia das microrredes
baseado em dados.
Palavras-chave: Microrredes; Aprendizado de máquina; Estimação de estado;
Abordagem orientada por dados.



Abstract

Microgrids are integrated sustainable energy systems capable of operating both
connected to and independently from the main power grid. These systems typically
incorporate various distributed energy resources (DERs), including photovoltaic
panels, storage systems, and thermal generators. However, the intermittent nature
of renewable power generation in microgrids creates complex stochastic challenges
for real-time control and system reliability. To address this, advanced machine
learning algorithms and state estimation techniques are essential for monitoring and
responding to dynamic, random events beyond human control, enabling accurate
monitoring of microgrid components across various operational scenarios.
State estimation serves two crucial functions in microgrids: converting smart meter
readings and available data into reliable estimates of unmonitored variables, and
identifying significant measurement errors. Meanwhile, machine learning can aid
state estimation algorithms with predictions of unobservable variables.
This research project focuses on developing and evaluating hybrid tools that com-
bine machine learning and state estimation algorithms to enhance microgrid data-
driven energy management functionalities.
Key-words: Microgrids; Machine learning; State estimation; Data-driven ap-
proach.
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Chapter 1
Introduction

1.1 Motivation
Electric power systems have historically been characterized by a one-way electricity

flow from centralized generation sources transmitted over long distances to meet consumer
demand [9]. However, the global transition towards clean and affordable electrical en-
ergy is a pressing necessity in the face of climate change and the depletion of fossil fuel
resources [10].

Microgrids have emerged as a promising solution to minimize losses, integrate renew-
able energy sources (RES), and create innovative business opportunities through flexible
distributed energy resources. The global microgrid market is expected to reach $30.9
billion by 2027 [11]. Thus, the field of microgrid research holds significant potential for
growth and innovation.

Microgrid monitoring systems are essential for real-time control of RES [12]. To do
this, state estimation and machine learning methods determine the most likely electrical
state across various operating conditions [13], even with limited available measurements.

This becomes crucial given the inherent uncertainty of RES, which introduces ad-
ditional complexity to electricity flows and operations. The challenge intensifies with
data-related issues, including redundancy, duplication, errors, missing data [14], and high
dimensionality.

Hence, there is a clear need to develop integrated methods using machine learning
and state estimation algorithms to address the aforementioned challenges, using a new
paradigm named data-driven in the microgrid field[15].

1.2 Challenges
Traditional state estimation methods developed for transmission systems cannot be

directly applied to microgrids, due to fundamental differences in their characteristics [16].
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For instance, microgrids experience significant voltage fluctuations and bidirectional power
flows [17] Furthermore, microgrids have the following challenges:

System Imbalance: Unlike transmission networks, microgrid systems operate under
unbalanced conditions, necessitating three-phase modeling for accurate analysis [18].

Branch Parameters In transmission systems, high X/R ratios enable decoupled
estimation of voltage magnitudes and angles. In contrast, microgrids with low X/R ratios
cannot use these simplifications and require more precise phase angle measurements [19].

Model Uncertainty: Microgrids can use various energy sources, such as solar panels,
small wind turbines, batteries, and conventional generators. The choice of energy sources
often depends on the geographical location, the availability of resources, and specific
energy needs [20]. However, solar energy is generally adopted. Hence, weather-dependent
generation patterns (uncertainties) can dramatically impact the amount of peak power
supplied on any given day.

Observability Challenges: Microgrid systems are inherently less observable than
transmission networks, with fewer measurement points relative to system size [21].

Smart Meters: Unlike transmission networks, where phasor measurement units
(PMU) are ubiquitous, microgrids generally make use of low-cost power meters, with
sampling rates ranging from minutes to hours to monitor key electrical variables such as
active and reactive power [22].

1.3 Aims of this thesis
Based on the microgrid challenges described in Section 1.2, this thesis aims to study

and implement machine learning and state estimation techniques dedicated to microgrids.
These methods can be used as data processing tools and estimators for a data-driven
energy management system. These techniques should be suitable for both grid-connected
and islanded operations, providing useful information for real-time microgrid operation.

The specific objectives are:

Research the need for static state estimators for microgrids.

Research and develop state estimation methodologies for microgrids in both grid-
connected and islanded modes.

Develop a machine learning method to reduce renewable generation uncertainty
error in microgrids (false data in renewable generation)

Develop a machine learning method to reduce uncertainty error in battery state of
health employed in microgrids.
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1.4 Summary of Contributions and Thesis Outline
This thesis is presented as a compilation of four papers, which are appended in Chap-

ters 2 through 5. The contents presented here are a faithful representation of the published
materials. In Chapter 6, we conclude this work and discuss various of our proposed data-
driven applications for energy management systems of microgrids and encourage future
research.

Chapter 2 contains the first contribution of this work, entitled “State Estimation for
Unbalanced Three-Phase AC Microgrids Based on Mathematical Programming," which
was published in IEEE ISGT 2023. This work presents a novel approach for state estima-
tion in unbalanced three-phase AC microgrids using mathematical programming. The first
key contribution is the development of a new state estimation model based on mathemat-
ical programming that can effectively incorporate available measurements as constraints.
This model is suitable for three-phase unbalanced and asymmetric distribution microgrids
with general topologies, addressing cases that would be unobservable using traditional ap-
proaches based on Newton-like algorithms. The proposed methodology is notably flexible
and can be adapted to different unbalanced three-phase AC microgrids. Additionally,
the work includes a comprehensive sensitivity study comparing state estimation formu-
lations using both WLS and WLAV criteria. Through testing on both a real microgrid
at the State University of Campinas and an IEEE test system, the results demonstrate
that while both methods achieve high accuracy, the WLS-based estimator offers superior
computational efficiency compared to WLAV.

Chapter 3 contains the second contribution of this work, entitled “Design and Imple-
mentation of a Machine Learning State Estimation Model for Unobservable Microgrids,"
which was published in IEEE Access 2022. This work introduces a novel machine learn-
ing state estimation (MLSE) model designed for unobservable and unbalanced three-phase
AC microgrids operating under heteroscedastic noise conditions. The approach innovates
by eliminating the need for pseudo-measurements and prior knowledge of measurement
variances. Instead, a compact training dataset from OpenDSS power flow simulations was
employed to fit a data-driven model. At its core, the method employs a new Tikhonov reg-
ularization operator to capture state variable-measurement relationships, complemented
by a recursive average model that effectively handles varying measurement noise. Vali-
dated using real data from the University of Campinas (UNICAMP) microgrid, the model
achieved high accuracy with mean squared errors of approximately 1e-5 outperforming
traditional weighted least squares estimation 1e-3 benchmark. The approach can be used
in diverse microgrid configurations while maintaining robust performance in both grid-
connected and islanded operations.
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Chapter 4 presents the third contribution of this work, entitled “Visual State Estima-
tion for False Data Injection Detection of Solar Power Generation," which was published
in the journal Engineering Proceedings. This work introduces a novel approach to detect-
ing false data injection attacks (FDIAs) in solar power generation systems using visual
data and machine learning. The method employs a modified VGG-16 neural network to
analyze sky images and obtain intermediate representations that provide both textual and
numerical explanations about visual weather conditions. The approach innovates by cre-
ating a mapping between visual atmospheric conditions and expected power generation,
allowing detection of anomalies that could indicate FDIAs. The modified VGG-16 archi-
tecture achieved superior accuracy compared to previous methods, with a mean squared
error of 0.0319 versus 0.043 for the next best approach. The proposed approach can iden-
tify tampered measurements through a proposed binary hypothesis test framework using
a chi-square distribution, providing power system operators with an additional layer of
security against cyber attacks.

Chapter 5 presents the fourth contribution of this work, entitled “Robust Data-Driven
State of Health Estimation of Lithium-Ion Batteries Based on Reconstructed Signals,"
which was published in the journal Energies. This chapter demonstrate that robustness
in state of health (SoH) estimation for lithium-ion batteries is influenced by the choice of
machine learning architecture, loss function, feature selection, and signal reconstruction
technique. In addition, we found that tracking the time to minimum discharge voltage
and the time to maximum discharge temperature can be used as effective features to
estimate SoH in data-driven models, as they are directly correlated with capacity loss
and a decrease in power output. Finally, we introduce a novel approach SoH estimation
method of Lithium-Ion Batteries Based on Reconstructed Signals. Our proposed approach
was outperform previous state-of-the-art machine learning models in terms of accuracy in
noisy conditions, using small training datasets.

Chapter 6 presents the conclusions of this thesis and recommends possible directions
for future research.
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Chapter 2
Contribution I

State Estimation for Unbalanced Three-Phase AC
Microgrids Based on Mathematical Programming1

Abstract: State estimation (SE) helps to determine the most-likely steady-state oper-
ation of microgrids based on field measurements. It is a fundamental data processing tool
responsible for supporting and increasing system visibility and filtering errors that may
appear in real-time measurements, system topology, and parameters. Hence, it serves
as a reliable basis for the energy management system (EMS) infrastructure. Existing
SE methods are based on Newton-like algorithms rather than using specific optimiza-
tion. Nevertheless, SE can always be reduced to a constrained optimization problem,
with the objective of minimizing a given criterion, e.g., weighted least squares (WLS) or
weighted least absolute value (WLAV). In this context, this paper presents two unbal-
anced three-phase AC SE methods based on mathematical programming for microgrids.
The effectiveness and validity of the proposed state estimation approach are demonstrated
on a real microgrid located at the State University of Campinas, in Brazil, and over one
widely known IEEE test system. The method can be easily adapted to other microgrids
with different configurations, distributed energy resources, and measurements. Results
show that the proposed methods report high accuracy, but the state estimator based on
WLS is faster than the WLAV.

Keywords: Microgrids, state estimation, nonlinear programming problem, unbal-
anced three-phase AC network.

1Contribution I is published as: Byron Alejandro Acuña Acurio, Diana Estefanía Chérrez Bar-
ragán, Juan Camilo López, Felipe Grijalva, Juan Carlos Rodríguez and Luiz Carlos Pereira da Silva,
“State Estimation for Unbalanced Three-Phase AC Microgrids Based on Mathematical Programming" [23]
in IEEE ISGT 2023,
doi: https://doi.org/10.1109/ISGT51731.2023.10066353

https://doi.org/10.1109/ISGT51731.2023.10066353
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2.1 Introduction
State estimation is one of the most important data processing tools for information

retrieval in power systems [24]. When properly implemented, it identifies the value of the
state variables of an electrical grid from available measurements in real-time. Therefore,
state estimation plays an important role in modern energy management systems (EMS)
providing a complete, accurate, consistent, and reliable database [25]. Classic state esti-
mation methods for monitoring microgrids are centralized [26] using asynchronous mea-
surements [27] because consumption and generation generally are transmitted in time
intervals of around 15 to 60 mins. using low-cost smart-meters instead of phase measure-
ment units (PMUs).

Currently, the WLS method based on Newton-like algorithms is the most frequently
used for SE in power systems [28]. This method minimizes the square of the sum of
weighted residuals, and its main problem is that the gain matrix may be ill-conditioned,
which is often the case for state estimation in unbalanced three-Phase AC microgrids.
If this happens, the solution may not converge and the system states cannot be accu-
rately obtained [29], [30]. The numerically ill-conditioned problem has been solved by the
confidence region method with quadratic regulation factoring (QR), but the convergence
problem still exists [31].

Given the fundamental role of SE in a microgrid, two SEs using mathematical pro-
gramming are proposed in this work. One is based on weighted least squares (WLS) and
the other on weighted least absolute value (WLAV). Their main advantages are that (1)
they do not require measurement conversion, and (2) they can be easily implemented us-
ing commercial solvers to admit any combination of measurements as constraints, where
the explicit optimization variables are the measurement residuals. The developed models
are suitable for three-phase unbalanced and asymmetric distribution microgrids of general
topologies. This latter case of study is unobservable2 without using pseudo-measurements
for traditional WLS and WLAV approaches based on Newton-like algorithms. A solution
to this problem can be obtained using the models proposed in this study. The main
contributions are as follows:

A new unbalanced three-phase AC microgrid state estimation model based on math-
ematical programming, in which available measurements can be incorporated as
restrictions.

The state estimation model is formulated with weighted least squares (WLS) and
weighted least absolute value (WLAV) to perform a sensitivity study.

2A microgrid is considered unobservable when there are more state variables than available measure-
ments.



2.2. Optimal unbalanced three-phase state estimation based on WLS criteria 21

Finally, it is worth mentioning that the proposed methodology is flexible and can be
applied to different unbalanced three-phase AC microgrids.

2.2 Optimal unbalanced three-phase state estimation
based on WLS criteria

In this section, the mathematical model to solve the unbalanced three-phase state esti-
mation based on WLS criteria is presented. The proposed model below was implemented
with AMPL [32] using the IPOPT [33] solver and was tested with Campusgrid-60 and
UKG-16 IEEE test networks respectively.

The objective function shown in equation (2.1) minimizes the sum of weighted squared
residuals [34]. In this case, state estimation was implemented with the following measure-
ment types: (i) voltage magnitude; and (ii) active and (iii) reactive power demands.
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Constraints (2.2) and (2.3) calculate the active and reactive power losses in each circuit,
as it was presented in [35], [36]. On the other hand (2.4) and (2.5) are constraints for the
balance of active and reactive power in the microgrid. In order to model voltage magnitude
drop in lines, equation (2.6) was employed, as presented in [35], [36]. Constraints (2.7),
(2.8) and (2.9) calculate the residuals of the measurements of active and reactive power
demands, and voltage magnitude, respectively. The voltage limits are guaranteed by
(2.10). Finally, the domain restrictions of the decision variables (so that the solution is
always based in positive values of power) are given in (2.11), (2.12), (2.13), and (2.14).

2.3 Optimal unbalanced three-phase state estimation
based on WLAV criteria

The aforementioned SE based on WLS criteria can be easily adapted to WLAV just by
replacing the objective function of equation (2.1) with equation (2.15). State estimation
based on WLAV criteria was implemented with AMPL [32] using the solvers SNOPT [37]
and Knitro [38] to resolve the test cases of the Campusgrid-60 and UKG-16 microgrids,
respectively.

Objective function (2.15) minimizes the sum of the absolute value of weighted resid-
uals [39]. In this case, SE was implemented with the same measurement types as in the
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WLS criteria: (i) voltage magnitude; and (ii) active and (iii) reactive power demands.
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2.4 Test System 1 (Campusgrid-60)
The University of Campinas (UNICAMP) is currently deploying a project [1] that

transforms a part of its main campus into a modern microgrid named Campusgrid-60.
Fig. 2.1 shows an aerial view of the microgrid and the main components. The optimal
unbalanced three-phase state estimators based on WLS and WLAV criteria were tested
in Campusgrid-60. It must be considered that although the tested system has 60 nodes,
many of them are medium-voltage stepping or transfer nodes that do not have net power
injection. On the other hand, the load nodes have transformers with meters on their
secondary sides. Campusgrid-60 is an interesting case study because it is intended to
test the ability of the model to obtain the state of all 60 three-phase nodes using only a
single voltage measurement at the common coupling point (PCC), and 66 measurements
of active and reactive power from smart meters on the secondary of the transformers. The
nominal voltage of the Campusgrid-60 microgrid is Vnom =11.9 kV in the primary network,
and supplies various buildings on the university campus through distribution Delta/Wye-
G connected transformers with nominal capacities varying between 15 kVA and 1000 kVA.
Smart meters at the low voltage side of these transformers measure the three-phase real
and reactive powers, currents, and voltages in real time with a fifteen-minute sampling
rate, enabling data analysis and state estimation.

2.5 Test System 2 (UKG-16)
A simplified single-line diagram of an unbalanced three-phase UKG-16 microgrid is

shown in Fig. 2.2. This case of study is interesting because the unbalance causes droop
voltages in some nodes.

2.6 Tests and Results
The formulation for the unbalanced three-phase SE problem presented in Sections 2.2

and 2.3 was validated on CampusGrid-60 microgrid at the State University of Campinas
(UNICAMP) and on an IEEE UKG-16 test network. For both systems, only one condition
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Figure 2.1: Aerial view of the campus microgrid at the State University of Campinas (UNI-
CAMP).

of load, generation, and topology was considered. The non-linear programming (NLP)
models were implemented in the mathematical programming language AMPL [32], and
solved through commercial solvers. In the case of WLS, the solver IPOPT [33] was used
on the two test microgrids. In the case of WLAV, the IPOPT solver did not converge.
Thus, the solvers SNOPT [37] and Knitro [38] were used instead on the CampusGrid and
UKG-16 microgrids, respectively. All tests were performed using a workstation with an
Intel(R) Core(TM) i7 870 processor and 8 GB RAM.

2.6.1 Quality

Fig. 2.3 shows residuals of estimated voltages for each case considered. It can be seen
that for the Campusgrid-60 test microgrid, both the WLS and WLAV models present a
similar performance in terms of precision. Both state estimators report high performance
because residuals are near zero while the estimations are in kilo-volts. However, the
WLAV model is computationally much more cumbersome than the WLS model, as is
shown in Fig. 2.5.

Fig. 2.4 shows residuals of estimated voltages for each case considered for the UKG-16
test network. In this test, it was necessary to change the initial point from 1 to 1.04 per
unit to converge. In addition, it was necessary to swap solvers from SNOPT to Knitro,
as the IPOPT[33] did not converge. In terms of precision, it can be seen in Fig. 2.6 that
WLAV has the same performance as WLS but with a higher computational cost.Table 2.1 shows the error of each method (for both systems) in percentage.
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Figure 2.2: IEEE UKG-16 test microgrid.
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Figure 2.3: Residual of estimated voltages of each phase using the WLS and WLAV models on
Campusgrid-60 microgrid.

2.7 Computational Efficiency
In this section, the convergence process of the state estimators presented above is

tested to observe whether it improves or worsens the required number of iterations when
new voltage measurements are added.

Fig. 2.5 illustrates, for each case considered, the number of iterations required when
voltage measurements are incorporated in state estimation on Campusgrid-60 test case.
Initially, only the voltage measurements of the Point of Common Coupling (PCC) were
used. These are three corresponding measurements (one for each phase). Then the
measurements from the smart meters on the transformer’s secondary were incorporated
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Figure 2.4: Residual of estimated voltages of each phase using the WLS and WLAV models on
UKG-16 microgrid.

Table 2.1: Error of each method (for both systems) in percentage.

Microgrids Measurements Error(%)
Max Average Min

Campusgrid-60 Vk,WLS 0.0044 0.0042 0.00405
Vk,WLAV 0.0044 0.0042 0.00405

UKG-16 Vk,WLS 0.055 0.0275 0.0001
Vk,WLAV 0.055 0.0275 0.0001

to observe the behavior of the models. It can be seen that the best performance is obtained
using only the PCC measurements (of each phase), with four iterations to solve the non-
linear problem. On the other hand, when considering all the low-voltage measurements
from the smart meters, the model takes longer to converge (approximately 9 iterations)
in the WLS case. On the other hand, WLAV needs a minimum of 1786 iterations using
only the PCC measurements and 2714 iterations in the worst-case scenario.

Fig. 2.6 presents the results of increasing the number of voltage measurements in
the WLS and WLAV models, on the UKG-16 test case. Again, only the PCC voltage
measurements were considered initially. Measurements on bus 4 (transfer or step) and on
bus 15 were also considered. The sensitivity results of the WLS model in the UKG-16
test network presented a different behavior from what was observed in the Campusgrid-60
network. In this case, the WLS model showed greater sensitivity, as the required iterations
increased from 3 to 45 i.e. a variation of 42 iterations. This is much larger than what
was observed in the Campusgrid-60 test case, where the worst-case iteration change was
6. While WLAV in this test case has less sensitivity to the increase in measurements, it
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Figure 2.5: Sensitivity analysis of the WLS model for the Campusgrid-60 microgrid.

can be seen that in turn, it needs a minimum of 218 and a maximum of 266 iterations to
converge. This is much more than the worst case for the WLS (45 iterations).
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Figure 2.6: Sensitivity analysis of the WLS model for the UKG-16 microgrid.

2.8 Conclusions
In this work two SEs, one based on weighted least squares (WLS) and another one

based on weighted least absolute value (WLAV) criteria, were modeled using mathematical
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programming. Results demonstrate that state estimation models reported in this study
have adequate performance for being used as a data processing tool that determines the
most likely operating condition of microgrid systems (i.e., the steady state) for a given
available measurement set. The proposed tool is suitable to estimate nodal voltages and
other quantities (such as active and reactive powers and power losses) with a reasonable
number of iterations. In the case of WLS, the IPOPT solver is able to solve the non-
linear problem. However, in the case of WLAV this algorithm could not converge, so
the SNOPT solver was used instead, in the Campusgrid test case. For the UKG-16 test
microgrid, the Knitro solver was used, as both IPOPT and SNOPT failed to converge.
Results suggest that IPOPT is more suitable for solving the WLS case because it is a
quadratic problem with non-linear restrictions. In contrast, WLAV requires computing
the Hessian because it is a non-linear problem with non-linear restrictions. In this case,
it is recommendable to use KNITRO to solve WLAV, because it has fewer restrictions of
variables compared to SNPOT. This is of central importance because AMPL modeling
language provides automatic generation of first and second derivatives of constraint and
objective functions. The WLS model is the most recommendable for this problem, as
it has a lower computational cost (four iterations for the Campusgrid-60 test case and
three iterations for the UKG-16 test case). In this paper, bad data in measurements and
topology influences are not considered for the state estimation. Future work will explore
how to incorporate a pre-processing stage to identify measures without gross errors, such
as data latency and false data injection attacks, before performing state estimation.
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Chapter 3
Contribution II

Design and Implementation of a Machine Learning
State Estimation Model for Unobservable Microgrids1

Abstract: An observable microgrid may become unobservable when sensors are at
fault, sensor data is missing, or data has been tampered by malicious agents. In those
cases, state estimation cannot be performed using traditional approaches without pseudo-
measurements. To address the lack of observability, this article presents the design and im-
plementation of a novel three-phase state estimation method for unobservable and unbal-
anced AC microgrids, using machine learning techniques, without pseudo-measurements,
and under heteroscedastic (i.e., non-constant variance) noise. The proposed machine
learning state estimation (MLSE) makes full use of multiple candidate models trained
with a small number of power flow simulations via OpenDSS, through random levels
of demand and renewable generation in every simulation, enhanced through a proposed
Tikhonov regularization operator. To deal with the heteroscedastic nature of measure-
ments, a recursive average model is proposed to accurately estimate the state variables.
Results are obtained using real data from a microgrid located on the main campus of the
State University of Campinas (UNICAMP), in Brazil. The method can be easily adapted
to microgrids with different configurations, distributed energy resources, and measure-
ments. It is shown that the proposed MLSE outperforms the traditional weighted least
square (WLS) state estimator.

Keywords: Machine learning, microgrids, Moore-Penrose left pseudoinverse, Tikhonov
regularization operator, recursive average model.

1Contribution II is published as: textbfByron Alejandro Acuña Acurio, Diana Estefanía Chérrez Bar-
ragán, Juan Camilo López, Marcos J. Rider and Luiz Carlos Pereira da Silva, “Design and Implementation
of a Machine Learning State Estimation Model for Unobservable Microgrids" [40] in IEEE ACCESS 2022,
doi: https://doi.org/10.1109/ACCESS.2022.3224758

https://doi.org/10.1109/ACCESS.2022.3224758
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3.1 Introduction
State estimation calculates the most-likely values of the state variables in an electrical

grid, from real-time available measurements. This information is helpful for the identifica-
tion of erroneous measurements, on-line parameter estimation, cyber-security assessment,
and autonomous energy management systems (EMS) [25]. State estimation has been
mostly applied in transmission systems due to their high level of digitization [41]. The
direct translation of state estimation techniques from transmission systems to the distri-
bution level is not always possible [42], so that the approaches used in distribution systems
and AC microgrids are still challenging [43, 29, 31]. On the other hand, incorporating
uncertainty into state estimation models has also become a relevant research topic due
to the proliferation of low-cost smart meters in distribution systems as a replacement of
phasor measurement units (PMUs). In this case, noise measurements and uncertainty
due to malfunction associated with smart meters are generally unknown and difficult to
characterize in real-time applications[44].

The main challenges of applying a traditional state estimation in microgrids can be
summarized as follows: (1) microgrids are typically unbalanced three-phase AC distri-
bution systems. Hence, there is an increase in the required number of variables and
equations, compared to classical approaches; (2) the X/R ratios in microgrids are sig-
nificantly low. As a result, fast decoupled state estimators [45] cannot be used, and
conventional DC state estimators become irrelevant [39]; (3) limited observability with
only a few measurements available[46]; (4) topological changes (i.e., transition from main
grid-connected to islanded mode, and vice-versa) can lead to different operating points
in a short amount of time [47]; and (5) PMUs are not as ubiquitous as in transmission
systems.

In this context, considerable efforts have been made to develop state estimators for
distribution networks [48]. However, very few works have addressed the development of
state estimators for AC microgrids [49, 50, 51, 52]. Most static estimators are based on the
classical weighted least squares (WLS) method [53]. In [54], the WLS method was applied
to multiple microgrids, resulting in high computational complexity. Other works have
focused on scrutinizing the problem of dynamic state estimation for microgrids [55]. For
instance, in [56] a modified extended Kalman filter (EKF) [57] was proposed to estimate
the dynamic variables of generator units, as well as the static variables related to the
network. In [58], a distributed dynamic state estimator was proposed to estimate the
operation of the energy resources and the status (connected or inslanded) of the microgrid.
In [59], two techniques for state estimation in droop-controlled islanded microgrids were
proposed, via an unscented Kalman filter (UKF) [60] and a non-linear particle filter.
Microgrids usually comprise high-speed conversion systems associated with extremely fast
dynamics, on the order of nano-seconds. Thus, dynamic state estimation would require
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expensive resources for very limited applications. On the other hand, estimation of steady-
state electricity variables with scarcity of smart meters, communication networks, and
computation technology is more reasonable and cost-benefit approach.

The main differences among the aforementioned works lie in the choice of the state
variables and how the measurements are considered. By their choice of state variables,
state estimation approaches can be broadly classified into two major groups: (1) node
voltage estimators and (2) branch current estimators [48]. Both approaches can be for-
mulated in polar or rectangular coordinates. Regarding data, some methods use raw
measurements (i.e., originally measured or forecasted values), and others use equivalent
voltage and current measurements. [48]. Forecasted data approaches are not adequate for
microgrids able to seamlessly disconnect from the grid and operate in an islanded mode
in the event of a disturbance. Nevertheless, most state estimation methods for micro-
grids are mainly based on WLS using analytical formulations to model the system and
truncated iterative methods to solve the non-linear set of equations [61].

Traditional state estimation using WLS is widely used in transmission systems [24],
and it has been found to be suitable for observable grid-connected microgrids [62]. The
non-linear relationship between the state variables and measurements results in a state-
dependent Jacobian matrix that has to be updated at each iteration of the state estimation
process. Because of its state-dependent Jacobian (and thus gain) matrix, applying this
method to microgrids is computationally expensive[63]. Moreover, WLS requires the
meter error variance (usually noted as σ) as an input parameter to perform the estimation.

Classical WLS approaches consider σ as a known constant. This work addresses the
possibility of the measurements having different noise levels. The accurate knowledge of
noise characteristics in state estimation methods is a prerequisite for designing a high-
performance estimator [42]. However, characterizing noise using low-cost smart-meters
can be challenging because the sampling rate ranges from minutes to hours [44]. Previ-
ous works considered measurements from (PMUs) which typically have a sampling rate
of more than 50 samples per second where noise characterization is feasible [41]. Other
works have used machine learning only to assist classical state estimators (as in [64, 65]).
However, very few works [66, 67] have addressed the direct use of machine learning state
estimation (MLSE) for AC microgrids. State estimation can be considered as a regression
problem [68]. Therefore, if the noise (σ) is assumed known, constant, independent, and
identical distributed (iid) from the parameters (i.e., homoscedastic), it is possible to de-
velop a model for mapping the available measurements to states variables using supervised
learning to train any regression model [68] with a suitable dataset. In this work, the noise
is considered input-dependent (i.e., heteroscedastic), which is a more realistic assumption
when low-cost smart meters with low sampling rates are used instead of PMUs[44]. Het-
eroscedastic noise encodes the possibility of the measurements to have different variances
σ for various real-time observations. On the other hand, the proposed approach estimates
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the state without specify (i) an initial guess estimation point (a.k.a., flat start), nor (ii)
an explicit definition of the measurements’ variances (σ), as is the case of the classic WLS
approach.

While many existing methods focus on solving state estimation problems under sim-
plified assumptions, such as homoscedastic measurements, this manuscript argues the
importance of exploring ways for merging simulation and machine learning to solve state
estimation under varying conditions, such as heteroscedastic measurements. A primary
motivation of this study is the potential future applications to handle the unexpected
changes in the dynamic and stochastic nature of the microgrids that can be numerically
intractable using classical approaches.

The proposed MLSE uses a synaptic matrix of weights W that captures the func-
tional relationship between state variables and the available measurements, in order to
estimate the state variables accurately. The training model is based on Moore-Penrose
left pseudoinverse, enhanced through a Tikhonov regularization. A robust MLSE against
heteroscedastic uncertainty is obtained using an approach named in this paper as recur-
sive average model. AC power flow simulations via OpenDSS [69] are used as the source
of knowledge. Results are obtained using data from a real-world microgrid located at the
main campus of the State University of Campinas (UNICAMP), in São Paulo, Brazil. An
overview of the microgrid is shown in Fig. 3.1 [1]. The performance and accuracy of the
proposed MLSE is analyzed during grid-connected and islanded operation modes with
noisy measurements, each with a different signal-to-noise ratio (SNR). In summary, the
contributions of this paper are as follows:

A novel MLSE for unobservable three-phase unbalanced AC microgrids, that does
not require previous knowledge of the meter error variance σ to deal with the het-
eroscedastic nature of measurements;

A proposed regularization operator that captures the functional relationship be-
tween state variables and available measurements;

A novel learning approach named recursive average model for robustness against
heteroscedastic uncertainty.

3.2 Classical State Estimation

Given a set of m available noisy measurements z = (z1, z2, . . . , zm)T , state estimation
determines the most-likely n state variables x̂ = (x̂1, x̂2, . . . , x̂n)T of the microgrid. In
this case, the required state variables are the voltage magnitudes (Vi,p) and phase voltage
angles (θi,p),
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Generator 150 kW

Figure 3.1: Aerial view of the campus microgrid at the State University of Campinas (UNI-
CAMP) [1].

where i is the bus number, given by i ∈ {1, 2, 3, . . . , nb} ≡ B, nb is the total number
of buses, and p is the phase defined by p ∈ {a, b, c}. Thus, the set of state variables
consists of 3nb elements of the voltage magnitudes, plus 3(nb − 1) elements of the phase
voltage angles. Note that an estimation of x is sufficient to determine all remaining
electrical variables [61]. Set z contains different types of measurements, such as active
power injection (Pi,p), reactive power injection (Qi,p), current magnitude injection (Ii,p),
active power flow (Pij,p), reactive power flow (Qij,p), current magnitude (Iij,p), among
others,

where j ∈ B and ij is a branch. Thus, given a set of measurements z, an analytical
expression that maps the estimated state variables x̂ with z is given by (3.1).


z1

z2
...

zm


m×1


h1 (x̂1, x̂2, . . . , x̂n)
h2 (x̂1, x̂2, . . . , x̂n)

...
hm (x̂1, x̂2, . . . , x̂n)


m×1

+


e1

e2
...

em


m×1

(3.1)

In which x̂ ∈ n contains the estimated state variables, z ∈ m contains the available
measurements, and e ∈ m is the added noise for each measurement. Note that if the
number of real-time measurements z is lower than the number of required state variables
x̂, observability might not be achievable and, as a consequence, it is impossible to cal-
culate state variables without using pseudo-measurements[39]. The minimum amount of
measurements mmin needed for the method to work is mmin = 2n − k, where k is the
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number of defined slack buses. In this case, the number of state variables is 2n − k,
assuming the microgrid contains n buses, then the microgrid is described by 2n variables,
namely n voltage absolute values and n voltage angles. However, to improve accuracy,
the number of redundant measurements should be higher. In practice, a value of m ≈ 4n

is often considered reasonable [39]. Thus, (3.1) can be written as:

z h (x̂) + e (3.2)

where, vector h (x̂) are functions that maps the state variables to the measurements
and the stochastic noise e is modeled as multivariate Gaussian e ∼ N (0, Σe). The solution
of the state estimation problem using WLS approach can be expressed as follows:

min
{

m∑
i=1

Wir
2
i

}
(3.3)

where i = {1, 2, 3, ..., m} is the measurement used in the state estimation, Wi is the
weighting factor obtained from the stochastic noise model of each measurements. This is
considered to be constant white Gaussian noise with zero mean. Thus, Wi = σ−2

i and ri

are residuals computed as:
ri = hi (x̂) − zi (3.4)

As indicated by equation (3.3), the presence of different noise parameters σ in the
objective function implies that dissimilar evaluations of the same set of measurements z
will lead to erroneous states values x̂.

3.3 Data Generation
Training a machine learning model with heteroscedastic noise measurements intro-

duces uncertainty in the machine learning model. In order to deal with this challenge,
the following data generation process is performed. From the statistical perspective, state
variables generate a random vector x obtained from random variables that follow a multi-
variate normal distribution X ∼ N (µx, Σx). In this case, given x, it is possible to obtain
a m-tuple of noiseless measurements h (x̂) using well-known analytical or computational
microgrid models h (·), such as those in [70]. In practice, the information about those
parameters that define the multivariate normal distribution X , is not always available.
However, using samples generated from power flow simulations, it is possible to train
the machine learning model WDtrain,λbest to capture the non-linear relationship between
the state variables x and measurements z. Subscript Dtrain, λbest, refers to the training
dataset and the regularization hyperparatemer used to fit the model W. This will be
explained extensively in the next sections. In this paper, the microgrid was first modeled
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(·) δ

i = 1 , i s u s e d f o r i n di c at e t h at i v a ri e s f r o m 1 t o δ ∈ N .
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To transform the noiseless dataset D∞ into heteroscedastic noise measurements, a
signal-to-noise (SNR) ranging from 20 to 40 dB was defined, with increments of 1 dB,
based on previous publications [71, 72, 73, 74, 75, 76] that worked with state estima-
tion over homoscedastic measurements. SNR quantifies the measurement error for each
measurement using (3.6).

SNR[dB] = 10 log10
[z2
m]

σ2
m

(3.6)

The error em
iid∼ N (0, σ2

m) used to pollute each measurement zm is injected as in
(3.5). Note that the state variables x, computed in D∞, correspond to a unique mi-
crogrid operating point despite the fact that the measurements z are randomly per-
turbed, causing an increment of uncertainty in each measurement zm. The set Dset =
{D∞, DSNR20, DSNR21, ..., DSNR40}, that contains several noisy datasets, eliminates the
need to specify the nature of the measurement error e(z) during the training process.
As shown in Fig. 3.2, from the available data Dset a stratified sampling strategy is em-
ployed to select Dtest = 500 records for test at random [77]. Then, a second stratified
sampling method is used to divide the rest of the set into a training set Dtrain = 500
and a validation set Dval = 500. In this case, the available datasets are: (i) Dtrain-set =
{Dtrain,∞, Dtrain,20, . . . , Dtrain,40}, (ii) Dval-set = {Dval,∞, Dval,20, . . . , Dval,40}, and (iii) Dtest-set =
{Dtest,∞, Dtest,20, . . . , Dtest,40}. Due to the noisy heteroscedastic nature of the measure-
ments, traditional multi-output linear regression methods without regularization are in-
adequate because different measurements could return the same state variables. Other
well-known approaches that use classical regularization methods, such as the Ridge, Lasso
& Elastic Net Regression, were tested using Scikit-learn [78] Python library without
achieving good results. Therefore, the next section in this paper is concerned with the
computation of a machine learning model WDtrain,λbest able to perform an approximate
solution to obtain estimate state variables from noisy heteroscedastic measurements in
unobservable microgrids, since there is no analytical equation to solve this problem.

3.4 Proposed MLSE and Regularization Process
The analysis explained for Dtrain and Dval will be the same for all the available datasets,

for each SNR level at a time. Then, as shown in Fig. 3.2, a tuple of training and validation
datasets (Dtrain, Dval) is selected for a determined SNR level. In general, a machine
learning problem can be solved using the following three steps [79]:

1. Define the machine learning model, for instance single layer networks, feed-forward
neural network, recurrent neural networks, etc.

2. Define a metric to evaluate the learning process, like mean squared error (MSE),
cross entropy, etc.
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3. Define an optimization algorithm to improve the machine learning model such as
least squares, gradient descent, etc.

3.4.1 Machine Learning Model

Different from classical WLS approaches that perform an optimization process iter-
atively. The proposed MLSE is based in a geometric point-of-view, in which machine
learning is used to fit a parametric model matrix W that projects the information of
available measurements to state variables. It is possible to use the least square method
to find a projection operator WDtrain,λbest , which is a matrix whose dimensions depend on
the number of n state variables and m + 1 measurements, as follows:

WDtrain,λbest =



w1,0 w1,1 w1,2 . . . w1,m

w2,0 w2,1 w2,2 . . . w2,m

w3,0 w3,1 w3,2 . . . w3,m
...

wn,0 wn,1 wn,2 . . . wn,m


(3.7)

where, the regression parameters of the model wn,m ∈ , are not known, and must
be estimated from the a training dataset Dtrain. In this case, n by m + 1 regression
parameters are used to estimate n state variable, from m available measurements, in
which the regression parameters (wi,0)ni=1 correspond to the fixed offset for a basis function,
a.k.a., intercept[79]. In this work, the machine learning model WDtrain,λbest was defined as
a single layer network, since it has no memory, i.e., the estimated state variables depend
only on current measurements. In practice, WDtrain,λbest performs an estimation of the
state variables from available measurements, using equation (3.8):



x̂1

x̂2

x̂3
...

x̂n


=



w1,0 w1,1 w1,2 . . . w1,m

w2,0 w2,1 w2,2 . . . w2,m

w3,0 w3,1 w3,2 . . . w3,m
...

wn,0 wn,1 wn,2 . . . wn,m





1
z1

z2
...

zm


(3.8)

3.4.2 Least-Square Optimization Model

In state estimation, it is required that estimated state variables x̂ to be as close as
possible to the real values of x, for all feasible scenarios of microgrid operation, i.e., ∀ δ,
where δ is the number of available events in the training dataset Dtrain. To do so, the
well-regarded mean squared error (MSE) [80] is used as the metric to train and validate
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the proposed model:
MSEx̂

(
x(δ), x̂(δ)

) [
‖x(δ) − x̂(δ)‖2

2

]
(3.9)

where [·] denotes the expected value and ‖ · ‖2
2 is the squared Frobenius norm. Since

the MSE can be assessed as a measure of the aggregated contributions of all estimated
variables, it is possible to rewrite (3.9) as:

MSEx̂
(
x(δ), x̂(δ)

)
= 1

n

n∑
n=1

[
MSEx̂n

(
x(δ)
n , x̂(δ)

n

)]2
(3.10)

Given that the number of events using δ AC power flow simulations is a finite set, the
expected value can be approximated by the sample mean computed as:

MSEx̂n

(
x(δ)
n , x̂(δ)

n

)
= 1

δ

δ∑
j=1

(
x(j)
n − x̂(j)

n

)2
(3.11)

Which is the same metric used to evaluate linear least-squares models in estimation
theory and in linear regression models [81]. From equation (3.11), a natural method to
determine the best estimation of x̂ is to obtain the matrix WDtrain,λbest , which minimizes
the MSE applied to the difference between the true state variables x and the estimated
counterparts x̂:

WDtrain,λbest = arg min MSEx̂
(
x(δ), x̂(δ)

)
≡ arg min

n∑
n=1

δ∑
j=1

(
x(j)
n − x̂(j)

n

)2
(3.12)

Using (3.8) and dataset Dtrain, equation (3.13) is obtained.


x̂0
1 x̂0

2 x̂0
3 . . . x̂0

n

x̂1
1 x̂1

2 x̂1
3 . . . x̂1

n

x̂2
1 x̂2

2 x̂2
3 . . . x̂2

n

x̂3
1 x̂3

2 x̂3
3 . . . x̂3

n
...

x̂δ1 x̂δ2 x̂δ3 . . . x̂δn


=



1 z0
1 z0

2 . . . z0
m

1 z1
1 z1

2 . . . z1
m

1 z2
1 z2

2 . . . z2
m

1 z3
1 z3

2 . . . z3
m

...
1 zδ1 zδ2 . . . zδm


WT

Dtrain,λbest
(3.13)

Throughout this paper, superscript T denotes transposition, hence, equation (3.13)
can be summarized as follows:

X̂ = ΦWT
Dtrain,λbest

(3.14)

Replacing (3.14) in (3.12), one obtains:

WDtrain,λbest = arg min
{

tr
[(

X − ΦWT
Dtrain,λbest

)T (
X − ΦWT

Dtrain,λbest

)]}
(3.15)
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The above statement can be solved as:

∂

∂WDtrain,λbest

{
tr

[(
X − ΦWT

Dtrain,λbest

)T (
X − ΦWT

Dtrain,λbest

)]}
= 0 (3.16)

A possible closed-form solution known as a Moore-Penrose left pseudo-inverse [82] for
(3.16) is shown in (3.17). However, this is not a feasible solution since the Gramian matrix(
ΦTΦ

)−1
is singular without a regularization process, as explained in the next section.

WT
Dtrain =

(
ΦTΦ

)−1
ΦTX (3.17)

3.4.2.1 Application of the Tikhonov Regularization

In practice, the linear system of equations in (3.13) is an ill-posed problem because
it does not meet the following three Hadamard criteria for well-posedness: (i) for all
admissible data, a solution exists, (ii) for all admissible data, the solution is unique,
and (iii) the solution depends continuously on the data [83]. Thus, small perturbations
in measurements generate large errors in x̂, when the Moore-Penrose left pseudoinverse
is used (i.e., equation (3.17)) to fit the parametric model WDtrain without regularization.
This solution is useless due to the severe propagation of large errors, caused by large norm
of WDtrain matrix. A matrix with a large norm is called an ill-conditioned matrix. An ill-
conditioned matrix can take a unit-length vector and stretch it by a large amount. Thus
small uncertainties in the domain vector get magnified and lead to large uncertainties
in the range. Linear systems of equations, such as (3.13), with a matrix of the weights
WDtrain , are often referred as linear discrete ill-posed problems [84]. The standard way
to obtain stable solutions is to modify the problem by replacing (3.17) with a nearby
problem, whose solution is less sensitive to large errors. This replacement is known as
regularization [85, 86, 87]. While many methods focus on use of zeroth order Tikhonov
without considering wn,0 [88], such as Ridge regression model, this work proposes a new
regularization operator R that adds terms containing regularization parameters to (3.17)
in order to control the norm of WDtrain and obtain an stable estimation, as shown in
Fig. 3.3.

The remainder of this section describes the regularization process shown in Fig. 3.3,
which details the process to select the best regularization hyperparameter λ. This is of
central importance for equation (3.18) instead of the not regularized least squares solution,
in equation (3.17), aiming at properly characterizing WDtrain,λ, for a given set of noisy
measurements.

To the best of the authors’ knowledge, the regularization operator R presented in
this work has yet to be proposed. Therefore, the solution is obtained by a closed-form
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W T
D t r ai n , λ = Φ T Φ +

√
λ R

− 1
Φ T X ( 3. 1 8)

T h e d esi g n of t h e r e g ul ari z ati o n is g o v er n e d b y a v ail a bl e k n o wl e d g e or m o d el ass u m p-

ti o ns a b o ut t h e st at e esti m ati o n (i. e., pri or i nf or m ati o n) a n d, t o l ess er e xt e nt, b y t h e

i m pl e m e nt ati o n or c o m p ut ati o n al c o m pl e xit y. T o s ol v e li n e ar dis cr et e ill- p os e d pr o bl e ms

λ i n e q u ati o n (3. 1 8 ) is k n o w n as t h e Ti k h o n o v r e g ul ari z ati o n h y p er p ar a m et er, a n d R is

k n o w n as t h e r e g ul ari z ati o n o p er at or [ 8 9 ]. T h e i d e a is t o s hift t h e s p e ctr u m of Φ T Φ ,

i. e., s hift t h e si n g ul ar v al u es a w a y fr o m z er o. A si n g ul ar v al u e is t h e p ositi v e s q u ar e r o ot

of a n ei g e n v al u e of t h e s y m m etri c m atri x Φ T Φ . N ot e t h at t his e x pr essi o n Φ T Φ
− 1

i n

e q u ati o n ( 3. 1 7 ) is i n v erti bl e if a n d o nl y if all t h e si n g ul ar v al u es of Φ T Φ m atri x ar e n o n-

z er o. It is w ort h m e nti o ni n g t h at λ > 0 b e c a us e it s er v es as t h e c o e ffi ci e nt t h at s hifts t h e

di a g o n als of t h e Φ T Φ m atri x, a. k. a, si n g ul ar m o m e nt m atri x [ 9 0 ]. P ar a m et er λ pr o vi d es

b al a n c e b et w e e n t h e d at a fi d elit y ( first t er m: Φ T Φ ) a n d pri or i nf or m ati o n ass u m pti o ns

(t h e r e m ai ni n g t er ms R ). N ot e t h at, wit h a λ = 0 , e q u ati o n (3. 1 8 ) is e q u al t o (3. 1 7 ),

m a ki n g t h e t er m Φ T Φ
− 1

si n g ul ar a g ai n.



3.4. Proposed MLSE and Regularization Process 41

The proposed MLSE regularization process is shown in Fig. 3.3. A suitable value of
λ generally is not explicitly known and must be determined using the validation dataset
Dval during the training process. To do so, a λ search space with dissimilar values must
be defined as λ ∈ {λ1, λ2, . . . , λ1000}. In this work, equation (3.18) is used to train
candidate MLSE models with different λ’s, creating the following model search space:
WDtrain,λ ∈ {WDtrain,λ1 , WDtrain,λ2 , . . . , WDtrain,λ1000}. To determine the best MLSE model
WDtrain,λbest , obtained with a specific Tikhonov regularization hyperparameter λbest, the
L-curve search methodology is performed [91]. The L-curve is a log-log plot of the norm
of a regularized solution

∥∥∥RWT
λ

∥∥∥2

2
versus the norm of the corresponding residual norm

‖x(δ) − x̂(δ)‖2
2. It is a convenient graphical tool for characterizing the trade-off between

the size of regularized solutions and their fit to the training dataset, as the hyperparameter
λ changes. Graphically, the best λ is the one located in the corner of the L-curve, as shown
in Fig. 3.3. In this work, it was empirically determined that the regularization operator R
in equation (3.19) shows a stable solution for the non-linear three-phase state estimation
problem in unbalanced AC microgrids.

R =



1 −1 0 0 0 · · · 0 0 0 0
−1 2 −1 0 0 · · · 0 0 0 0

0 −1 2 −1 0 · · · 0 0 0 0
0 0 −1 2 −1 · · · 0 0 0 0
... ... ... ... ... ... ... ... ...
0 0 0 0 0 · · · −1 2 −1 0
0 0 0 0 0 · · · 0 −1 2 −1
0 0 0 0 0 · · · 0 0 −1 1



(3.19)

where, R ∈ m+1×m+1.
The regularization operator R is inspired by the work in [92]. In this case, R plays

the role of a penalizing filter, it is done by considering the anti-reflective and high-order
boundary conditions [93]. Both these conditions were introduced in [94] and [95], respec-
tively. In this case, the boundary conditions of R is determined by the first and last rows
based on the first-order Tikhonov regularization [96], which penalizes deviations from a
constant model, i.e., it favors “flat” (constant) solutions and penalizes gradients, working
as a first-difference operator in the boundary conditions. On the other hand, the interior
rows (rows 2 to m) of R penalize model “roughness” or bumpiness (curvature) rather
than model gradient, based on the second-order Tikhonov regularization [96]. This favors
“smooth” (constant gradient) solutions, working as a second-difference operator.
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3. 4. 3 R e c u r si v e A v e r a g e M o d el

As is s h o w n i n Fi g. 3. 2 , i nst e a d of usi n g m ulti pl e W S N R , λb e s t
, o n e f or e a c h S N R l e v el,

a n o v el r e c ursi v e a v er a g e m o d el is pr o p os e d t o g e n er at e a si n gl e f e asi bl e m o d el ˜W f or t h e

c o m pl et e S N R i nt er v al of n ois y m e as ur e m e nts, as f oll o ws:

1. Tr ai n a m o d el W S N R , λb e s t
usi n g t h e M L S E r e g ul ari z ati o n pr o c ess of Fi g. 3. 3 wit h e a c h

p air of a v ail a bl e tr ai ni n g a n d v ali d ati o n d at as ets f or di ff er e nt S N R l e v els, o bt ai n e d

as i n Fi g. 3. 2 .

2. Us e e q u ati o n ( 3. 2 0 ) t o a v er a g e t h e m o d els r e c ursi v el y, as e x pl ai n e d i n Fi g. 3. 4

M L S E R P

M L S E R P

M L S E R P

R e c u r s i v e  A v e r a g e  M o d e l

Fi g ur e 3. 4: R e c ur si v e A v er a g e M o d el.

˜W k + 1 =
1

2
W S N R , λb e s t

+ ˜W k ∀ k ∈ N ( 3. 2 0)

3. 5 M a t e ri al s a n d M e t h o d s

T his s e cti o n first d es cri b es t h e mi cr o gri d s yst e m us e d as a c as e st u d y. T h e n, s e cti o n

3. 5. 1 e x pl ai ns t h e m at h e m ati c al b a c k gr o u n d of h y p ot h esis t ests a n d t h e crit eri a us e d f or
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Figure 3.5: Workflow of the proposed MLSE.

validation purposes of the proposed MLSE model. Numerical results obtained using all
different scenarios are presented and comprehensively discussed in section 3.6.

A real-world AC microgrid located at the main campus of the State University of
Campinas (UNICAMP), in São Paulo, Brazil [1], with 320 state variables (Vi,p and θi,p)
and 198 measurements (Pi,p, Qi,p, Ii,p) was modeled using OpenDSS [69], and the poposed
MLSE via the workflow in Fig. 3.5 programmed in Python 3.8 [97]. From the WLS
perspective this case of study is unobservable, without using pseudo-measurements.

3.5.1 Statistical analysis

To analyze the accuracy of the proposed MLSE, a box-plot diagram is computed using
the available Dtest-set for each SNR, as is shown in Fig. 3.2. The results of the estimation
are compared against the actual power flow calculations using (3.9). In this case, two
statistical tests are performed. First, a hypothesis test on the mean value is performed
with the purpose of evaluating whether the estimated state variables on each SNR level
are statistically equal to the reference given by the power flow simulations. In the second
test, known as the homogeneity test, each state variable x is analyzed separately with the
intention of evaluating whether the set of estimated values x̂ (using different noise levels)
has the same distribution.

Test of the mean: According to [98], a hypothesis is a statement about the parameters
of one or more populations. In this case, one hypothesis should indicate that there is no
difference between the estimated state variables and the references values of the test
dataset, while the other hypothesis indicates that they are different, i.e.:

H0: x̂ = x,

H1: x̂ 6= x,

where H0 is the null hypothesis and H1 is the alternative hypothesis.
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To test whether the null hypothesis is true or not, the t-score was chosen as the test
statistic since the standard deviation of the population is unknown. A critical region
was computed, following the procedure described in [98], with a significance level of 0.05
(the probability of rejecting the H0 when it is true). H0 is rejected when x̂ lies outside
the critical region. Otherwise, the test fails to reject the null hypothesis, and one could
conclude that x̂ and x are the same.

Homogeneity test: On the other hand, the homogeneity test evaluates n popula-
tions of interest, divided into k categories. The chi-squared method was performed by
processing the residuals to find out whether the estimated state variables x̂ contain errors.

χ2 =
n∑
i=1

(x̂i − xi)2

xi
(3.21)

The hypotheses were the following:

H0: The populations of x̂ are homogeneous, i.e., the set of estimated state variables do
not contain errors.

H1: The populations of x̂ are not homogeneous, i.e., the set of estimated state variables
contains errors.

The decision is made considering the χ2
ref statistic with c = (n − 1)(k − 1) degrees of

freedom. In this case, the test was run for each level of noise. This is, with 20 populations
defined by the estimated state variables with different values of SNR, each with two
categories (voltage magnitude or voltage angle) and a significance level of α = 0.01.
χ2

ref = 37.566, and the test fails to reject the null hypothesis for computed χ2 lower than
χ2

ref. In this case, one could conclude that there are no errors in the estimated state
variables. The critical region and χ2 were computed using the hypothesis test functions
of Python software [97].

3.6 Numerical Results
In all experiments3, the basic metric used to assess the performance of the MLSE is the

mean-squared error (MSE) between the true value of the state variables x (i.e., ground
truth) and the output offered by the MLSE model (x̂). As shown in Fig. 3.6, the best λ

was 0.0004, using a search space that ranges 1e-10 to 1e+10.
The results using the Dtest-set and the Machine Learning State Estimation (MLSE)

shown in Fig. 3.7 are summarized in Fig. 3.8 to Fig. 3.11. These figures are organized as
follows: Boxplots show the MSE for all the estimated state variables, using the proposed

3All tests were performed using a workstation with an Intel(R) Core(TM) i7 870 processor and 8 GB
RAM. In this case the average elapsed time for estimating the state variables was 0.000054 s.
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Figure 3.6: L-curve for the proposed MLSE. λ search space from 1e-10 to 1e+10.

MLSE model. The boxplot with label “∞” shows the performance of the MLSE model
with noiseless measurements.

In this case, the best result using noiseless measurements z was approximately 1e-5,
as shown in Figs. 3.8 to 3.11. The worst result was 1e-4, approximately. These results
suggest that the MLSE model is adequate for heteroscedastic noisy measurements. This
is in contrast with traditional WLS state estimation approaches previously tested in the
University of Campinas, that reported about 1e-3, using homoscedastic measurements and
pseudo-measurements to deal with lack of observability(cf. [99] for a broader discussion
on this).

Regarding testing of the mean, the t-values of the test are presented on Figs. 3.12
- 3.13 (tops). It can be seen that all t-values are close to zero. This means that there
are no t-values within the rejection regions determined by the critical t-value=±1.974.
Instead, all the estimated state variables lay inside the critical region −1.974 < t-value
< 1.974. This shoes that the reference state variables and the estimated state variables
are equivalent. Note that, since it is known that the t-distribution has zero mean, the
t-values can be either positive or negative.

In addition, the p-values are shown in Figs. 3.12 - 3.13 (middles). They quantify the
probability of observing a more extreme test statistic, in the direction of the alternative
hypothesis. In a nutshell, if all p-values are larger than the chosen threshold (5%), this
would indicate that the observation cannot occur by mere chance, and the null hypothesis
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of e q u al p o p ul ati o n m e a ns w o ul d n ot b e r ej e ct e d. I n t his c as e, all p - v al u es w er e l ar g er

t h a n t h e t hr es h ol d. C o ns e q u e ntl y, t h e t est f ails t o r ej e ct t h e n ull h y p ot h esis i. e. all t h e

esti m at e d st at e v ari a bl es x̂ s h o ul d n ot b e c o nsi d er e d di ff er e nt t h a n t h e g r o u n d t r ut h x o n

a n y V i, p or θ i, p.

Fi n all y, t h e distri b uti o n of t h e p - v al u es is pr es e nt e d i n Fi gs. 3. 1 2 - 3. 1 3 ( b ott o ms),

t o s h o w h o w m u c h t h e t est c orr e ctl y c o n cl u d es t h at t h e esti m at e d st at e v ari a bl es ar e

e q ui v al e nt t o t h e r ef er e n c e st at e v ari a bl es. I n t his w or k, t h e d e pl o y e d t est of t h e m e a n

c o n cl u d es t h at esti m at e d a n d r ef er e n c e st at e v ari a bl es ar e e q ui v al e nt, wit h a c o n fi d e n c e

l e v el of 9 5 %.

I n or d er t o t est w h et h er t h e esti m at e d st at e v ari a bl es a n d t h e r ef er e n c es h a v e t h e s a m e

distri b uti o n, t h e h o m o g e n eit y t est e x pl ai n e d i n S e cti o n 3. 5. 1 w as d e pl o y e d. I n t his c as e,

all t ests r et ur n p - v al u es gr e at er t h a n t h e α = 0 .0 1 , as s h o w n i n Fi g. 3. 1 4 . T h us, wit h a

l e v el of si g ni fi c a n c e of 1 %, t h er e is n o e vi d e n c e t o c o n cl u d e t h at t h e distri b uti o n of t h e

r ef er e n c e v ari a bl es is di ff er e nt t h a n t h e distri b uti o n of t h e esti m at e d st at e v ari a bl es.

3. 6. 1 C o m p u t a ti o n al c o m pl e xi t y a n al y si s

I n or d er t o h a v e a p erf or m a n c e v al u e of t h e pr o p os e d M L S E al g orit h m o n r u n ni n g

ti m e, t h e as y m pt oti c e x e c uti o n ti m e as a f u n d a m e nt al m e as ur e of t h e c o m p ut ati o n al

c o m pl e xit y e ffi ci e n c y is us e d. T h e as y m pt oti c a n al ysis m a k es it p ossi bl e t o d et er mi n e t h e

c o m pl e xit y of t h e as y m pt oti c ti m e. I n t his p a p er, t h e as y m pt oti c n ot ati o ns Θ , O, Ω ar e

us e d t o d es cri b e t h e w orst- c as e ti m e c o m pl e xit y of t h e M L S E. T o b e c o nsist e nt wit h t h e

n ot ati o n i n e q u ati o n ( 3. 8 ) a n d Fi g. 3. 7 , t h e e ntr y c orr es p o n di n g t o t h e i-t h r o w a n d j -t h

c ol u m n is d e n ot e d as W [i, j ]. Si mil arl y, t h e i-t h e ntr y i n t h e m e as ur e m e nts v e ct or z is

d e n ot e d as z [i]. T h us, t h e v e ct or of esti m at e d st at e v ari a bl es x̂ of l e n gt h n a n d its i-t h
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Figure 3.8: Results in terms of mean squared error of all Voltage magnitudes Vi,p in grid-
connected mode.

Figure 3.9: Results in terms of mean squared error of all Voltage phases θi,p in grid-connected
mode.
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Figure 3.10: Results in terms of mean squared error of all Voltage magnitudes Vi,p in islanded
mode.

Figure 3.11: Results in terms of mean squared error of all Voltage phases θi,p in islanded mode.
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Figure 3.12: Test of the mean for all Voltage magnitudes Vi,p.

Figure 3.13: Test of the mean for all Voltage phases θi,p
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Figure 3.14: Homogeneity test for all state variables.

entry for 0 ≤ i < n is defined as follows:

x[i] =
m∑
j=0

W[i, j] · z[j] (3.22)

Assuming that each operation can be done in O(1) time. The number of operations in
the worst-case scenario is O(nm):

O(nm) =
n∑
i=0

m∑
j=0

1 = nm (3.23)

This implies that the worst-case computational complexity value of the proposed
MLSE in running time is Θ(nm).

The advantages of the MLSE over the methods in the literature are: (i) Reduction of
the implementation complexity, i.e., the formulation yields a unique constant matrix based
on the trained weights to perform state estimation resulting in a non-iterative model.
Hence, the number of iterations required to obtain a solution is one. This contrasts
with the traditional WLS state estimation approach, which requires many iterations.
Consequently, a significant computational time reduction is observed; (ii) versatility, the
proposed approach can be used with any set of measurements. Furthermore, it is possible
to run parallel implementations with models trained with different groups of measures in
order to improve the reliability of the proposed approach; (iii) the MLSE can perform
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state estimation in unobservable microgrids without pseudo-measurements, while Newton-
like approaches do not; (iv) MLSE reports a stable behavior under heteroscedastic noise
without explicitly knowing measurements’ variances (σ), while classical approaches require
computing variances before performing state estimation.

3.7 Conclusions and Discussion
Machine learning state estimation reports high performance in heteroscedastic noisy

measurements. The proposed machine learning state estimation is suitable for unob-
servable microgrids with low-cost smart meters. The MLSE model requires just a small
number of samples to train a model. Only 500 power flow simulations were needed, in
contrast with other approaches such as [66], [67] models that required 10 000 and 12 000
events for train a suitable model respectively, on the other hand the proposed approach,
can handle heteroscedastic uncertainty on measurements. The proposed MLSE approach
estimates the state without specify (i) an initial guess estimation point (a.k.a., flat start),
nor (ii) an explicit definition of the measurement’s variances (σ), as is the case of the
classic WLS approach. Herein, MLSE, is relevant for expanding existing knowledge in
the state estimation area for three-phase, unbalanced and unobservable microgrid sys-
tems that are eligible for operating in grid-connected or islanding model. In this paper,
gross errors are not considered at the available measurements for the state estimation.
Future work will explore how to incorporate a pre-processing stage into the MLSE model
to identify measures without gross errors, such as data latency and false data injection
attacks, before performing state estimation.

The main difficulties of the proposed MLSE reside in the microgrid modeling used to
perform precise simulations. A detailed model of each circuit component was necessary
to accurately represent the microgrid’s response to different scenarios. To overcome this
challenge, the University of Campinas (UNICAMP) is currently deploying a project [1]
to study and develop specialized models in the field of (i) power systems, (ii) renewable
energy sources, (iii) power electronics, (iv) control systems, (v) optimization, and (vi)
communications and information networks. A microgrid system modeled in OpenDSS
with those specialized components was employed to perform this study.
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Chapter 4
Contribution III

Visual State Estimation for False Data Injection
Detection of Solar Power Generation1

Abstract: As the penetration level of solar power generation increases in smart cities
and microgrids, an automatic energy management system (EMS) without human supervi-
sion is most communly deployed. Therefore, assuring safe and reliable data against cyber
attacks such as false data injection attacks (FDIAs) has become of utmost importance.
To address the aforementioned problem, this paper proposes detecting FDIAs considering
visual data. The aim of visual state estimation is to enhance the resilience and secu-
rity of renewable energy systems. This approach provides an additional layer of defense
against cyber attacks, ensuring the integrity and reliability of solar power generation data
and facilitating the efficient and secure operation of EMS. The proposed approach uses
a modified VGG-16 neural network model to obtain an intermediate representation that
provides textual and numerical explanations about the visual weather conditions from sky
images. Numerical results and simulations corroborate the validity of our proposed ap-
proach. The performance of the modified VGG-16 neural network model is also compared
with previous state-of-the-art machine learning models in terms of accuracy.

Keywords: solar power generation; false data injection attacks; computer vision;
statistical approach.

1Contribution III is published as: Byron Alejandro Acuña Acurio, Diana Estefanía Chérrez
Barragán, Juan Camilo López, Felipe Grijalva, Juan Carlos Rodríguez and Luiz Carlos Pereira da Silva,
“Visual State Estimation for False Data Injection Detection of Solar Power Generation" [100] in Journal
of Engineering Proceedings 2024,
doi: https://doi.org/10.3390/engproc2023047005

https://doi.org/10.3390/engproc2023047005
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4.1 Introduction
False data injection attacks (FDIAs), such as data poisoning or noise injection, can sig-

nificantly affect the decision-making process of energy management system (EMS) applica-
tions, for instance, voltage regulation [101]. FDIAs are destructive to EMS [102], because
the attacker can manipulate the meter readings by injecting additional false data, caus-
ing system instability [40] and even cascading failures leading to massive blackouts [103].
Therefore, various methodologies have been developed over the past decade to defend
against such attacks. The existing methodologies can be divided into (i) protection-based
and (ii) detection-based approaches [104]. The protection-based approaches [29, 105] are
based on protecting specific sensors, but these methods have two drawbacks: (i) protect-
ing data will reduce the amount of measured data, and (ii) the protection mechanism can
not ensure that the data are always safe. On the other hand, FDIA detection methods
traditionally were model-driven approaches. In [106], the authors proposed a method
based on Kalman filters to detect FDIA in power grids. A multiobjective optimal de-
tection scheme based on the parity method was proposed in [107], which only applies
to DC microgrids but has poor adaptability to the current mainstream AC power grid.
Although high detection accuracy is shown when tested on traditional power grid sce-
narios (without renewable energy resources), the literature does not answer whether the
existing detection methods can be applied to microgrids with a high share of solar power
generation plants. To the best of the authors’ knowledge, the present work is the first
attempt to apply computer vision techniques to the FDIA detection problem. However,
for a detailed survey of FDIA detection strategies, the reader is referred to [108].

The fundamental problem in FDIA detection methods is to identify tampered mea-
surement za reported from a smart metering system, which can be expressed as:

za = z + a. (4.1)

In this case, a is a nonzero attack value added to the true measurement z of the solar
power generation system. Facing this problem, this paper proposes an FDIA detection ap-
proach for solar power generation based on image processing of visual weather conditions
using convolutional neural networks and transfer learning. To do this, a VGG-16 archi-
tecture pretrained on the ImageNet dataset was used. This work expands the theoretical
explanation of transfer learning techniques to facilitate reproducibility by newcomers to
this field. The main contributions of this work are:

A novel deep learning architecture that can detect FDIA in solar power generation
measurements based on sky images,

A detailed step-by-step process to perform transfer learning from an object classifi-
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cation domain to the FDIA detection domain in solar power generation.

The remainder of this paper is organized as follows. After this introduction, Sec-
tion 4.2 explains each stage of the proposed methodology, step by step. In Section 4.3,
the experimental setup is presented. Section 4.4 shows the numerical results. Finally,
Section 4.5 presents the conclusions of this work.

4.2 Proposed Approach
This section describes the main components of our proposed method: (i) a transfer

learning procedure using a modified VGG-16 convolutional neural network, (ii) an inter-
mediate representation with a support vector regressor, and (iii) a binary hypothesis test.

4.2.1 Transfer Learning Procedure

The idea of transfer learning is to use a network previously trained with a large amount
of data from a specific task and reuse it in a new task. In this case, a pretrained architec-
ture named visual geometry group 16 (VGG-16) [2] was used as a starting point for our
proposed FDAI approach. VGG-16 is a deep convolutional neural network (CNN) con-
sisting of 16 layers with 1.2 million parameters. VGG-16 was initially pretrained using the
ImageNet dataset that contains around 16 million images [2] to perform the classification
task for 1000 different categories. In this work, the aforementioned VGG-16 architecture
of the network was modified, discarding the fully connected and softmax blocks that are
highlighted in red in Figure 4.1.

The convolutional and pooling layers shown in Figure 4.1 work as feature extractor
layers; consequently, these layers have been frozen. The removed fully connected layers
were replaced with the following layers in an ordered fashion: (i) a new batch normaliza-
tion layer, (ii) a fully connected layer of 1024 neurons with a rectified linear unit (ReLU)
as an activation function, (iii) a dropout layer with a rate set to 10% to avoid overfitting,
and (iv) finally, a fully connected layer of 40 neurons with a sigmoid activation func-
tion. The original VGG-16 was trained to perform image classification (source domain
Ds). A domain D is the subject that performs learning. It consists of two parts: data
(X , Y) and the distribution P (x, y) that generates such data for any sample (xi, yi) in the
available data xi ∈ X , yi ∈ Y , as follows D = {X , Y , P (x, y)}.

In this case, Ds was obtained using the ImageNet dataset that contains around 16
million images Xs and 1000 different categories Ys. With transfer learning, it is possible
to use the aforementioned modified VGG-16 for a new target domain Dt = {xj, yj}Nt

j=1.
Hence, in order to retrain the pretrained VGG-16 from the source domain to the target
domain, the “transient attribute dataset” (Xt, Yt) publicly available in [3] was used.
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Figure 4.1: (a) Original VGG-16 [2] . (b) Modified VGG-16 employed to perform a transfer
learning task.
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The transient attribute dataset (Xt, Yt), has 8571 images Xt from 101 webcams, all
annotated with 40 attribute labels Yt of different types that contain values from 0 to 1.
The 40 attributes are, for instance, lighting, the season of the year (winter, summer, etc.),
weather (sunny, warm, cloudy, etc.), subjective impressions (beautiful, gloomy, soft, etc.),
and some additional attributes such as dirty/polluted, busy, lush vegetation, etc. (see
Figure 4.2 for some examples).

Figure 4.2: Example of an image from “transient attribute database Xt,Yt”, which is publicly
available in [3] with their attribute label.

To perform the aforementioned transfer learning task, a finetuning of network weights
was performed over all the layers of the modified VGG-16, since the images of the transient
attribute dataset used for transfer learning are quite different from the ImageNet dataset
used in the original VGG-16. In this work, the Adam optimization algorithm was used.
Unlike the stochastic gradient descent (SGD), Adam can vary the learning rate throughout
the training process to obtain a better performance model. The learning rate controls the
variation of the network weights for each training epoch [109]. In this work, the initial
learning rate at was set at 0.001. If there was no network performance improvement during
the training epochs, the learning rate was modified to 0.0005. This adjustment aimed
to facilitate improvements until the final stages of training when there was no progress
concerning its validation through the mean absolute error (MAE) over 15 consecutive
epochs. Finally, the training process was limited to a maximum of 250 epochs. Given
that the target domain Dt is a 40 multi-output regressor, where each output ranges from
0 to 1, in this work, it was found that the most suitable loss function for performing the
transfer learning task was the mean absolute error (MAE).
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4.2.2 Intermediate Representation

Depending on the season of year and weather conditions, the modified VGG-16 neural
network that was fitted using the aforementioned transfer learning approach looks for
very different points in the image, as shown in the heat maps of Figure 4.3.

Figure 4.3: A heat map shows that the modified VGG-16 neural network looks for very different
points in the image, depending on the weather conditions.

Therefore, the convolutional layers of the modified VGG-16 work as a feature extractor,
as shown in Figure 4.4.

Figure 4.4: Example of features extracted by convolutional layers.

The output of the modified VGG-16 is 40 attributes, as shown in the correlation matrix
in Figure 4.5.
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Figure 4.5: Correlation Matrix of the 40 attributes obtained from the modified VGG-16 from
the images.

This work used these 40 attributes as an intermediate representation to perform the
state estimation of solar power generation. The intermediate representation captures a
numerical description of the variability in weather conditions that are very distinctive
over time. To do this, historical sky images collected from the same location as the solar
power generation plant under different conditions over one month were used to create a
new dataset Dsky of the historical intermediate representations Xsky and the historical
solar power generation Ysky. Then, a support vector regressor (SVR) with Radial Basis
Function (RBF) kernel was trained using Dsky to receive the intermediate representation
and return the most likely state of solar power generation. It was empirically observed
that 500 sky images were enough to fit the SVR.

4.2.3 Binary Hypothesis Test

To detect a false data injection attack on solar power generation measurements, an
inequality chi-square test χ2 was employed. For this, an estimated chi-square value χ̂2

was computed using the observed values and estimates, as follows:

χ̂2 =
m∑
i=1

(Oi − Ei)2

Ei

, (4.2)
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where O represents the solar power generation measurements, E represents the estimated
values of the solar power generation obtained from the SVR, and m is the number of
measures over one day. To compute the chi-square probability distribution value χ2, the
degrees of freedom k = m − n were defined, where n is the state variable, in this case
n = 1. The estimated chi-square value χ̂2 was compared with the value of χ2 for a
given degree of freedom k and significance level α. The significance level α is the upper
bound on the probability that a Type I error will occur after performing a hypothesis test.
A Type I error occurs when the null hypothesis is correct but is rejected. In this work, a
significance level of α =0.03 was used, which indicates that there is a 3% chance that there
are erroneous data or a confidence level of 97%. Consequently, the following chi-square
test can be performed for the false data injection detection of solar power generation using
visual state estimation:

If χ̂2 >= χ2
k,α, false data injection attacks are suspected;

If χ̂2 < χ2
k,α, false data injection attacks are not suspected.

4.3 Experimental Setup
Images captured by the webcams have different sizes, requiring a preprocessing step

before using the aforementioned approach. Initially, all images were resized to dimensions
of 200 × 200 with 3 color channels (RGB). Subsequently, for compatibility with the
modified VGG16, the images were transformed into tensors of dimensions 200 × 200 × 3.

The transient attribute dataset [3] with 8571 images was used to perform the transfer
learning stage, to finetune the modified VGG-16. The transient attribute dataset was
divided between testing and training data according to the original paper [3], but a
double-stratified k-fold cross-validation approach was used to validate the modified VGG-
16 during the training stage. Under this approach, the entire training dataset was divided
into k = 10 fold, one fold for validation and the remaining folds for training. This
procedure allows us to obtain a more realistic idea of the performance of the model [109].

The modified VGG-16 neural network was trained with 250 epochs. However, empir-
ically, it was observed that a good fit was obtained with only 25 epochs, as shown in the
results section on the biases–variance curve, MAE metric, and R2 curve (see: Figure 4.6).
Some data augmentation techniques were used in the finetuning stage of the modified
VGG-16. The data augmentation stage aims to generate new images from the original
ones. To achieve this goal, the original images were modified to generate new instances
using the following set of transformations, which are:

Rotation range: This is the degree range for random rotations. In this study, a range
between −5 and +5 degrees was used;
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Width shift range: The original image is randomly shifted by a proportional per-
centage of the original image width. In this study, this parameter was set at 0.2,
i.e., 20%;

Height shift range: This is similar to the previous transformation, but it uses the
height of the image to perform the shift. In all the experiments, this parameter was
set to 0.2, i.e., 20%;

Zoom range: This transformation generates a random zoom. In this work, a range
between 90% and 110% of the original image was used;

Horizontal flip: This randomly flips the image horizontally;

Vertical flip: This randomly flips the image vertically;

Brightness range: This increases or decreases the brightness of the image. Hence,
this parameter was set in a range between 0.9 and 1.1;

Fill mode: In all the experiments, the nearest approach fill mode was used, which
fills points outside the boundaries of the image with similar information to that of
the boundaries,

These transformations are applied to generate “on-demand” new images in the fine-
tuning stage of the VGG-16.

Figure 4.6: Numerical results of the training modified VGG-16 neural network.

Svr Training Details

For reproducibility purposes, the publicly available dataset of sky images in [110] was
used to create the new dataset Dsky of historical intermediate representations Xsky and
historical solar power generation Ysky. This new dataset Dsky was employed to train the
support vector regression model.
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4.4 Results And Discussion
Our proposed modified VGG-16 was compared to similar previous work [3]. To en-

sure a fair comparison the proposed model was trained using the same dataset that was
reported in [3]. The results of our model are presented in Table 4.1. Figure 4.6 shows the
training and validation learning curves of our proposed modified VGG-16 neural network
model. Both the training and validation loss curves decreased after the modified VGG-16
model training began. This can be attributed to the transfer learning, indicating that the
convolutional layer of the modified VGG-16 already had a high level of feature extraction,
because these layers were pretrained. Although occasional fluctuations can be observed
in the training loss, it is clear that the overall trend is a continuous decrease in the mean
absolute error (MAE) during training.

Table 4.1: Comparison of the proposed modified VGG-16 neural network with previous works [3].

Modelo MSE
SVM [3] 0.070

log reg [3] 0.093
SVR [3] 0.043

Proposed modified VGG-16 0.0319

The results of the intermediate representation show that the best-performing approach
was accomplished using the proposed modified VGG-16 neural network as shown in Ta-
ble 4.1.

The results indicate that, inside the critical region, the estimated values and the
groundtruth values using α = 0.03, as suggested in Section 4.2.3 for false data injection
detection, can be considered the same, as shown in Figure 4.7.
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Figure 4.7: Comparison of the visual state estimated values and ground truth.

4.5 Conclusions
This work explores the false data injection detection in solar power generation from sky

images, using a modified VGG-16 neural network to obtain an intermediate representation
that can be used to estimate power generation with a support vector regressor. Results
comparing the estimated values and the ground truth did not reveal a significant difference
without a false data injection attack. A measurement discrepancy was detected when a
data injection attack was performed in a random measurement. Our proposed approach
overcomes the previous work [3] in terms of performance. The proposed approach is
flexible and can be easily adapted to different solar power generation systems.

4.6 Future Works
As a future work, it could be interesting to study actions once a false data injection

attack is detected; for instance, an appropriate mitigation strategy can be implemented.
This might involve isolating the affected components, recalibrating sensors, restoring valid
data from backups, or even triggering an automated response to neutralize the attack.



63

Chapter 5
Contribution IV

Robust Data-Driven State of Health Estimation of
Lithium-Ion Batteries Based on Reconstructed

Signals 1

Abstract: The state of health (SoH) of lithium-ion batteries is critical for diagnos-
ing the actual capacity of the battery. Data-driven methods have achieved impressive
accuracy, but their sensitivity to sensor noise, missing samples, and outliers remains a
limitation for their deployment. This paper proposes a robust, purely data-driven SoH
estimation methodology that addresses these challenges. Our method uses a proposed
non-iterative closed-form signal reconstruction derived from a modified Tikhonov regu-
larization. Five new features were extracted from reconstructed voltage and temperature
discharge profiles. Finally, a Huber regression model is trained using these features for SoH
estimation. Six ageing scenarios built from the public NASA and Sandia National Labo-
ratories datasets, under severe Gaussian noise conditions (10 dB SNR), were employed to
validate our proposed approach. In noisy environments and with limited training data,
our proposed approach maintains a competitive accuracy across all scenarios, achieving
low error metrics, with an RMSE on the order of 10−4, an MAE on the order of 10−2, and
a MAPE below 1%. It outperforms state-of-the-art deep neural networks, direct-feature
Huber models, and hybrid physics/data-driven models. In this work, we demonstrate
that robustness in SoH estimation for lithium-ion batteries is influenced by the choice of
machine learning architecture, loss function, feature selection, and signal reconstruction
technique. In addition, we found that tracking the time to minimum discharge voltage
and the time to maximum discharge temperature can be used as effective features to es-
timate SoH in data-driven models, as they are directly correlated with capacity loss and
a decrease in power output.

1Contribution IV is published as: Byron Alejandro Acuña Acurio, Diana Estefanía Chérrez
Barragán, Juan Carlos Rodríguez, Felipe Grijalva and Luiz Carlos Pereira da Silva, “Robust Data-Driven
State of Health Estimation of Lithium-Ion Batteries Based on Reconstructed Signals" [111] in Energies
2025,
doi: https://doi.org/10.3390/en18102459

https://doi.org/10.3390/en18102459
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Keywords: Data-driven method; State of Health Estimation; Signal reconstruction;
Regularization operator; Statistical features.

5.1 Introduction
Lithium-ion batteries (LIBs) are essential in the transition to sustainable energy sys-

tems [112]. They enable the storage of renewable energy for later use, which is critical for
balancing supply and demand from intermittent energy sources [113]. In the electricity
sector, LIBs are used for peak shaving, arbitrage, capacity firming, energy price manage-
ment, frequency regulation, and grid stabilization [114]. Over time, batteries experience
degradation due to multiple factors such as charge, discharge cycles, and the temperature
effects of working conditions. State of health (SoH) estimation is important for assessing
battery degradation of all the aforementioned applications and electric vehicles [115]. SoH
is defined as the ratio of the actual capacity to the nominal capacity [116]. It is expressed
as a percentage to diagnose the actual battery capacity [117]. For instance, a SoH below
range of 70–80% indicates the end-of-life of the battery for primary applications since
the battery can no longer deliver the required power density by high-performance stor-
age systems [118]. However, such batteries can still be reused in second life applications
(lower power applications) [119]. SoH estimation methods can be classified in the follow-
ing four main categories [120]: (i) experimental methods, (ii) physics-based models, (iii)
data-driven methods, and (iv) hybrid approaches [121].

Experimental methods, also known as direct measurement methods, include processes
such as ampere-hour counting [122], which involves performing a full charge and discharge
cycle between defined voltage thresholds. Specific current rates and temperature condi-
tions are maintained during ampere-hour counting [120]. To determine the actual battery
capacity Q, and SoH, the following formulation is employed:

Q =
∫ tf

0
ηI(t)dt

SOH = Q

Qinitial

(5.1)

where Q is the actual capacity, Qinitial is the initial capacity of a battery, I(t) is the
current, and tf is the total time during charging or discharging. η represents the coulombic
efficiency, which is very close to 1 for LIBs [123]. However, these methods are time-
consuming, require interrupting normal operation, and are limited to controlled laboratory
environments [124].

Physics-based models [125] simulate the chemical and physical processes occurring
within batteries. SoH is estimated by monitoring changes in some model parameters
that are correlated with battery aging [126]. For instance, in equivalent circuit models
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(ECM) [127], LIBs are represented as electrical circuits with resistors, capacitors, and
voltage sources [128]. As the battery ages, evidenced by a decline in SOH, the internal
resistance parameter in ECM models increases, while the capacitance related to capacity
tends to decrease [129]. Models calibrated under specific conditions may not apply directly
to others, necessitating re-calibration across different operating scenarios [130].

Data-driven methods [131], such as machine learning (ML) algorithms, are trained on
historical aging data (voltage, current, temperature, etc.) to identify complex patterns
and relationships between the extracted features, e.g., health indicators and SoH. [132].
Recent studies highlight that by using large datasets and carefully designed training set-
tings, data-driven techniques can achieve high accuracy and adaptability in predicting
battery SoH [133], often outperforming traditional physics-based models in terms of ac-
curacy [133]. Therefore, data-driven methods are usually implemented in BMS to track
degradation and estimate SoH [134]. However, SoH data-driven approaches often require
large datasets for training [135] and are sensitive to noise and missing data [136]. Thus, se-
lecting and extracting the right features for data-driven methods is non-trivial, especially
with varying operating conditions and degradation mechanisms [137].

Hybrid approaches combine different sources of information and modeling techniques
to enhance the accuracy, robustness, and interpretability of SoH estimation. For instance,
physics-based models can be used to provide simulated features to data-driven approaches
to perform SoH estimation with real and simulated data [138]. Recent studies have pro-
posed knowledge transfer techniques; for instance, [139] developed a transfer learning
method that diagnoses degradation modes (DMs) of lithium–iron–phosphate (LFP) bat-
teries by minimizing both classification loss and domain adaptation loss between synthetic
and real datasets. This approach enables accurate DM identification without requiring
extensive real-world labeled data. Similarly, [140] proposed a two-stage SOH estimation
framework where DM knowledge is first transferred from synthetic to real datasets and
then used as input for SOH prediction.

In this work, we propose a novel pure data-driven SoH estimation approach of lithium-
ion batteries, designed to demonstrate robustness against noisy measurements and out-
liers. Unlike previous methods, our proposed approach can be trained with small datasets.
The proposed method does not need an explicit physics-based model or assumptions
about initial aging conditions for maintaining high accuracy, making it suitable for real-
time BMS implementation with low-computational cost and memory requirements. To
highlight the advantages of the proposed methodology, Table 5.1 presents a comparative
analysis against previous data-driven and hybrid approaches that report the lowest error
metrics for estimating lithium-ion battery state of health [141].
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Table 5.1: Comparison of proposed SoH estimator with previous data-driven approaches.

Data-Driven
Method

Number of
Input

Features
Robustness Trainable

Parameters
Performance
Metric

Proposed Approach

5 proposed
features based

on signal
reconstruction

Our proposed signal
reconstruction approach
can handle noise and
outliers in the
measurement data

6 polynomial
parameters trained
with Huber cost
function

RMSE = 10−4%,
MAE = 10−2%,
MAPE = 1%

Deep Neural
Network [5]

3 (Direct
features)

The reported approach
requires preparing the
data by removing
significant outliers
manually

2 hidden layers with
30 and 15 neurons,
respectively, as well
as Sigmoid and Tanh
activation functions

RMSE = 1.9 ×
10−4%, MAPE = 1.39
%

Deep Neural
Network [142]

6 (Direct
features)

The paper does not
discuss a dedicated noise
handling mechanism

217 trainable
parameters

RMSE = 0.004758%,
MAE = 0.534 %

Nonlinear
Autoregressive
Exogenous Neural
Network [143]

8 (Model-based
features)

The paper does not
discuss a dedicated noise
handling mechanism

Hidden neurons = 50,
Feedback delays = 8

MAE = 0.72%,
MaxE = 4.69%

Gated Recurrent
Unit Network [144]

3 (Direct
features)

Gaussian noise injection
with a mean of 0 and a
standard deviation of
1–2% into the voltage,
current, and temperature
measurements (works on
less noise-corrupted
signals)

Hidden
neurons = 256
(GRU), convolution
number = 64, size of
each convolution layer
32 × 1

MAE = 1.03%,
MaxE = 4.11%

Convolutional
Neural Network
[145]

1 (Preprocessed
features)

The reported approach is
sensitive to noise and
outliers

Number of
convolution
kernels = 256, size of
the kernel = 3 × 1

RMSE = 1.1%,
MAE = 0.9%

The summarized contributions of this paper are as follows:

Closed-form signal reconstruction: We present a non-iterative closed-form solution
for the signal reconstruction of noisy measurements.

Novel data-driven health indicators: We introduce five noise-resilient features de-
rived from the reconstructed voltage and temperature discharge profiles.

Robust data-driven state of health estimation: In this work, we use the Huber cost
function to improve the accuracy of the regression model by reducing the impact of
outliers, providing an alternative to removing outliers from the dataset.

This paper is organized as follows: Section 5.1 introduces the SoH estimation problem
for LIBs and reviews current modeling techniques in the literature. Section 5.2 out-
lines the proposed approach and the case studies. Section 5.3 presents a comprehensive
performance assessment that demonstrates the effectiveness of our method compared to
existing data-driven and hybrid methods in noisy environments and with limited training
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data. Finally, Section 5.4 concludes the paper, summarizing key findings and discussing
potential directions for future work.

5.2 Materials and Methods
This section outlines the materials and methodology adopted in the development of

the proposed SoH estimation approach for LIBs under noisy measurement conditions. As
illustrated in Figure 5.1, the proposed method is described in detail in Section 5.2.1. This
work assumed that there is an availability of data storage systems capable of continuously
monitoring and recording voltage and temperature measurements from LIBs.

Data Acquisition  Signal Reconstruction

Batch 0018

Tikhonov 

LASSO

Battery discharge 
cycle voltage

Battery discharge 
cycle temperature

Huber RegressorStatistical Features

Figure 5.1: Proposed state of health estimation for lithium-ion batteries based on signal recon-
struction.

5.2.1 Proposed Approach

Our proposed approach consists of three key stages:

1. Signal Reconstruction: This stage estimates a vector ẑm = (ẑm1 , ẑm2 , . . . , ẑmt )T from
noisy voltage and temperature profiles zmc =

(
zmc,1, zmc,2 . . . , zmc,t

)T
, where m = 1

corresponds to the battery discharge voltage profile and m = 2 represents the bat-
tery discharge temperature profile. The signal reconstruction employs the proposed
closed-form, non-iterative mathematical expression formulated in Equation (5.8).

2. Feature Extraction: From the reconstructed voltage and temperature discharge pro-
files, five new data-driven health indicators are extracted, which are conditionally
correlated with the battery aging process.

3. SoH Estimation: A Huber regression model was employed for SoH estimation,
demonstrating robustness against outliers.

Further details of each stage will be explained in the following sections.
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5.2.1.1 Proposed Signal Reconstruction stage

This subsection details the proposed signal reconstruction stage, designed to recover
voltage and temperature discharge profiles from noisy measurement data. The measure-
ment model employed in this work was formulated as follows:

zmc zm + e (5.2)

where zm represents the unknown noise-free signal for each discharge profile. The term
e denotes the stochastic noise component affecting the measurements. The objective of
the proposed signal reconstruction method is to estimate the clean signal, denoted as ẑm,
from the noisy measurement zmc . To achieve this, the signal reconstruction problem is
formulated as a regularized optimization problem:

min
ẑm

‖ẑm − zmc ‖2
2 + δφ (∆ẑm) ; (5.3)

the regularization hyperparameter δ controls the trade-off between preserving the orig-
inal noisy signal and noise filtering. The function φ (∆ẑm) introduces a regularization
term to improve robustness against measurement noise. When δ = 0, the recon-
structed signal exactly matches the noisy measurement. Conversely, excessively high
values of δ result in over-smoothing, potentially distorting the original signal characteris-
tics. Two regularization strategies were investigated in this study: (i) Tikhonov regular-
ization = φ (∆ẑm) = ‖∆ẑm‖2

2 and (ii) LASSO regularization = φ (∆ẑm) = ‖∆ẑm‖1.
To solve the ill-posed problem in Equation (5.3), the regularization hyperparameter δ

is determined using the L-Curve method, as detailed in [40]. Additionally, we employ the
regularization operator ∆, previously reported in [40], and defined in Equation (5.4), due
to its demonstrated stability in reconstructing voltage and temperature discharge profiles
of lithium-ion batteries observed in this work.

∆ =



1 −1 0 0 0 · · · 0 0 0 0
−1 2 −1 0 0 · · · 0 0 0 0

0 −1 2 −1 0 · · · 0 0 0 0
0 0 −1 2 −1 · · · 0 0 0 0
... ... ... ... ... ... ... ... ...
0 0 0 0 0 · · · −1 2 −1 0
0 0 0 0 0 · · · 0 −1 2 −1
0 0 0 0 0 · · · 0 0 −1 1



(5.4)

where ∆ ∈ t×t is a square matrix, with its dimension equal to the number of samples t

in each discharge profile.
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Signal Reconstruction Based on Tikhonov Regularization The reconstruction of
the signal is formulated based on a modified Tikhonov regularization strategy expressed
in Equation (5.5). This formulation, known as the unrestricted form, allows us to obtain
a non-iterative approach to recover clean discharge profiles from noisy measurements, as
follows

min
ẑm

‖ẑm − zmc ‖2
2 + δ ‖∆ẑm‖2

2 (5.5)

This formulation can be rewritten in the following compact form:

min
ẑm

‖ẑm − zmc ‖2
2 + δ ‖∆ẑm‖2

2 = min
ẑm

∥∥∥∥∥∥
 ẑm − zmc√

δ ∆ẑm

∥∥∥∥∥∥
2

2

(5.6)

Equation (5.6) can be rewritten as

min
ẑm

∥∥∥∥∥∥
 ẑm − zmc√

δ ∆ẑm

∥∥∥∥∥∥
2

2

= min
ẑm

∥∥∥∥∥∥
 I√

δ ∆

 ẑm −

 zmc
0

∥∥∥∥∥∥
2

2

(5.7)

Solving for ẑm, the closed-form solution of signal reconstruction using modified Tikhonov
regularization is given by

ẑm =


 I√

δ∆

T  I√
δ∆




−1  I√
δ∆

T  zmc
0

 (5.8)

Signal Reconstruction Based on LASSO Regularization In the case of LASSO
regularization strategy, it is not possible to have a closed-form expression. However, the
ill-posed problem can be effectively solved using the following constrained optimization
problem.

min δ‖∆ẑm‖1

s.t. ‖ẑm − zmc ‖2
2 ≤ δ

(5.9)

For this study, the regularization parameter δ was empirically set to 5 for signals with
a signal-to-noise ratio (SNR) of 10 dB. The optimal choice of δ is inherently dependent
on the noise characteristics of the data:

For highly corrupted signals (SNR < 10 dB), larger δ values (δ > 5) are recom-
mended to enhance noise suppression.

For signals with minimal noise contamination (SNR > 10 dB), lower δ values (δ < 5)
preserve original signal details.
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5.2.1.2 Proposed Feature Extraction stage

We propose a systematic approach to extract features highly correlated with battery
health degradation by analyzing the evolving patterns in voltage and temperature profiles
during discharge cycles. The method consists of three steps:

1. Identification of discharge cycle.

2. Extraction of voltage features.

3. Extraction of temperature features.

1. Identification of discharge cycle: We isolate the continuous discharge cycles from
battery operation data by identifying periods where the current drops below a predefined
threshold (in this case −0.05 A) and where a predefined minimum voltage (e.g., cutoff
voltage) is reached. Note that manufacturers generally set a safe cutoff voltage to preserve
battery health and lifespan [146]. Lower cutoff voltages (e.g., 2.0 V) correspond to a
depth of discharge (DOD) closer to 100%. However, in real-time applications, battery
manufacturers generally do not recommend a 100% DOD as an operational norm [147].
Many battery studies suggest limiting the DOD to 70% to extend battery lifespan [148].
This step ensures we analyze only discharge events, filtering out partial or interrupted
discharge cycles that could skew the analysis.

2. Extraction of voltage features: Battery voltage during discharge follows a decreasing
pattern, where each successive voltage measurement is lower than the previous one, ẑ1

1 >

ẑ1
2 > . . . > ẑ1

t , and whose characteristics change as the battery degrades. We capture
these dynamics through two critical features:

Minimum discharge voltage (x1): This is the lowest voltage reached during the
discharge cycle (cutoff voltage). As a battery ages, its internal impedance increases
due to factors such as lithium inventory loss and conductive degradation [149].
An increment in the impedance leads to a more pronounced voltage drop (R0i)
during discharge [150]. According to the Shepherd model, the terminal voltage V

at discharge time t can be modeled as follows [151]:

V (t) = E0 − K

[
Q

Q − i(t) × t

]
i(t) − R0i(t) (5.10)

where E0 is the theoretical initial open-circuit voltage under specific working con-
ditions, R0 represents the internal ohmic resistance of the battery (Ω), i is the
discharge current in amperes (A), assumed positive, and Q is the actual full ca-
pacity of the battery in ampere-hours (Ahr), in which eventually, with aging, its
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experiment capacity will fade. Q − i(t) × t is the remaining capacity in the bat-
tery at discharge time t and K is the polarization resistance coefficient (Ω). Thus,
the minimum discharge voltage is sensitive to internal resistance growth, and to the
battery’s full capacity Q. In this work, we found that tracking the time to minimum
discharge voltage can be used as a feature to estimate SoH in data-driven models.

Time to minimum voltage (x2): This is the duration between the beginning of
discharge and the minimum voltage. A healthy battery with full capacity can sustain
the discharge current longer before reaching the voltage limit, whereas an aged
battery with capacity fade will hit the minimum voltage sooner [152].

3. Extraction of temperature features: Temperature profiles during discharge typically
exhibit an increasing pattern, where each successive temperature reading surpasses the
previous one, ẑ2

1 < ẑ2
2 < . . . < ẑ2

t , and which changes with battery aging. To capture
these thermal characteristics, we introduce three temperature-related features:

Minimum temperature at the beginning of discharge (x3): The baseline temperature
at the beginning of discharge, establishing a reference point.

Maximum discharge temperature (x4): The peak temperature reached during dis-
charge, reflecting internal resistance and exothermic reactions. As the battery de-
grades and its internal resistance increases, it produces more heat for the same
discharge current, resulting in a higher peak temperature [153].

Time elapsed between minimum and maximum temperature (x5): The aged bat-
tery’s temperature climbs to its maximum in a shorter time than in a new battery,
which heats more slowly due to its lower internal resistance [154].

These proposed features effectively encapsulate the electrochemical and thermal sig-
natures of battery degradation without requiring complete charge–discharge curves. All
extracted features xi were normalized to lie between 0 and 1 to ensure numerical stability
and consistency.

5.2.1.3 State of Health (SoH) Estimation

SoH is estimated using a Huber regression model (Equation (5.11)), a robust method
less sensitive to outliers than least squares regression [155]. The Huber loss function [155]
(Equation (5.12)) is used to fit the model, which smoothly transitions from a quadratic
form for small residuals to a linear form for large residuals. This adaptive property
mitigates the influence of outliers while maintaining sensitivity to minor deviations [155],
making it particularly well-suited for SoH estimation of noisy data.

ŷ = α0 + α1x1 + α2x2 + α3x3 + α4x4 + α5x5 (5.11)
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where the α coefficients are optimized by solving a convex quadratic programming prob-
lem [156] and xi represents our proposed features. We set the Huber transition parameter
to γ = 1.35, which yields approximately 95% efficiency under Gaussian noise. This
choice promotes numerical stability by limiting the influence of extreme residuals, thereby
helping to prevent overfitting even in high-dimensional feature spaces. The Huber cost
function [157], used in the training stage to fit the model, is defined as follows:

Lγ(yi, ŷi) =


1
2(yi − ŷi)2 for |yi − ŷi| ≤ γ,

γ |yi − ŷi| − 1
2γ2 otherwise.

(5.12)

Once trained, the Huber regression model provides accurate SoH estimates, ŷ, from
the five extracted features. As shown in Figure 5.1, incorporating Huber regression into
our pipeline ensures computational efficiency and robustness against outliers.

Training and testing were performed using labeled datasets, which are described com-
prehensively in Section 5.2.2.

5.2.2 Datasets

The proposed SoH estimation method was evaluated using two distinct datasets: the
NASA battery dataset [7] and Sandia National Laboratories (SNL) battery degradation
dataset [8].

5.2.2.1 NASA Data Overview

To evaluate our proposed SoH estimation method, experiments were performed using
three distinct testing scenarios derived from NASA’s lithium-ion battery aging dataset [7].
The selected batteries and scenarios ensure various realistic operational scenarios, in-
cluding temperature variations, different discharge cutoff voltages, diverse capacity fade
thresholds, and the end-of-life (EOL) criteria.

Scenario 1: Variable Temperature Conditions. In this scenario, we evaluate our pro-
posed SoH estimation method over a broad temperature range from 4 °C to 40 °C. Bat-
teries B0005 and B0007 were used for model training, while Battery B0018 was reserved
exclusively for testing purposes. The charging protocol consisted of a constant current
(CC) phase at 1.5 A until the battery voltage reached 4.2 V, then a constant voltage
(CV) phase was maintained at 4.2 V until the charging current decreased to 20 mA. The
discharge cutoff voltages varied across the batteries, set at 2.7 V for B0005, 2.2 V for
B0007, and 2.5 V for B0018. The end-of-life criterion was determined based on a capacity
fade of 30%, corresponding to a decrease from the nominal capacity of 2.0 Ah to 1.4 Ah.

Scenario 2: Constant Temperature Conditions. In Scenario 2, the batteries operated
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under controlled ambient conditions, with a constant temperature of 24 °C. Battery B0033
was used for training purposes, while B0034 was reserved for testing. The charging proto-
col was identical to Scenario 1, with the difference that the discharge cutoff voltages were
set at 2.0 V for B0033 and 2.2 V for B0034. A more demanding end-of-life criterion was
adopted, defined by a capacity fade threshold of 20%, also corresponding to a reduction
in battery capacity from the initial 2.0 Ah to 1.6 Ah.

Scenario 3: Low-Temperature Operation: In this scenario, the batteries operated un-
der low-temperature conditions (4 °C). The charging protocol followed the previously
established procedure, with the difference that the discharge cutoff voltages among bat-
teries were set at the following: 2.2 V for B0046, 2.5 V for B0047, and 2.7 V for B0048.
The end-of-life criterion was the same as Scenario 1, defined as a 30% capacity fade.

Using the aforementioned scenarios, we evaluate the proposed SoH estimation method
under different working conditions, as described in [158] and shown in Table 5.2.

Table 5.2: Operating parameters of batteries from NASA dataset.

Battery
ID

End
Voltage

(V)

Ambient
Tempera-
ture (°C)

Nominal
Capac-

ity
(Ah)

Discharge
Cur-
rent
(A)

End of
Life

Criteria
(Ah)

No.
of

Cy-
cles

B0005 2.7 4 to 40 2 2 1.4 168
B0007 2.2 4 to 40 2 2 1.4 168
B0018 2.5 4 to 40 2 2 1.4 132
B0033 2.0 24 2 4 1.6 198
B0034 2.2 24 2 4 1.6 198
B0046 2.2 4 2 1 1.4 72
B0047 2.5 4 2 1 1.4 72
B0048 2.7 4 2 1 1.4 72

5.2.2.2 SNL Data Overview

We also evaluated our proposed SoH estimation method using three additional testing
scenarios derived from the Sandia National Laboratories (SNL) lithium-ion battery aging
dataset [8]. SNL’s dataset contains detailed cycle-level and time-series battery perfor-
mance data collected during charge–discharge cycling tests on commercial 18650-format
lithium–iron–phosphate (LFP) cells. Each battery was subjected to varied experimen-
tal conditions, including temperature, charge–discharge current rates, and state-of-charge
(SoC) ranges. The data were acquired through the open-access web platform [159].

Scenario 4: High-stress regime. In this scenario, both training and test datasets from
lithium–iron–phosphate (LFP) 18650 cells were cycled at 25 °C ambient temperature.
Cells were charged at a rate of 0.5C and discharged at a rate of 1C (where C represents
the battery’s capacity in ampere-hours (Ah)), covering a full SoC range from 0% to 100%



5.2. Materials and Methods 74

(complete depth of discharge). Specifically, the training data originated from the file
SNL_18650_LFP_25C_0-100_0.5-1C_c_timeseries.csv, while testing data were taken
from SNL_18650_LFP_25C_0-100_0.5-1C_d_timeseries.csv. Discharge rate conditions
varied between 0.5C and 2C.

Scenario 5: Higher discharge rate. The training dataset was obtained from the
file SNL_18650_LFP_15C _0-100_0.5-2C_a_timeseries.csv, while the testing dataset
was sourced from SNL_18650_LFP_15C_0-100_0.5-2C_b_timeseries.csv. Compared
to other scenarios, Scenario 5 is characterized by its lower operating temperature condi-
tions (15 °C) and a higher discharge rate (2C), resulting in shorter discharge durations at
high voltage per cycle.

Scenario 6: High-stress regime. The working conditions of this scenario are similar to
those of Scenario 4, but with different batteries. For the training data, we used the file
SNL_18650_LFP_25C_0-100_0.5-1C_a_timeseries.csv, while the data used for testing
were taken from the file SNL_18650_LFP_25C_0-100_0.5-1C_b_timeseries.csv.

The proposed SoH estimation methodology was evaluated across the aforementioned
defined scenarios, detailed in Table 5.3. Note, NCA means Lithium Nickel Cobalt Alu-
minum Oxide, and NMC means Lithium Nickel Manganese Cobalt Oxide. Hence, NCA
and NMC refer to two different types of lithium-ion battery cathode chemistries.

Table 5.3: Operating parameters of batteries from SNL dataset.

Cathode Chemistry
NCA NMC

Manufacturer Panasonic LG Chem
Manufacturer City - Country Osaka - Japan Seoul - South Korea
Manufacturer PN NCR18650B 18650HG2
Battery type 18650 18650
Nominal capacity [Ah] 3.2 3
Nominal voltage [V] 3.6 3.6
Voltage range [V] 2.5–4.2 2.0–4.2
Max discharge current [A] 6 20
Temperature range [◦C] 0–45 −5–50
Charge C-rate 0.5C 0.5C
Discharge C-rate 0.5C/1C/2C 0.5C/1C/2C
Test temperature [◦C] 15/25/35 15/25/35
Depth of discharge 0–100% 0–100%

5.2.3 Accuracy Evaluation Metrics

A robust SoH estimation model maintains its accuracy across a wide range of scenarios.
To evaluate the accuracy of our proposed SoH estimation methodology, three widely
used evaluation metrics [160] were employed: mean absolute percentage error (MAPE),
mean absolute error (MAE), and root mean square error (RMSE). These metrics provide
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complementary measures of estimation accuracy, as detailed below:

Mean Absolute Percentage Error (MAPE) quantifies the relative error as a percent-
age, making it easy to interpret and compare across different datasets or models,
and is defined as follows:

MAPE = 1
n

n∑
i=1

∣∣∣∣∣ ŷi − yi
yi

∣∣∣∣∣ (5.13)

Note that MAPE can be misleading when actual yi values are close to zero, as the
percentage error becomes disproportionately large.

Mean Absolute Error (MAE) measures the average magnitude of absolute deviations
between the estimated and actual SoH values. Lower MAE values indicate higher
prediction accuracy. Mathematically, it is expressed as follows:

MAE = 1
n

n∑
i=1

|ŷi − yi| (5.14)

Note that MAE is less sensitive to outliers compared to metrics like Root Mean
Squared Error (RMSE), as it does not square the error.

Root Mean Square Error (RMSE) evaluates the standard deviation of prediction
errors, heavily penalizing large deviations. RMSE is computed as follows:

RMSE =
√√√√ 1

n

n∑
i=1

(ŷi − yi)2 (5.15)

Note that RMSE is sensitive to outliers.

where ŷi is the estimated SoH, yi is the ground truth SoH, and n is the total number
of SoH observations.

5.3 Numerical Results and Discussions
We first describe the experimental setup in Section 5.3.1, then provide a comprehensive

experimental validation and performance analysis of our SoH estimation methodology
under various noise levels, charging protocols, and operational conditions.

5.3.1 Experimental Setup

Our proposed SoH estimation method was evaluated using the scenarios detailed in
Section 5.2.2. All experiments were conducted on a workstation assembled in Dell’s man-
ufacturing facility located in Hortolândia, São Paulo, Brazil, with an Intel(R) Core(TM)
i7 870 processor and 8 GB RAM. The proposed approach presented in Section 5.2.1 was
implemented in Python 3.8 [161].
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5.3.2 Sensitivity Analysis of Signal Reconstruction

The voltage and temperature discharge profile data for each scenario, detailed in Sec-
tion 5.2.2, were distorted according to the following signal-to-noise ratio (SNR) ranges:
10, 20, 30, 40, 50 dB. All signals were normalized to zero mean and unit variance be-
fore processing to ensure a fair comparison across methods and parameter values. For
each SNR level, we identified the optimal regularization parameter δ for both Lasso and
Tikhonov methods using grid search. Our proposed approach assumes that sensor noise
follows a zero-mean Gaussian distribution. This is a common characteristic of real-world
sensor data according to [162]. Both our proposed approach based on modified Tikhonov
formulation (Equation (5.8)) and LASSO formulation (Equation (5.9)) demonstrated sta-
ble performance under noisy conditions. However, our proposed approach achieves the
lowest error metrics across multiple SNR levels, outperforming filtering methods such as
moving average (MA) [163] and Kalman filter [164] for signal reconstruction, as shown in
Figure 5.2.

In contrast to our proposed closed-form solution, which provides stable reconstruc-
tions for ill-posed inverse problems, LASSO formulation requires an iterative solution
process and can be sensitive to convergence criteria and regularization parameter tuning.
Therefore, we found that the LASSO formulation has a higher error variability than our
proposed approach based on modified Tikhonov. On the other hand, the moving average
(MA) filter operates by smoothing data points over a specified window. However, MA
can lead to oversmoothing and the loss of important features in the signal, particularly
in the presence of sharp transitions or edges. We found that this characteristic often
results in insufficient performance when the signal reconstruction involves non-stationary
or rapidly changing signals. In contrast, our proposed approach promotes piecewise con-
stant solutions that are beneficial for reconstructing signals with abrupt changes. Thus,
our proposed signal reconstruction method not only reduces noise effectively but also pre-
serves essential signal characteristics that simple averaging methods can overlook. In this
study, the centered MA filter [163] was implemented using Equation (5.16)

y[n] = 1
M

M−1∑
i=0

x
[
n + i − M − 1

2

]
(5.16)

where M represents the predefined samples (window size) that are used to average the
original input signal x[n] and n is the time index. In this work, we use M = 5 obtained
from a grid search. This allows the filter to process both past and future samples in a
symmetric manner.

Kalman filter addresses the signal reconstruction problem by forming a recursive esti-
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mation procedure that integrates predictions based on the following dynamic model [164]:

xk = xk−1 + wk, wk ∼ N (0, Q), (5.17)

where xk ∈ is the latent (noise-free) signal sample at discrete time step k and Q > 0 is
the process-noise variance that captures unmodeled perturbations and model mismatch.
Each noisy observation zk was modeled with direct noisy measurement vk, as follows:

zk = xk + vk, vk ∼ N (0, R), (5.18)

where R > 0 is the measurement-noise variance. Our proposed approach based on
Tikhonov formulation uses all data (e.g., all discharge voltage and temperature profiles)
in a single batch. In contrast, the Kalman filter performs a sequential filtering by updat-
ing the reconstruction solution at each sample k. The Kalman filter achieves optimality
only when (Q, R) match the true process and sensor variances. Hence, we found that our
proposed method is more robust to non-optimal hyperparameter specification compared
with the Kalman filter. The experimental results demonstrate that our proposed approach
achieves lower bias and variance than the Kalman filter for the signal reconstruction task
under varying noise levels. This highlights the importance of sufficient data information
for accurate reconstruction, providing stability against noise. Figure 5.2 is organized as
follows: the boxplots show the RMSE, MAE, and MAPE for all the estimated SoH across
different SNRs. SNR quantifies the measurement error for each measurement using (5.19).

SNR[dB] = 10 log10
[z2]
σ2
z

(5.19)

The error e iid∼ N (0, σ2
z) is used to pollute each measurement zmc in Equation (5.2).

Signal reconstruction is an ill-conditioned problem, which can lead to convergence issues.
To mitigate this, we introduced a closed-form solution in Equation (5.8) that ensures reli-
able performance even when the LASSO formulation encounters convergence difficulties.
To do this, it is required to use the proposed regularization operator presented in Equa-
tion (5.4), which was introduced in a previous paper by our research group [40]. Since
the proposed closed-form expression is a non-iterative mathematical model, the number
of iterations required to obtain a signal reconstruction solution is one. Consequently, a
significant reduction in computational time is observed.
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Figure 5.2: Sensitivity analysis of signal reconstruction quality across various SNRs (10–50
dB). Our proposed approach based on Tikhonov consistently outperforms widely adopted signal
processing methods, including the LASSO formulation, moving average (MA) filter, and the
Kalman filter, across multiple accuracy metrics. Boxplots show (a) RMSE, (b) MAE, and
(c) MAPE, with the proposed approach yielding the lowest error dispersion across all metrics,
highlighting its effectiveness in preserving signal quality under noise.

Table 5.4 shows the reduction in reconstruction signal quality as noise levels increase.
However, our proposed approach maintains a consistent good performance in terms of
accuracy. These findings support the selection of our proposed modified Tikhonov recon-
struction stage within the proposed SoH estimation method.

Table 5.4: Comparison of signal reconstruction accuracy for the proposed closed-form Tikhonov,
the iterative LASSO formulation, a centred moving-average (MA) filter, and a recursive Kalman
filter under five noise conditions (SNR = 10–50 dB). Lower values of RMSE, MAE, and MAPE
indicate superior reconstruction quality. The best results in each column are in bold.

Metrics Method
SNR (dB)

Average
10 20 30 40 50

Tikhonov 0.0404 0.0210 0.0172 0.0165 0.0164 0.0223
RMSE MA 0.0408 0.0278 0.0252 0.0248 0.0248 0.0287

Lasso 0.0547 0.0248 0.0240 0.0247 0.0248 0.0306
Kalman 0.0594 0.0537 0.0511 0.0515 0.0515 0.0534
Tikhonov 0.0295 0.0112 0.0064 0.0041 0.0035 0.0109

MAE MA 0.0273 0.0120 0.0077 0.0060 0.0056 0.0117
Lasso 0.0427 0.0144 0.0104 0.0091 0.0088 0.0171
Kalman 0.0381 0.0338 0.0311 0.0318 0.0319 0.0334
Tikhonov 0.8497 0.3295 0.1940 0.1299 0.1133 0.3233

MAPE
(%)

MA 0.7894 0.3566 0.2369 0.1866 0.1764 0.3492

Lasso 1.2197 0.4241 0.3164 0.2809 0.2719 0.5026
Kalman 1.1377 1.0139 0.9360 0.9553 0.9601 1.0006
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5.3.3 Sensitivity and Correlation Analysis of Proposed Features

It is necessary to understand the importance of each feature for SoH estimation and
provide insights into model goodness-of-fit in relative terms; that is, not merely whether
the model performs well, but which features contribute most to its performance. To do
this, we conducted a sensitivity analysis of the proposed features shown in Table 5.5. In
this analysis, we examined model performance under different feature combinations: using
all features, leaving one feature out, and using only a single feature. We evaluated each
combination using error metrics (RMSE, MAE, MAPE), the coefficient of determination
(R2), and execution time. Note that R2 quantifies the proportion of variance in the SoH
variable that is estimated from one or more features, defined as

R2 = 1 −
∑n
i=1 (yi − ŷi)2∑n
i=1 (yi − ȳ)2 (5.20)

where ȳ is the mean of the true values. In this formulation, R2 = 1 indicates a perfect
fit of the model to the data, corresponding to zero residual error (∑N

i=1 (yi − ŷi)2 = 0),
whereas R2 = 0 indicates that the model is no better than predicting the mean of the
data (∑N

i=1 (yi − ŷi)2 = ∑N
i=1 (yi − ȳ)2). Thus, R2 = 0.90 means that 90% of the variance

in SoH is explained by the model. It is worth noting that R2 can be negative if the model’s
predictions are worse than simply using the mean ȳ, although in a well-trained regression
for SoH we expect R2 to be between 0 and 1.

We use the Pearson correlation coefficient to measure the degree of linear correlation
between our proposed features and the SoH, based on the following formulation

r =
∑n
i=1 (xi − x̄) (yi − ȳ)√∑n

i=1 (xi − x̄)2 ∑n
i=1 (yi − ȳ)2

(5.21)

where xi indicates the proposed features and yi the SoH, and x̄i and ȳi are their average
values, respectively. The range of the Pearson correlation coefficient is [−1, 1]. The
closer to the extreme values at both ends, the stronger the linear correlation between the
proposed features and SoH. For detailed information of the correlation analysis, see Table
5.6.
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Table 5.5: Sensitivity analysis of proposed features. Checkmark ( ) indicates inclusion and a
dash (-) indicates exclusion of the corresponding proposed features: minimum discharge volt-
age (x1), time to minimum voltage (x2), minimum temperature at the start of discharge (x3),
maximum discharge temperature (x4), and time elapsed between minimum and maximum tem-
perature (x5). The best results are in bold.

Proposed Features
RMSE MAE MAPE (%)R2 Time (s)

x1 x2 x3 x4 x5

✓ ✓ ✓ ✓ ✓ 0.0862 0.0732 0.5987 0.923523 0.0259
- ✓ ✓ ✓ ✓ 0.233401 0.1855705 1.2169 0.913716 0.01905
✓ - ✓ ✓ ✓ 1.0651395 0.8038405 2.60585 0.628143 0.0176
✓ ✓ - ✓ ✓ 0.2290405 0.181089 0.70005 0.922905 0.01785
✓ ✓ ✓ - ✓ 0.230986 0.18282 0.64605 0.9241995 0.01835
✓ ✓ ✓ ✓ - 0.2297205 0.181146 0.73265 0.923476 0.01975
✓ - - - - 1.393372 1.171515 8.9394 −1.454 0.0076
- ✓ - - - 0.231793 0.1860235 1.22655 0.9275 0.0086
- - ✓ - - 1.1681775 0.862342 4.66665 0.08354 0.0079
- - - ✓ - 1.1566025 0.8757905 6.4991 −0.63832 0.0067
- - - - ✓ 1.364249 1.157678 3.33345 0.4079215 0.00895

Table 5.6: Pearson correlation coefficients (r) between each of the five proposed features and
the battery state of health (SoH), reported separately for the training set, the independent test
set, and the combined dataset. The strong positive correlations of the temporal features x2 and
x5 with SoH corroborate their dominant explanatory power, whereas x1, x3, and x4 show only
weak or moderate association. A negative sign indicates an inverse monotonic relationship with
SoH.

Proposed Features Train Test Overall
x1: minimum discharge voltage −0.1465 −0.2116 −0.1791
x2: time to minimum voltage 0.9689 0.9627 0.9658
x3: minimum temperature at the start of
discharge

−0.0340 0.2752 0.1206

x4: maximum discharge temperature 0.0357 −0.0601 −0.0122
x5: time elapsed between minimum and
maximum temperature

0.9625 0.9305 0.9465

Based on Table 5.6, we found that tracking the time to minimum discharge voltage
and the time to maximum discharge temperature can be used as effective features to
estimate SoH in data-driven models, as they are directly correlated with capacity loss
and a decrease in power output.
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5.3.4 Comparison of Feature Selection: Direct Features vs Pro-
posed

We compared our proposed five features, detailed in Section 5.2.1.2, with the direct
features approach reported in [4], which uses the following ten features: minimum, maxi-
mum, and average values of voltage, current, temperature, and the total discharge time.
Both methods use Huber regression, which is robust to outliers, along with the proposed
signal reconstruction stage, differing only in their features. As depicted in Figure 5.3, our
proposed method outperformed the direct features method in terms of accuracy across
different battery-aging scenarios. Our proposed features, despite using fewer features than
direct features [4], perform better, showing that our proposed feature engineering is more
effective than just collecting a wide range of statistics.
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Figure 5.3: Performance comparison of state-of-health (SoH) estimation across three scenarios
using direct features reported in [4] vs. our proposed feature selection approach. In each
scenario, the left plot shows predicted SoH at different numbers of aging cycles. The boxplots
show RMSE, MAE, and MAPE. The proposed method consistently exhibits lower prediction
errors, highlighting its effectiveness over direct features.

5.3.5 Data-Driven Robustness Comparison

To evaluate the robustness [162] of our proposed aproach, we adjusted the experimen-
tal setup presented in [165] with more intense noise contamination. The original study
[165] used Gaussian white noise with an SNR of 30 dB. We evaluated our model with
an SNR = 10 dB. This simulated more adverse data conditions. We compared our pro-
posed approach with the deep neural network (DNN) model for SoH estimation. The
DNN model is described in [5] and summarized in Section 5.3.5.1. To eliminate any bias
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that might arise from differences in noise handling, we employed the same proposed sig-
nal reconstruction stage based on modified Tikhonov regularization for the DNN model,
which was used in our proposed SoH estimation approach. Note that SoH estimations
were performed across different battery aging stages, operational conditions, and charging
protocols.

5.3.5.1 DNN

The DNN model extracts three key temporal features from the constant current–
constant voltage (CC-CV) charging process: (1) the initial voltage inflection point, which
characterizes the early charging behavior; (2) the CC-CV transition time, occurring when
the cell reaches 4.2 V and the current decreases to 1.5 A; and (3) the time to reach
peak cell temperature, which captures thermal characteristics during charging. The DNN
architecture consists of two hidden layers with three neurons each, employing Rectified
Linear Unit (ReLU) activation functions between layers.

As illustrated in Figure 5.4, our proposed approach consistently estimates the SoH
throughout the battery life cycles. The temporary increment in the measured value of
SoH (non-linearities) in Figure 5.4 corresponds to the capacity regeneration phenomenon
that occurs in lithium-ion batteries [166]. Our approach demonstrates superior robustness
against noise, particularly in Scenario 2, where the presence of high noise levels signifi-
cantly affects the DNN model [5]. While DNN models require large datasets for effective
learning, our method achieves comparable or superior performance with significantly fewer
training samples in noisy conditions. In addition, in Scenario 3, which includes multiple
missing values in the training data, our method maintained its resilience, further demon-
strating its robustness under adverse conditions.
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Figure 5.4: (a) In Scenario 1, our proposed approach consistently estimates the SoH throughout
the battery life cycle. (b) In Scenario 2, the comparison highlights the robustness of our proposed
approach against noisy data, whereas the DNN approach [5] is sensitive to noise. (c) In Scenario
3, the results demonstrate the resilience of our proposed approach to some missing values.

Compared to the DNN [5] model, our proposed approach achieves superior perfor-
mance (see Figure 5.4) with a RMSE of 10−4, MAE of 10−2, and MAPE below of 1%.
These results confirm the ability of our proposed approach to perform consistent and accu-
rate SoH estimations across different discharge conditions and with limited training data.
We further benchmarked our results against prior state-of-the-art methods, as shown in
Table 5.1.

5.3.6 Comparison with Hybrid Model

Our proposed approach is a purely data-driven machine learning (ML) model. We
compare our proposed approach with the hybrid approach in [6], which combines ML-
based predictions with a physics-based model. In the test of the hybrid approach, we
employed the proposed pipeline in Section 5.2.1 as the machine learning component. For
the physics-based model, an exponential decay assumption was employed, as follows:

SoHphys(n) = Cf + (C0 − Cf ) exp (−βnα) (5.22)

where C0 represents the initial capacity (normalized to 1.0), Cf is the final capacity
(e.g., 0.8), and β, α are decay parameters that control how quickly the SoH degrades
with cycle count. As shown in Figures 5.5 and 5.6, the hybrid approach model might
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not perfectly capture real-world battery dynamics. This limitation underscores that our
proposed data-driven method can help correct or improve these SoH estimations. To
compute the following results, hybrid model fusion was weighted 30% physics and 70%
ML as follows:

SoHhybrid = w · SoHphys + (1 − w) · SoHML (5.23)

The hybrid approach was tested using the six scenarios presented in Section 5.2.2.
Table 5.7 compares the accuracy of the proposed SoH estimation pipeline with three al-

ternatives over six representative aging scenarios. These results confirm that our proposed
pipeline estimates SoH, even under severe noise, missing data, and variable discharge pro-
tocols, where the alternative methods lose accuracy.

As is shown in Table 5.8, SoH estimation of lithium-ion batteries is influenced by
operational parameters such as discharge C-rates, temperature, and charging protocols.
In this case, higher discharge C-rates tend to larger estimation errors. However, our
proposed approach maintains competitive accuracy. Low temperatures like 4 °C lead to
higher errors compared to moderate temperatures such as 24 °C. The CC-CV charging
protocol performs better than CC for SoH estimation.
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Figure 5.5: Comparison of proposed SoH approach (red) versus hybrid model (green) [6] across
multiple scenarios based on NASA dataset [7] and detailed in Section 5.2.2. Left plots show
the SoH predictions for each scenario along different numbers of aging cycles (the ground truth
is in black). Boxplots of the corresponding error metrics RMSE, MAE, and MAPE. Overall,
our proposed purely data-driven approach captures real-world battery aging dynamics more
accurately and consistently than the hybrid model.
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Figure 5.6: Comparison of proposed SoH approach (red) versus hybrid model (orange) [6], across
multiple scenarios based on SNL dataset [8] and detailed in Section 5.2.2. Left plots show the
SoH predictions for each scenario along different numbers of aging cycles (the ground truth is
in black). Boxplots of the corresponding error metrics RMSE, MAE, and MAPE. We can see
our proposed pure data-driven approach can adapt to the nuances of battery aging in ways the
hybrid approach could not.
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Table 5.7: Comparison of proposed state-of-health (SoH) estimator with a deep neural network
(DNN) using three handcrafted charging features, a Huber-regression model trained on ten
direct statistics, and a hybrid estimator (physics-aided). Performance is evaluated under six
aging scenarios, with results reported as root mean square error (RMS), mean absolute error
(MAE), and mean absolute percentage error (MAPE). Lower values indicate higher accuracy.
Aggregated results are labeled “Average”. The best results are in bold.

Scenario Method RMSE MAE MAPE (%)
Proposed 0.0029 0.0022 0.2546

1 DNN 0.018239 0.015416 1.9341
Direct
Features

0.0042 0.0034 0.4231

Hybrid 2.277851 1.922806 2.5100

Proposed 0.0140 0.0110 1.4985
2 DNN 0.103690 0.097540 12.8129

Direct
Features

0.0274 0.0238 3.2878

Hybrid 2.845887 1.890512 2.6018

Proposed 0.0835 0.0261 1.4191
3 DNN 0.178465 0.174136 23.8429

Direct
Features

0.0883 0.0793 10.6426

Hybrid 10.205681 3.207709 1.7226

4 Proposed 0.0640 0.0567 0.06
DNN 9.3996 9.3972 9.78
Direct
Features

4.5677 0.5558 0.58

Hybrid 4.5398 4.4670 4.65
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Table 5.7: Cont.

Scenario Method RMSE MAE MAPE (%)
5 Proposed 0.0830 0.0757 0.08

DNN 0.4271 0.3912 0.41
Direct
Features

4.6395 0.5065 0.53

Hybrid 4.2480 4.1490 4.37

6 Proposed 0.2696 0.2676 0.28
DNN 22.5040 22.4926 23.58
Direct
Features

5.5194 2.2520 2.36

Hybrid 4.2111 4.1170 4.30

Proposed 0.0862 0.0732 0.5987
Average DNN 5.4385 5.4280 12.0616

Direct
Features

2.4744 0.5701 2.96725

Hybrid 4.72140 3.2923 3.3591

Table 5.8: Comparative analysis of State of Health (SoH) estimation performance across six
scenarios, demonstrating the effect of discharge C-rates, ambient temperatures, and charging
protocols on RMSE, MAE, and MAPE metrics.

Scenario Charge
C-Rate

Discharge
C-Rate

Ambient
Tempera-
ture (°C)

RMS MAE MAPE
(%)

1 ∼0.75C
(CC-CV) 1C 4 to 40 0.002021 0.001711 0.2182

2 ∼0.75C
(CC-CV) 1C 24 0.013571 0.011308 1.5269

3 ∼0.75C
(CC-CV) 2C 4 0.083121 0.028124 1.8028

4 ∼0.75C
(CC-CV) 1C 25 0.1148 0.1147 0.12

5 0.5C (CC) 0.5C
(CC) 15 0.2309 0.2308 0.24

6 0.5C (CC) 2C
(CC) 25 0.3568 0.3566 0.37
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5.4 Conclusions
This study demonstrates that the robustness of state-of-health estimation for lithium-

ion batteries is significantly influenced by the choice of machine learning architecture, loss
function, feature selection, and signal reconstruction technique. The performance of our
proposed approach remained stable under low-temperature (4 °C) operation, high dis-
charge rates (2C), severe Gaussian noise (10 dB SNR), and missing data, where DNN and
hybrid models lost accuracy. This work also demonstrated that well-engineered features,
obtained using domain knowledge, capture relevant information more effectively than a
larger quantity of statistics. In this case, our proposed approach, which relies on only five
engineered features, outperformed a comparable model that used ten statistical features.

Our proposed closed-form signal reconstruction approach based on modified Tikhonov
regularization achieves superior reconstruction quality across various noise levels, com-
pared to the iterative LASSO, moving average filter, and Kalman filter. Our proposed
data-driven SoH estimation approach demonstrated high accuracy under noisy conditions,
with a low computational cost.

Future research will aim to extend our proposed SoH estimation approach by incorpo-
rating additional relevant physical parameters, developing adaptive methods for selecting
the regularization parameter (δ), and performing experiments using non-Gaussian noise
and extreme operating conditions. Our current results strongly highlight the potential
of data-driven methods for achieving accurate and robust SoH estimation within battery
management systems (BMS), which are critical for the safe and efficient operation of
electric vehicles (EV). Hence, future work will focus on validating our proposed approach
under more diverse and variable battery aging conditions, using real-world EVs datasets.
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Chapter 6
Conclusion and Future Work

6.1 Conclusions
This thesis presents two new state estimation methods and two new machine learning

approaches for the operation of microgrids equipped with battery units and renewable
energy sources. The primary contributions of this research are:

A novel mathematical programming-based state estimation approach is presented for
unbalanced three-phase AC microgrids, particularly in scenarios with sparse sensor data.
This method demonstrates superior accuracy while maintaining the computational effi-
ciency crucial for real-time operational contexts. The proposed models, based on weighted
least squares (WLS) and weighted least absolute value (WLAV) criteria, can be imple-
mented using commercial solvers and can flexibly incorporate various measurement types
as constraints, with measurement residuals as explicit optimization variables.

We introduce a novel machine learning state estimation (MLSE) model specifically
engineered for unobservable AC microgrids. This innovative approach eliminates the
dependency on pseudo-measurements and prior knowledge of measurement error variance,
which are typically required by traditional methods. The MLSE model leverages multiple
candidate models trained with a limited number of power flow simulations and is enhanced
by a proposed Tikhonov regularization operator to effectively handle the heteroscedastic
nature of measurements. This method demonstrates robust performance even with noisy
measurements and can be adapted to various microgrid configurations.

To adress false data injection attacks (FDIAs) in solar power generation systems,
we proposed an innovative visual state estimation approach. This method utilizes a
modified VGG-16 neural network model to interpret visual data from sky images, mapping
these to a virtual solar power generation meter. This creates an additional verification
layer, enhancing the integrity and reliability of solar power generation data within Energy
Management Systems (EMS).

Finally, in the fourth contribution, we introduced a robust, data-driven State of Health
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(SoH) estimation for lithium-ion batteries. Our proposed approach surpassed other mod-
els in noisy conditions using limited data.

All the proposed approaches are designed for adaptability and scalability, making them
suitable for diverse microgrid configurations operating under various scenarios.

6.2 Future Works
Future research directions emerging from this thesis point toward several aspects that

can be investigated:

Development of state estimation strategies for unbalanced three-phase systems un-
der contingencies. In this way, important factors that cannot be observed, such as
faults in lines and equipment, can be considered in future works.

Developing state estimation strategies considering effects of the battery degradation
due to its operation or need of replacement and maintenance of some components
of the microgrid.

Considering multi-modal models to create new state estimators using multiple in-
formation signals such as images, electrical signals, etc.

Adaptation of state estimation approaches to include additional functionalities such
as analysis of power quality issues.
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