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Abstract 

We presenta strategy for rcduciug the number of floating point operations 
required by the Jacobi rnethod for finding cigenvalues of symmetric matrices. 
Experiments show that our strategy can reduce the execution time of this 
method in practice. 
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1. Introduction 

This paper presents a strategy for rcducing thc rmmber of floating point op-
erations (flops) rcquired by the classical Jacobi method for finding eigenvalues of 
symmetric matrices. Similar ideas can be applied to one sided Jacobi methods. 
We assume that the reader is familiar with the Jacobi method. [P]. This paper is 
based on the observation that, for matrices of the sarne size, one swe~p of the Jacobi 
method requires twice as many flops as matrix multiplication. ln order to describe 
our strategy we need thc concept of principal submalrix. We say that a k x k matrix 
B is principal submatrix of a n x n matrix A if B can be obtained by choosing a 
set D { 1, ... , n} with n - k índices and <lelcting the rows and columns of A with 
index in D. Our strategy consists in roughly halfing the operation count for the 
Jacobi method by decomposing the matrix in principal submatrices, accumulating 
the rotations with pivots in thesc submatrices and using matrix multiplication to 
apply these rotations to the rest of lhe matrix. By analogy with the traditional 
block Jacobi methods, we call such strategy a submalrix Jacobi method. 

Recursive submatrix Jacobi methods lead to ordcriugs for which one sweep can 
bc applied using only O(n 31°) flops, where o < 2.37 is the smallest exponent for 
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which we can multiply n x n matrices in O(nº) flops, instead of the usual O(n3) 
flops. As expecte<l, the constants hidden in the O( nº) make them nseless. vVe will 
not. pursue t.his kind of result. More realistically, we can still save a factor ranging 
from to 2, dcpending on how our machine performs ax + b. If we count ax + b as 
one operation, or count only multiplies and ncglect adds, then the proposed strategy 
reduces the number of operations in one sweep from 2n3 + O( n 2) to n3 + o( n 3). If 
we count ax + b as two operations, then the strategy leads to a reduction of the 
number of operations in one sweep from 3n3 + O(n2) to 2n3 +. o(n3). 

The rest of the paper is organized as foJlows. ln the next section we present our 
basic idea. ln section 3 we present some suggestions on bow to implement it and 
in scction 4 we show experir~ents comparing its performance and accuracy with a 
traditional Jacobi method ou an IRIX station. 

A note of caution: doubling the performance is well within reach of usual op-
timizing techniques. The experiments in section 4 show that our idea may win or 
loose, depending for example on how the compiler optimizes. The purpose of this 
paper is to present a simple idea, not. Lo discuss the myriad of factors involved in 
pradical implementations. 

2. The basic idea 

We_ restrict ourselves to machines that perform ax + b as the basic floating point 
operat10n. • Let us count the number of flops in one rotation of the Jacobi method. 
We ~rst compute the angle, whi_ch requires a = 0(1) flops. Next we update 2n 
entnes (because of symmetry) usmg the expression 

ãr, = cos ar, ± sin auv = cos(arJ ± tan a ) 
uu ' 

requiring 2 flops per eutry. Thus, ·one rotation requires 4n + 0 flops s· n(n 1) • rnce one sweep 
corresponds to 

2

- rotations, i t req ui res 9n 

3 + 
0 

n( n-1} fiops Th r • • th - 2 • ere1ore, 111 e 
case when o n, one sweep is roughly equivalent to two matrix lllt lt' 1· t· , 1 tp tca 1ons. 

N 

A= N 

Figure 1. Entries affcded by rotations in B. 

. Let us now analyz~ what happcns when we perform all ihe rotations in the 
diagonal block B, o[ s1ze n, o[ the matrix A which Ji·ts 8 •1ze 1y I t tl t t' · h . ' • ' " , accumu a e 1ese 
ro ª _io~s m_ t e n x n matrix Ja, and theu apply ali thc rotatio11s to A at once usin 
multiphcat1on by J 8 . One sweep for B takes 2n3 + 0 ,1(11-1) fl d f : Jg 

2 ops an ormang 8 
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requires iUl extra 2n 3 Aops. \\le nced t.hcn lo updalc thc othcr entrics of A. Entries 
above B ( see Figure 1 ), are updated via r = r • .1i, an<l cntrics to the right of B, 
are updated using the formula e= Ja,c. Thus, up<lat.ing (;Ítli cr r- or e requires n2 

flops and, since thc tola.! numbcr of vcct.ors r's a.n<l e\ is cqual to N - n, thc ovcrall 
work, in flops, is 

• 
3 2 n.(n - l) 2 n(n - 1) 

4n +(N-n)n +o 2 =Nn +3n3 +o: 2 . (2.1) 

On the other hand, applying one Jacobi rotation at a time to A would require 

n(n - 1) 
2n(n - l)N +o 2 (2.2) 

flops. Thus the ratio of the work performed when· accumulating the ~otations to the 
work pcrfonned by applying one rotation at a time is 

Nn2 + Jn3 + 0 n(n-1) 
p - 2 

- 2n(n - l)N + on(n2-t) • 
(2.3) 

ln the case o < N we have 
1 + J.!!. P ,..., N 

,..., 2(1 - ¼)' 

and if 1 < n < N then p 1/2. As a conclusion, in the case a< n N we can 
save roughly half of the flops by accumulating the rotations. 

A= 

---~ ---~ 
,-,-1r T T T ID T T T -,:,,,, •B , , , , , 

n i..1. .1. - .L .1..1. 

N 

Figure 2. Entries affected by rotations in B . 

It is important to have a diagonal block in the argument above, because if B 
is not 'diagonal (Figure 2) then the rotations in B act upon 2n rows and columns 
of A, whereas one s~eep on a diagonal block acts only in n rows and columns of 
A. Accumúlating the rotations is not as efficient in this case. However, the sarne 
analysis holds if B is a principal submatrix of A, because principal submatrices are 
nothing but diagonal blocks disguised by a permutation of rows and columns. 

Here our approach diverges from usual block Jacobi methods: 
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\Ve decon1pose t.he n1atrix as é\ union of principal subn1atrices S. of . . l k' s1ze n1., w1t 1 l Hk 1\T, and apply the rotations in each subn1atrix by 
first accu1nulating then1 and then using n1atrix vector multiplication to 
update the rest of the 111atrix. 

ln order to a.pply this idea efficiently, we need a simple scheme to decompose the 
off-dia.gonaJ part of A in principal submatrices Sk, i.e., finding D>. = { i / (i, i) E Sk} 
such that for every pafr (t:, j), ·i -:/- j, there exists exactly one Dk containing i and 
j. 1t turns out tha.t. this can be easi1y clone if JV = p2, where pisa prime number, 
and we describe now a. simple method to achieve that. The method is based on the 
so called finite plane geomefries EG(2,p2 ) (see [BiVIJ.) vVe think of the p2 diagonal 
entries as being points in a ~piane mod p'\ associating di with (i-p UJ, l~J). (lxJ 
is the biggest int.eger less than or equaJ to x ). ln other wqrds, the first coordinate 
of the point associat.ed 'Nith d.- is the remainder in the division of -i by p a.nd the 
second coordinate is the quocient. 

d p2 = (p - l , p - I ) 

d1 = (O, O) 

Figure 3: EG(2, p1), i.e., 7L x 7L with coordinates taken mod p, 
and a (single) stra.ight line, with inclination 2. 

The Ds.- 's can be taken to be the stra.ight lines in this finite plane. There are two 
kinds of straight lines: vertical and inclined. The vertical lines are determined by 
their int.ersection with the x axis. The vertical line that cont.ains ( k, O) is formed by 
the points (k,pi) for i =O, ... ,p - l. (Keep in mind that we are thinking mod p.) 
Each iuclined straight line is determined by its intersection with the y axis and by 
its inclination À, which is between O and p - I (inclusive). The inclined straight 
tine with inclination 1\ that contains (O, k) is formed by the points ( i, I..· + .\i), for 
i = o ... , p - l. There are p vertical a11d p1 inclined straight lines, giYea a t~tal 
of 1i + p straight lines. As for the usual Euclidean geometry, two distiuct stnught 
lincs iu EG(2, µ2) cau have at most one point in commou, which implies that. the 
off-diagonaJ of the S,:'s are disjoint. ,\ny lwo poi11t.s ue conneded by some stra1ght 
line which irnplies that the union of the Si.: 's is indecd A. (see [O~[} for proofs of 
t.h esc r •sult ·.) . • . . 

The uaturnl qucstiou is the11 what lo do if N /:- p1• 'Ne propose t~1e followmg. 
find tlae :mta llest prime p for whicl1 N < p\ whirh we rali JIN, ,mel cons1der ouly the 
N points in HG'(2, p'J.v) forming a region J( a:- in lhe Figure ,l. 



• • • •· 

• 

(º.~l~ ' J) • 
J 

-o o . (r , - 1 O) 

I· i u r 4: E ,(2 p~ and f\ nrncatccl s rai h lm 

Th - Dk r now huill a. run caL ~<l s raigh li n con a.mm only b p ,n in lt 
T • m r pr n ' • w xclude from t he raigh lin~ poin in h 

l hi m thod works b 'GLU5e PN is nol much bigger tha.n JR. To be more p 1se, 

Lemma l. lf N < 108 , lhtn PN < L6JN . 

proof: 'Thc proof is by brutc force : we wrote a cornputer program t hat v"rificd 
\ hc \emma abovc for all l < N 108 . • 

The restriclion N < l 08 in Lcrnma 1 is superfluous. However, lo prove lcmma 
1 withoul it would require some Analytic Number theory. Since lhe Jacobi mcthod 
is used for dcnse matrices, 108 suffices for praclical applications and we decided to 
sta.t.e lhe \cmma. 1 a.s above. The interested reader can use the results in [A) lo prove 
Lcmma 1 for N arbitrary and to show that 

JN lim -- = 1. 
N-oo PN 

(2.5) 

Let us now ana.lyzc, for N < 108 , whal happens when we remove the points in X 
frorn lhe straight li11es in EG(2, ].li). The lop PN - LN/pN J - l horizontal straight 
lines will bccome cmpty. The horizontal line passing throug~ (O, lN /PN j) ca.n also 
be significantly reduced. However, t.he other truncaled stra1ght lmes w1ll ha.ve on 
the ordcr of yN poinls. ln fad, lel r be one of these straight lines a.nd let nr be 
the nwnber of points le[t in r after deleting the points in X. Since r is a stra.ight 
line in EG(2, pi), it has PN points. Therefore nr < l.6Jfi. On the other ha.nd, r 
intercepts each of the PN - l;,., j top horizontal slraight lines in a.t most one point. 
Therefore, tbe interscction of X and r bas at most PN - l.:: j points. Since r has 
PN poinls, 

lpl\N' j l N j > JN > 0.62v'N - l. 
1.6 N 
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Summarizing, PN- lP: J lines will be completely removed, the horizontal line through 
(O, l~ j) may be truncated to any size, and the other truncated lines will have on . 
the order of ../N points. ln fact, using (2.5), it can be shown that asymptotically, as 
N -+ oo, they will have /R points. Therefore, 1 nr N for all the remaining 
straight lines but one and the analysis of the case N = p2 is valid for all N. 

Most of the work in pivoting the entries in Sk according to our strategy is per-
formed when applying the rotation to the rest of A. We could apply severa] sweeps 
to Sk, accumulate the rotations, apply them to A at once, and· still pay roughly the 
sarne number of flops. Since we are p·erforming more rotations, we would ~xpect 
faster convergence. Unfortunately, experiments show that the resultirig improve-
ment in convergence is not worth the extra work. • 

3. ln1plementation 

ln this section we describe how we implemented the algorithm. As before, N 
denotes the dimension of the matrix a.nd PN is the smallest prime bijger than or equal 
to vÍ/V. The· diagonal entry di is associated to (i - PN l-1 j , l-' ) E EG(2, pi). 

. PN PN 
The algorithn1 loops over all the st.raight lines in EG(2, pi). For each straight line, it 
creales a vector of diagonals, DIAG, by associa.ting to each point (x, y) E EG(2, pi), 
with O < x, y < PN, the diagonal x + YPN and discarding the diagonals bigger than 
or equa:1 ta N. 

Each instance of the vector DIAG may have a different number of entries, n, 
with n < PN. If n > 2, then we move the submatrix corresponding to the rows and 
columns of Jvl with índices in DIAG to a n x n auxiliary matrix MAUX. We then 
a.pply one sweep of the· usa1 Jacobi method to NIA UX, accumulating the rotations 
in a n x n matrix ROT. ln other. to apply the rotations to the remaining entries of 
Af, we perform a loop in which we ga.ther n of them in a vector VA UX at a time, 
make VA UX = ROT x VA UX a.nd scatter the eHtries of VA UX ba.ck to the original 
matrix. Since PN = O( /N), the size of the work spa.ce is O(p'i) = O(N) and is 
negligi ble com pared to the size of A,J ( N 2 . ) 

4. Experiments 

ln this section we present experimental rcsul ts that give a fair view of the per-
formance of our idea: it can· work but jt is scnsitive, for example, to the 'r\'ay the 
compiler optimizcs. The experiments also show that, at least for ra.ndom matri ces, 
our strategy is as a.ccurate as the usual ones . 011r test rnatrices were obtained by 
a.ddiug random matrices, with entrie~ lakcn fro111 a uniform distribution i11 [O, lj, to 
thcir tn:UL"> J)O:>c:. l•or tl1e matrices witl1 fiÍzc up to 200 ,,·e uscd :W0 sa111plcs and f?r 
tLc:: watrices of t;Í~e 400 w us ·d :W samplc·s. Tlw ro11ti11es wcre coJed i11 C + +, lI1 



doub]e precision, and cxcrutcd on nn IHIX Ln i n . \\' opp<'d i ra rn - wh<'n thc 
Frobenius norm of lhe off-di agonA] <lropp d helow 1 o-1s. 

. ;\ v,·rn g<' Pc rforrn, n <' - ' 
t.i me i 11 s,· ond s NumhC'T of 

n Dc-faul1 opt í 111 i z,, t.io11 Lr.v<'I 2 optimizat ion Sw<-
row suhm,·lf.rix row suhmr\ t ri x row suhmi'\ ri X' 

50 o.ri 1 2.1 :l 0.G 1 1.02 8. 01 7.96 
100 1.98 17.0 4.97 5.07 8.96 8.39 
200 46.S 99.3 4G.5 37.8 9.32 9.02 
400 603 885 563 313 10 10 1 

ln the pe rforma.nce experimcnts , we compa rcd our stra.tcgy with the traditional 
ordering by rows. 'T'he colurnn with th e 11umber of sweeps indi cat.es that. submatrix 
Jacobi m et hod s co11vc rgc slightly fa.ste r than t.hc usual strategies, but we do not have 
an explanation for thi s facL and we do uot belicve i t is signifi ca11t. "'optimization' 
indicates thc le vei of optimizatio11 use<l whe11 compiling both routines. Notice how 
optimization aff cct:; lh e reJat.ivc co:;ts of thc row a.11d submíltrix J acobi me thods. 
\~TiLh le ve] 2 opLimiza Lion jt, pays to use the submatrix Ja.~obi rnetliod kr dimension 
n > 200. ln compa.rison, with default opLimization n = 400 is not big enough to 
amortize thc ovcrhea.d associated with the submatrix Jacobi method. This hap-
pens beca.use optimiza.tion changcs the rela.tive costs of the crucial opera.t.ions in the 
usual a.nd submatrix J acobi methods. Most of the time in usual methods is spcnt 
evalua.ting the cxpressiou 

(,1.6) 

whereas in subma.trix Jacobi me thods 

.,. = r + :.i: * y (4.7) 

é'LCcounts for most of thc work. 'fhc optimiied versiou of (4.6) co~ts about thrce 
t im es more than Lhe opti rnizcd vcrsion of ( 4. 7). Howcver, the dcfault version of 
( 1 .6 ) is only 1.27 tim es more expcnsivc thau thc defa.u]t vcrsion of ( '1. 7). 

A ccuracy 
Maxirn11rn A bsoluLc Maxi11111m llclative 

n diffe rc: 11 c<: diffcrcncc 
co lurn11 s11b111atrix col11mn s11bn1atrix 

50 . ] :3. 7 -1 :L1 -11.8 -11.9 
100 • 1 :3. :1 - 1 :1 . l - 11.(j -11. 7 
200 - 12.8 - 1 ~.8 - 11. 2 - 11.3 
4 ()(J -1 ~.G - 1 ~.fi - l 1.9 -11.8 

7 



ln the accuracy experiments we compared 

e _ ) 1 de) "') 1 Oc - ffiaX 0'710 A · - A· 
i=l,n o 1 1 

where Ài8> is the ith eigenvalue computed usíng ordering 0, wlúch can be he ordering 
by rows {r), by columns (e) or come from a submatrix Jacobi method (m). ln the 
first column of the accuracy table, we have the maximum value attained by Óc. ln 
the second column, we líst the maxímum value of Óm. The third and fourth coiumns 
present the maximum of 

and 

Since the ordering by columns is as accurate as the ordering by rows. and t,he 
experiments show that ôc ôrr. and Pc Pm , we conclude that submatrix Jacobi 
methods do not sacrífice accuracy for this class of matrices. 
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