


Harmonic and Interharmonic Estimation

Based on Re-Sampling and IpDFT Methods

Henrique L. M. Monteiro1*, Luiz F. A. Rodrigues2, Danton

D. Ferreira2, Thales W. Cabral3, Mateus O. Mostaro4, Felipe

M. Dias5, Leandro R. M. Silva4, Renato A. Ribeiro4, Marcelo

A. A. Lima4 and Carlos A. Duque4

1*Institute of Science, Technology, and Innovation, Federal
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Abstract

Harmonic and interharmonic estimation is essential for Power System
monitoring, particularly for Power Quality (PQ) analysis. These com-
ponents can interfere with the device functionality, leading to motor
heating and energy consumption inefficiency. Usually, the estimation of
these components is performed by Fourier Transform; however, the esti-
mation accuracy can decrease in specific scenarios. If the sampled signal
is asynchronous or is composed of interharmonics, for example, the en-
ergy is spread along the frequency spectrum, causing estimation errors.
In this context, this work proposes an innovative method to estimate the
harmonic and interharmonic, combining a re-sampling method, based
on B-spline with a pre-filter, and Interpolated Discrete Fourier Trans-
form (IpDFT) to avoid the leakage caused by asynchronous sampling
and interharmonics. Three real-time re-sampling methods combined with
IpDFT are analyzed via simulated voltage signals. The results show
that the proposed method is accurate, and robust for all scenarios.

Keywords: B-spline, IpDFT, Harmonic, interharmonic, Re-sampling

1 Introduction

The Electric Power System (EPS) has become ever more complex due, mainly,
to the insertion of non-linear loads, such as cycloconverters, arc furnaces, and
Distributed Generation (DG) [1–3]. Thus, Power Quality (PQ) analysis be-
comes fundamental in order to monitor the distortions present in the network
[4]. The waveform distortions occur due to the appearance of signal com-
ponents different from the fundamental and they are called harmonics and
interharmonics, and supra-harmonics, as described in [5–10].

The Discrete Fourier Transform (DFT) algorithm is usually employed to
estimate these components due to its low computational complexity [11]. How-
ever, although the DFT requires low computational complexity, some aspects
related to the leakage and picket-fence effects can be considered to improve the
estimation accuracy. These effects can occur when there is an asynchronous
sampling and when the DFT resolution is not enough to capture some sig-
nal components [12, 13]. Whereas the leakage is caused by the fundamental
frequency deviation, the picket-fence is caused by the interharmonics whose
frequency is not an integer multiple of the frequency resolution [14–17]. Thus,
it demands other methods than DFT to estimate the parameters.

To improve the estimation when there is leakage, the work reported in [18]
proposed harmonics and interharmonics groups. However, with asynchronous
sampling, the groups are not sufficient. Thus, to improve the accuracy, some
parametric and non-parametric methods can be applied to estimate the compo-
nents more accurately [19–22]. In [20], it is proposed the use of the Estimation
of Signal Parameters via Rotational Invariance Technique (ESPRIT), and in
[21], the Variational Mode Decomposition (VMD) and Multi interharmonic
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Spectrum Separation an Measurement (MSSM) are used to detect and estimate
the amplitude and the frequency range of the interharmonics in asynchronous
sampling scenarios. The work reported in [22] also employed the MSSM to es-
timate the interharmonic close to harmonics. Besides these methods having
achieved good accuracies in estimating harmonics and interharmonics, they
resemble by requiring high computational complexity in the operational phase.

On the other hand, the methods based in the Interpolated Discrete Fourier
Transform (IpDFT) [23–27] have been highlighted by presenting low compu-
tational complexity. These methods estimate the magnitude and phase of each
interharmonic with high accuracy when there is no frequency deviation.

Some works have used re-sampling methods to reduce the effects of leakage
due to asynchronous sampling and can improve the frequency components
estimation, including high-frequency components with small magnitude. Re-
sampling methods such as B-spline and Lagrange are presented in [28–31] and
can be applied in EPS signals to estimate frequency components with noise
and frequency variation.

In [32], it was shown that the combination of a re-sampling method, based
on the Lagrange function, with the IpDFT is an interesting strategy to esti-
mate the harmonics and interharmonics components for frequency deviation
scenarios and noisy signals. Although this method presents accurate results,
the analysis is made until the second harmonic and the re-sampling method
was based on the Lagrange function. In [33] is presented a comparison be-
tween two re-sampling methods, B-spline and Lagrange, in which the former
proved more accurate than Lagrange. The method presents high accuracy in
harmonic estimation; however, the groups proposed in the work to estimate
interharmonic present low accuracy, mainly, to estimate interharmonic fre-
quency. Thus, this work presented a combination of the re-sampling method
based on B-spline with the inverse function pre-filter and the IpDFT to esti-
mate amplitudes and frequency of the harmonic and interharmonic from EPS
signals. The proposed method presented a low computational complexity and
provided robustness to estimate the signal components in a frequency variation
scenario with different Signal Noise Ratio (SNR) values.

This work is organized as follows: In Section 2, the basic concepts of fre-
quency component estimation are presented. In Section 3, the Lagrange and
B-spline interpolation methods are shown. The obtained results are presented
in Section 4. Finally, Section 5 summarizes the concluding remarks obtained
in this work.

2 Basic concepts

In this work, the frequency components estimation scenario is considered with
a frequency variation and a steady state of the magnitude and phase of each
frequency component. The estimation is applied in signals without events
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such as sag, swell, transient, flicker, and other PQ disturbances. However, fre-
quency components such as subharmonics, harmonics, and interharmonics are
considered. The supraharmonics are considered as a noise signal.

The referred frequency components are defined according to their frequency
values along the spectrum. The first component has a frequency equal to
zero and is denominated as continuous component. The sub-harmonics are the
components with frequency under the fundamental frequency, and the funda-
mental frequency is generally equal to 60 or 50 Hz. The harmonic components
are the components where the frequency is a multiple of the fundamental fre-
quency, and inter-harmonics are components with higher and non-multiple of
the fundamental frequency.

In the following, basic concepts of the frequency components estimation
are presented. Firstly, the DFT is presented, showing its performance for a
signal with frequency variation and interharmonics.

2.1 Discrete Fourier Transform for frequency

components analysis

The Discrete Fourier Transform (DFT) is widely used for spectral signal anal-
ysis. Considering a signal x[n] with fundamental frequency f1 and a sampling
frequency fs = (N.f1)/Nc, where Nc is the number of cycles and N is the total
number of points in Nc cycles, this signal can be written as

x[n] = A0 +

shmax
∑

k=1

Ash,k · sin
(

2π
fsh,k[n]

fs
n+Φsh,k

)

+

hmax
∑

k=1

Ah,k · sin
(

2πk
f1[n]

fs
n+Φh,k

)

+

ihmax
∑

k=1

Aih,k · sin
(

2π
fih,k[n]

fs
n+Φih,k

)

+ s[n],−∞ < n < ∞,

(1)

where A0 is the zero frequency component, k is the order of the harmonic
and n correspond to the samples of the signal. Ash,k, Ah,k and Aih,k are the
magnitude of the kth sub-harmonic, harmonic and interharmonic component,
respectively. fsh,k[n] and fih,k[n] are the sub-harmonic and interharmonic fre-
quency. φsh,k, φh,k and φih,k are the phase of the kth sub-harmonic, harmonic
and interharmonic component. shmax, hmax, and ihmax are the maximum sub-
harmonic, harmonic, and interharmonic order that is considered in the signal.
The signal s[n] is defined as the noise and supraharmonics.

In practical applications, the signal presented in (1) has a finite length.
Thus, a window function w[m] is applied in x[n], resulting in
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xw[n] = x[n] · w[m], 0 < m < N, (2)

where w[m] can represent several windows functions applied to signal x[n].
Some examples of w[n] functions are rectangular and hanging, in which the
rectangular window is more simple to apply in the signals. However, the
hanning function can help to avoid leakage.

After applying the window, the DFT can be applied in the xw[n], according
to

Xw[k] =

N
∑

m=0

x[m]we
−j2πkm/N . (3)

When the window is applied, and the signal length is one or more integer
cycles of the fundamental component, the sampling process is called syn-
chronous or coherent. Otherwise, the sampling is defined as asynchronous or
non-coherent. To avoid the leakage effect, the sampling should be synchronous.

2.2 Leakage caused by fundamental frequency variation

As previously reported, if the signal is sampled synchronously, the estimation
of the components is more accurate when compared to asynchronous sampling
due to a frequency deviation. Figure 1 shows the effect of two sampling modes,
synchronous and asynchronous. In Figure 1 (a) and (b), a nominal frequency
of 60 Hz is considered for synchronous sampling and 59 Hz for asynchronous
sampling. Thus, in Figure 1 (a), the single component with a nonzero energy
bin is obtained in the center of the main lobe. In Figure 1 (b), the sampling is
asynchronous; therefore, there is leakage due to the frequency deviation.

2.3 Leakage caused by the presence of interharmonics

As mentioned earlier, interharmonics are components with frequencies non-
integer multiple of the fundamental [34]. Often, these components do not
assume integer multiples of the DFT frequency resolution. In the presence
of interharmonics, there are two kinds of leakage: Short-range leakage and
Long-range leakage [35].

Short-range leakage occurs when there is an interharmonic component lo-
cated away from the frequency of a harmonic component. Thus, the leakage
caused by this interharmonic component can be neglected due to the distance
between the frequency components. Figure 2 shows this type of leakage in the
frequency domain due to the signal represented by

x[n] = sin(2π60nTs) + 0.1 sin(2π117.5nTs), (4)
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Figure 1 Frequency domain of a (a) synchronous and (b) asynchronous sampling.
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Figure 2 Short Range Leakage.

considering a window with 12 cycles of the fundamental frequency. In this case,
the frequency resolution is 5 Hz.

In Figure 2, the spreading effect is around 120 Hz due to the presence of an
interharmonic located at 117.5 Hz. For a better result, the frequency resolution
must assume a value so that the interharmonic frequency is an integer multiple
of the frequency resolution. In this case, due to interharmonic distance, the
harmonic amplitude is not affected.
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Figure 3 Long Range Leakage. (a) DTFT and DFT of signal x[n] and, (b) representation
of the two DTFT frequency components overlapping.

Long-Range Leakage occurs due to interference between the Discrete Time
Fourier Transform (DTFT) of two or more components located close to each
other. When an interharmonic is close to a harmonic, spectral interference
occurs due to the complex superposition, which is related to harmonic and
interharmonic magnitudes and phases [35]. Figure 3 shows this overlap for a
signal represented by

x[n] = sin(2π60nTs) + 0.3 sin(2π62.5nTs). (5)

Figure 3 (a) and (b) show the leakage occurred due to the interference between
the fundamental component and an interharmonic when their frequencies are
close.

Some methods can be applied to reduce the leakage or to group the har-
monic and interharmonic energy in a single bin. Considering the leakage caused
by asynchronous sampling, re-sampling methods can be employed to set an in-
teger number of cycles in a window. However, the re-sampled signal does not
avoid the picket-fence effect. Thus, the interharmonic estimation requires an
additional method, such as the three-point IpDFT as presented in [18].
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In the following, some re-sampling methods and IpDFT. These methods
can help to improve the harmonic and interharmonic estimation, reducing or
eliminating the leakage caused by asynchronous sampling, and improving the
estimation when there is interharmonic leakage.

3 Re-sampling

The re-sampling is an important technique that can aid in harmonic and inter-
harmonic estimation if the sampling is asynchronous. The re-sampling removes
the leakage, and thus, the estimation errors are mitigated. In this work, two
re-sampling methods, using Lagrange and B-spline functions, are compared.
In the following, both are described in more detail.

3.1 Lagrange Function

One of the most compact methods for representing polynomials is the
Lagrangian form [31], represented by

y[m] =
∑

i





∏

j ̸=i

m− nj

ni − nj



x[ni], i, j = 1, 2, ...k, (6)

where m is the index of the re-sampled signal y[m], and i and j are the sam-
ples of the signal sampled x[n], presented in (1). The Lagrange polynomials
can represent any degree, defined by the number of points considered in x[n]
to estimate a unique sample of y[m]. Thus, considering k points, the degree
polynomial is k−1. For example, if i, j = 0, 1, 2, there is a polynomial of degree
two.

The re-sampled process in real-time applies filters to store the samples in a
memory, according to the polynomial to be obtained [11]. The values contained
in the memory are shifted or discarded when a new x[n] sample comes in.
Figure 4 presents the re-sampling process considering a memory with four
positions. The index n represents the actual sample, n− 2 and n− 1 are past
samples, and n + 1 represents a future sample. The distance from the x[n]
sample to the point to be re-sampled is α, and it is modified according to the
estimated fundamental frequency. This process can be defined according to
equation (6), which is considered the intervals from (n − 2) to (n + 1). The
value of α is defined by

n < α ≤ n+ 1. (7)

The equation (6) can be developed to obtain α by the following way:
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(n - 2) (n - 1) (n) (n + 1)
- 2 - 1 0 1

α

Figure 4 Representation of the re-sampling process.

y[m] =
α− (n− 1)

(n− 2)− (n− 1)
· (α− n)

(n− 2)− n
· [α− (n+ 1)]

(n− 2)− (n+ 1)
· x[n− 2]

+
α− (n− 2)

(n− 1)− (n− 2)
· (α− n)

(n− 1)− n
· α− (n+ 1)

(n− 1)− (n+ 1)
· x[n− 1]

+
α− (n− 2)

n− (n− 2)
· α− (n− 1)

n− (n− 1)
· α− (n+ 1)

n− (n+ 1)
· x[n]

+
α− (n− 2)

(n+ 1)− (n− 2)
· α− (n− 1)

(n+ 1)− (n− 1)
· α− n

(n+ 1)− n
· x[n+ 1].

(8)

Considering n equal to zero and α in the interval 0 < α ≤ 1,

y[m] = α3 ·
(

−1

6
· x[−2] +

1

2
· x[−1]− 1

2
· x[0] + 1

6
· x[1]

)

+ α2 ·
(

1

2
· x[−1]− x[0] +

1

2
· x[1]

)

+ α ·
(

−1

6
· x[−2]− ·x[−1] +

1

2
· x[0] + 1

3
· x[1]

)

+ x[0].

(9)

Applying the Z transform in (9), y[m] can be represented by:

Y (z) =
(

H0(z)α
3 +H1(z)α

2 +H2(z)α+H3(z)
)

·X(z). (10)

where H0(z), H1(z), H2(z) and H3(z) is defined by
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Algorithm 1 - Steps of re-sampling process.

Initialization:
T ′
s = Ts

α = 0
m = 0
n = 0

Update T ′
s and calculate λ = T ′

s/Ts:
α = α+ λ

if α < 1, find y[m] through equation (9):
m = m+ 1

go to step 2

if α ≥ 1, update the buffer with the new sample and update subtract

the value of α
α = α− 1
n = n+ 1

go to step 2

end

3.2 B-spline

Re-sampling based on B-spline [36] is similar to Lagrange and can also be
applied in real-time. The quality of this method is evaluated concerning the
smoothing of the curves obtained by the re-sampled signal. However, the sam-
ples of the y[m] can not assume the signal values if the process is not composed
by pre-filter. The cubic B-spline, as presented in [37], can be defined as

β(3)(t) =











2
3 − t2 + t3

2 , 0 < t < 1
(2−t3)

6 , 1 ≤ t < 2

0, 2 ≤ t.

(13)

Thus, re-sampled value of y[m] can be found applying β
(3)
i on the input

signal. It leads to

y[α] =

2
∑

i=−1

β
(3)
i [α]x[n+ i]. (14)

This function can be presented as
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ŷ[m] = x[n− 1]

[

−α3

6
+

α2

2
− α

2
+

1

6

]

+ x[n]

[

−α3

2
− α2 +

2

3

]

+ x[n+ 1]

[

−α3

2
+

α2

2
+

α

2
+

1

6

]

+ x[n+ 2]

[

−α3

6

]

.

(15)

Note that the parameter α is the distance between the sample x[n + 2] and
the point to be re-sampled of the possible estimated signal in continuous time
ŷ(t). Applying the Z transform, the following expression can be determined:

H0(z) = −1

6
· z−1 +

1

2
− 1

2
· z + 1

6
· z2

H1(z) =
1

2
· z−1 − 1 +

1

2
· z

H2(z) = −1

2
· z−1 +

1

2
z +

1

3
· z

H3(z) =
1

6
z−1 +

2

3
+

1

6
z.

(16)

Thus, as can be seen, the structure of the re-sampling using the B-spline func-
tions is similar to re-sampling applying the Lagrange function, as presented in
(10). In the re-sampling with B-spline functions, the output signal does not
assume the correct values of the original signal samples when the α is zero.
Thus, to improve this process, filters are applied before the re-sapling. Due to
these filters being inserted previously, they are defined as pre-filters.

In this work, two different pre-filters are presented, one defined as inverse B-
spline function [37] and another defined as least square approximation [28, 30].
In the first, the pre-filter is based on inverse function of H3(z). Thus, when α
is zero, y[m] receives the sample x[n]. The H3(z) inverse function is defined by:

Pf (z) =
6

z−1 + 4 + z
. (17)

In [28] is presented a filter obtained by z-transform as follows:

h[n] = g

∞
∑

k=−∞
αkδ[n− k], (18)
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where g = 1
2
√
3
, α =

√
3−2 and δ[n] is the Kronecker delta. However, (18) has

infinity coefficients and is a non-causal filter. Based on [28], this work uses a
truncated and causal pre-filter that can be applied as:

x1[n] = α · x1[n− 1]− 6

0
∑

k=−M

αk+1x[n− k], (19)

where x1[n] is the pre-filter output and M is the number of coefficients used in
pre-filter. In the second B-spline pre-filter, the frequency response of the cubic
B-spline function is approximate to an ideal low-pass filter. Considering a sinc
function the frequency response can be represented by:

pf (t) =

∞
∑

n=−∞
sinc(t− nTs)x(nTs), (20)

where the function sinc(t) is represented by:

sinc(t) =

{

sin(πt)
πt , for t ̸= 0

1, for t = 1.
(21)

The cubic B-spline frequency response is represented by:

B(ω) =

(

sin(ω/2)

ω/2

)4

. (22)

The frequency responses of the ideal approximation and cubic B-spline filters
are shown in Figure 6. In order o approximate the output filter to the ideal,
we considered the least square approximation as presented in [30]:

Pf (ω) =
B(ω)

∑

i ∥B(ω + 2iπ)∥2 , (23)

where Pf (ω) is the B-spline pre-filter.
Establishing the approximation function, the coefficients of the filter that

minimize the difference between the curves of the ideal pre-filter and the pre-
filter can be acquired through (23). The implementation differences between
the re-sampling process applying Lagrange and B-spline functions occur in the
filter coefficients and the pre-filter. The comparison can be seen in (11) and
(16).

3.3 Interpolated Discrete Fourier Transform

Although resampling eliminates the leakage caused by asynchronous sampling,
another method is needed to improve the performance of interharmonic com-
ponent estimation. Therefore, in this work, the IpDFT method is proposed.
This method consists in interpolating the range where there is leakage caused
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Figure 6 Frequency responses of the cubic B-spline function, the approximation function,
and the ideal response.

by interharmonics with a frequency non-multiple of the resolution to estimate
the amplitude and frequency values of each component.

Initially, a threshold is defined in order to establish the range where there
are interharmonics (in this work we used a threshold of 3% of the fundamental
magnitude). Next, the frequencies of the three largest magnitudes in the range
are defined, k0, k1, and k2, where k1 is the frequency of the largest value among
the three selected. With the values established, we estimate the frequency of
the interharmonic by

f̂ih = (k1 + δ)
fs
N

(24)

where δ is the distance between the frequency of the largest magnitude selected
and the interharmonic estimated. The δ can be found by

δ =
∥Y [k0]∥ − ∥Y [k2]∥

∥Y [k0]∥+ 2∥Y [k1]∥+ ∥Y [k2]∥
. (25)

Thus, the interhamonic magnitude can be estimated by [18]

Âih = ∥Y [k1]∥
πδ

sin(πδ)
[(δ)2 − 1]. (26)

Although the IpDFT method has some limitations due to the interfer-
ence of harmonics, in this work it was considered the resampling process that
contributes to a better performance of interhamonic estimation, making the
process with high accuracy and low computational complexity.
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Figure 7 Representation of the harmonic and interharmonic estimation.

4 Results

In this section, a signal with SNR of 45 dB in a 60 Hz system with harmonics
of order 1, 3, 7, 11, 13, 15, 19, 21, 27, 31, 37, 45 and 49 is considered. The
magnitude of each component is set as 1/h, where h represents the harmonic
order. For the frequency estimation, Phase Locked Loop (PLL) technique is
applied as presented in [38]. The window length of the signal is defined with
4, 096 samples in 12 cycles of the fundamental frequency. In this work, we
considered a Hanning window to be applied in the re-sampled signal. Figure 7
shows the process of harmonic and intrerharmonic estimation. In the first step,
the signal x[n] is submitted to frequency estimation, in which the output is
an input of the re-sampling process. In this step, the signal is re-sampled such
that y[m] contains 4, 096 samples. After re-sampling, the Hanning window
is applied in the signal and the DFT is applied in the y[m] to obtain the
harmonics estimated (Yh[k]). Then, the interharmonics are detected through a
threshold and the estimation is processed by the three-point IpDFT (Yih[k]).

In the following, five cases are presented. In the first case, signals with
ramp and sinusoidal frequency variation are considered. In the second case,
we consider signals composed of interharmonics. In the third case, the signals
are considered with a frequency deviation of 0.1 Hz and interharmonics. In the
fourth case, the signals are composed of interharmonics and we analyzed the
estimation performance for different SNR. In the fifth case, two re-sampling
methods based on B-spline are compared. For all cases, the results are obtained
considering a mean of 100 signals.
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Figure 8 Frequency variation: (a) ramp and (b) sinusoidal.

4.1 Signals with ramp and sinusoidal frequency variation

In this case, the results with frequency variation are considered, as shown in
Figure 8 (a) and (b). At first, in Figure 8 (a), the frequency varies in the
ramp. Then, a sinusoidal variation is presented in Figure 8 (b). The variation
starts in 0.2 s considering a frequency equal to 60.03 Hz and achieves 60.1 Hz
in 0.4 s. The estimation of the components is realized in this interval. The
relative errors obtained in the harmonic estimation are shown in Figure 9 and
Figure 10. Analyzing these errors, we noted that the re-sampling method based
on the Lagrange function obtained the highest error. In Table 1 and Table 2
the Mean Relative Error (MRE) and the Mean Square Error (MSE), obtained
from the harmonic magnitude estimation are presented. As can be seen, all
the methods present satisfactory results, maintaining the value below 0.5%.
The largest error is presented by resampling with the Lagrange function and
the smallest is obtained by the B-spline based method using the pre-filter with
the inverse function.
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Table 1 MRE obtained considering a ramp and sinusoidal variation.

Re-sampling Method Ramp Sinusoidal
Lagrange 0.23 0.19
B-spline Inverse F. 0.04 0.04
B-spline least square 0.12 0.10

Table 2 MSE obtained considering a ramp and sinusoidal variation.

Re-sampling Method Ramp Sinusoidal
Lagrange 0.42 0.35
B-spline Inverse F. 0.05 0.06
B-spline least square 0.23 0.20
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Figure 9 Harmonic components error (ramp variation).

4.2 Signals with interharmonics

In the second case, the results are obtained from the signals composed by in-
terharmonics and an off-nominal frequency of 60.03 Hz. The interharmonic
magnitude is 10% of the fundamental, and the frequencies of these compo-
nents are 82.5 Hz and 145 Hz. The estimated interharmonic magnitude and
frequency are presented in Table 3, in which the largest frequency error is ob-
tained by the B-spline with pre-filter using least square approximation. The
error is 0.05 and 0.08 Hz, considering the interharmonics with 82.5 and 145 Hz,
respectively. Comparing the magnitude, the largest error was obtained esti-
mating the interharmonic with the frequency of 82.5 Hz using the re-sampling
based on Lagrange. Figure 11 shows the harmonic relative errors obtained
by re-sampling methods, where the errors maintain the value under 1.2%.
The largest error is obtained by B-spline with the least square approximation
in the pre-filter. The maximum value is approximately 1.1% for 49th order
harmonic. The B-spline with inverse function pre-filter and Lagrange remain
below 1%. The MRE and the MSE obtained from harmonic estimation are
presented in Table 4. The results for all methods showed high accuracy. The
larger MRE errors are obtained by Lagrange and B-spline with approximation
least square pre-filter. The larger MSE error is obtained by B-spline applying
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Figure 10 Harmonic components error (sinusoidal variation).

Table 3 Results of the interharmonics estimation with frequencies of 82.5 and 145 Hz.

Mag./Freq. Mag./Freq.
Real 0.1000/82.5 0.1000/145
Lagrange 0.1002/82.46 0.1000/144.93
B-spline Inverse F. 0.1001/82.46 0.1000/144.93
B-spline least square 0.0999/82.45 0.1001/144.92
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Figure 11 Harmonic Components error considering signals with interharmonic compo-
nents.

least square pre-filter, and the smaller is obtained by B-spline using inverse
function pre-filter.

4.3 Signals with interharmonics and frequency deviation

In this case, a signal with the harmonics and interharmonics components is
considered. The interharmonic frequencies are 82.5 Hz and 145 Hz. The fun-
damental component is considered with a frequency equal to 60.1 Hz. The
value of the harmonic relative errors is shown in Figure 12, where it can be
noted that the lowest value is obtained with B-spline using an inverse function
pre-filter. Considering all re-sampling methods, the errors have considerable
accuracy in this scenario. The magnitude of interharmonic is presented in
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Table 4 MRE and MSE values considering signals with interharmonics.

Re-sampling Method MRE MSE
Lagrange 0.44 0.50
B-spline Inverse F. 0.36 0.38
B-spline least square 0.44 0.51
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Figure 12 Harmonic components errors considering a frequency deviation.

Table 5 Results of the interharmonic with frequencies of 82.5 and 145 Hz.

Mag./Freq. Mag./Freq.
Real 0.1000/82.5 0.1000/145
Lagrange 0.1000/82.35 0.0999/144.75
B-spline Inverse F. 0.1000/82.36 0.1000/144.76
B-spline least square 0.0999/82.37 0.1001/144.76

Table 5, in which the maximum frequencies errors are 0.15 and 0.25 Hz ob-
tained by re-sampling with Lagrange function, considering the interharmonics
with the frequency equal 82.5 and 145 Hz, respectively. The largest magnitude
error is obtained by B-spline with the approximation pre-filter. The MRE and
MSE are presented in Table 6, in which all re-sampling methods present high
accuracy. Considering the results, the highest error is obtained by re-sampling
with the Lagrange function and the lowest one is obtained by the B-spline
with inverse function pre-filter.

4.4 Estimation with different noise

In this subsection, the re-sampling methods are applied in a scenario with
the SNR values considered in the range of 10 and 60 dB. In this case, the
signals are composed of interharmonic components with frequencies equal to
82.5 and 145 Hz, and the fundamental frequency is equal to 60.3 Hz. The MRE
and MSE of the three re-sampling methods are presented in Figure 13 and
Figure 14. According to the results, we noted that the method presents high
performance for noise equal to or larger than 20 dB, where the MRE and MSE
values remained under 3 and 4%, respectively. The smallest and largest errors
are presented in Figure 15 (a) and (b), in which the three re-sampling methods
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Table 6 MRE and MSE obtained considering a signal with interharmonic and frequency
deviation.

Re-sampling Method MRE MSE
Lagrange 0.48 0.53
B-spline Inverse F. 0.33 0.36
B-spline least square 0.45 0.52
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Figure 13 MRE obtained in the harmonic estimation.
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Figure 14 MSE obtained in the harmonic estimation.

present analog results. Considering Figure 15 (a), the values are maintained
under 1% for all SNR values. Analyzing Figure 15 (b), the errors are largest
in the range of 10 and 20 dB. Considering the SNR larger than or equal to
30 dB the largest error is smaller than 2.5%.

4.5 Components estimation for different B-spline

pre-filter order

This subsection considers different pre-filter orders for the two B-spline pre-
filter functions. The signal is composed of two interharmonics, with frequencies
equal to 85 Hz and 145 Hz and magnitude equal to 10% of the fundamental. In
this case, the fundamental frequency is equal to 60.3 Hz. The MRE and MSE
obtained by the B-spline pre-filter based on inverse function and least square
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Figure 15 (a) smallest, and (b) largest error obtained by different noise.

are shown in Figure 16 (a) and (b). The results show that the B-spline pre-filter
based on least square, results in more significant errors for low orders, while
the B-spline based on the inverse function remains constant for all pre-filter
orders. The smallest and largest errors are shown in Figure 16 (a) and (b),
where the B-spline with pre-filter based on the least square presents smallest
values, remaining under 0.35% in high orders. However, the largest errors are
obtained in low orders. The B-spline based on the inverse function, on the
other hand, presents low errors for all orders.

5 Discussion and Conclusion

This work presents a method to estimate harmonics and interharmonics in
signals with asynchronous sampling, composed of components with small
magnitude and non-multiple frequency resolution. The method is applied in
real-time to avoid storing the estimated frequency samples. At first, two re-
sampling methods are applied to mitigate the spectral leakage provided by
asynchronous sampling. One of the methods consists of the B-spline function
and the second consists of the Lagrange function. The re-sampling method
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Figure 16 (a) MRE and (b) MSE obtained in the harmonic estimation.

based on the B-spline function was implemented with two different pre-filter
functions. The first pre-filter is based on the inverse function and the sec-
ond is based on the least square approximation. The results showed that the
re-sampling methods contributed to improving the harmonic estimation due
to avoiding leakage. However, they do not avoid the leakage caused by in-
terharmonics with non-multiple frequency resolution. Thus, to improve the
interharmonic estimation, the IpDFT was proposed. The results showed that
the harmonic and interharmonic components are satisfactorily estimated us-
ing B-spline and Lagrange re-sampling methods, and the IpDFT. However, the
B-spline using the inverse function pre-filter provided the best performance in
all scenarios considered in this work. The re-sampling based on B-spline with
the inverse function pre-filter and IpDFT showed robustness in frequency vari-
ation scenario and for different SNR values, and presented high accuracy to
estimate interharmonic with non-integer multiple of the frequency resolution.
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Figure 17 (a) Smallest error and (b) largest errors obtained in the harmonic estimation.
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