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Resumo

Os sensores CMOS monolíticos são particularmente atrativos para o rastreamento de partí-
culas carregadas em experimentos de física de altas energias devido a características como
baixo ruído, baixo consumo de potência, e baixo custo de fabricação. O projeto Tangerine tem
como objetivo desenvolver e testar novos protótipos de detectores projetados em um novo
processo de fabricação de complementary metal-oxide-semiconductor (CMOS) de 65 nm. Para
melhorar ainda mais o desempenho desses sensores, esta dissertação investiga uma geometria
alternativa de pixel - uma matriz de pixeis hexagonais - que tem vários benefícios potenciais
em relação às geometrias convencionais de pixel quadrado ou retangular.

Nesta dissertação, um design de sensor com pixel de formato hexagonal foi implementado
em uma camada epitaxial de alta resistividade e, em seguida, simulado integrando um modelo
detalhado de campo elétrico proveniente de uma simulação de elementos finitos usando o
Technology Computer-Aided Design (TCAD) em uma simulação baseada emMonte Carlo com
o framework Allpix2 . As simulações são realizadas para um sensor monolítico de pixel ativo
(MAPS) em tecnologia CMOS de 65 nm, com duas disposições de pixel - padrão e n-gap - em
um design de eletrodo de coleta pequeno.

O desempenho dessas disposições é comparado em termos de eficiência, tamanho de clus-
ter e resolução. Uma breve comparação entre as geometrias de pixel quadrado e hexagonal
também é conduzida. Os pixels hexagonais usados nas simulações têm um tamanho de 35 mi-
crons. Além disso, é feita uma comparação entre os formatos de pixel hexagonal e quadrado
com a mesma área.

Os resultados indicam que a implementação de disposições em pixels hexagonais foi con-
sistente com as simulações do sensor realizadas em pixels quadrados com o mesmo design e
apresenta algumas melhorias em termos de eficiência e tamanho médio de cluster. Em con-
clusão, este trabalho destaca o potencial da matriz de pixel hexagonal para melhorar o de-
sempenho dos MAPS em experimentos de física de altas energias e fornecem insights para o
desenvolvimento futuro de sensores monolíticos de pixel ativo.

Palavras chave: silício, CMOS, sensores monolíticos de píxel ativo, MAPS, simulação
eletrostática, simulação de Monte Carlo.



Abstract

Monolithic CMOS sensors are highly attractive devices for charged particle tracking in high-
energy physics experiments due to the following characteristics: low noise, low power con-
sumption, lowmaterial budget, and fabrication cost. Tangerine Project aims to develop and test
new detector prototypes designed in a novel 65 nm complementarymetal-oxide-semiconductor
(CMOS) imaging process. To further improve the performance of these sensors, this thesis in-
vestigates an alternative pixel geometry - a hexagonal pixel grid - which has several potential
benefits over conventional square or rectangular pixel geometries.

In this thesis, a sensor design with hexagonal pixels is implemented in a high-resistivity
epitaxial layer and then simulated by integrating a detailed electric field model from finite
element simulation using Technology Computer-Aided Design (TCAD) into a Monte Carlo
based simulation with the Allpix2 framework. The simulations are conducted for a monolithic
active pixel sensor (MAPS) in a 65 nm CMOS technology, with two pixel layouts - standard
and n-gap - in a small collection electrode design.

The performance of these layouts is compared in terms of efficiency, cluster size, and reso-
lution. A brief comparison between square and hexagonal pixel geometries is also conducted.
The hexagonal pixels used in the simulations have a size of 35 microns. Additionally, a com-
parison is made between the hexagonal and square pixels with the same area.

The investigations of this thesis highlight the potential of the hexagonal pixel grid for
improving the performance of MAPS in high-energy physics experiments and provide insights
for the development of future monolithic active pixel sensors.

Keywords: silicon, CMOS, monolithic active pixel sensors, MAPS, Electrostatic Simula-
tion, Monte Carlo simulation.



List of Figures

2.1 The schematic illustrates the energy band arrangement in conductors, semi-
conductors, and insulators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 Crystal lattice illustration for intrinsic silicon, and silicon doped with n-type
and p-type. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3 Average energy loss by amuon crossing copper for differentmomentum ranges
[18]. The dashed lines are the components of the different interactions while
the solid line is the total stopping power. . . . . . . . . . . . . . . . . . . . . . 21

3.1 A schematic illustration of a hybrid, with bump-bond interconnection, assem-
bly is presented . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 Schematic representation of a monolithic CMOS sensor with large collection-
electrode (left) and small collection-electrode (right). . . . . . . . . . . . . . . 27

3.3 Schematic illustration of the small collection electrode in standard process fab-
rication (one unit cell). The dashed lines illustrate the edges of the depleted
regions, showing the partial depletion of the sensor [30]. Not in scale. . . . . 28

3.4 Schematic illustration of the small collection electrode for the fabrication in
the blanket process (left) and the n-gap process (right), showing the full lateral
depletion[30]. Not in scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.5 Pitch definitions in hexagonal and square pixels. For regular square and hexag-
onal pixels 𝑝𝑥 = 𝑝𝑦 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.6 2D hexagonal grid coordinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.1 Process flow of simulation tools by Synopsys Sentaurus TCAD . . . . . . . . 33
4.2 Illustration of a cross-section (a) and top view (b) of a simulated pixel. Not in

scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Two-dimensional cross-section of the pixel cell. Themesh structure is depicted

as black lines. Further details of the results will be explained in section 5.1. . . 37
4.4 Simulation flow executed with Allpix2 , which includes the names of the con-

figuration files used in this thesis. The detector geometry and model configu-
rations are input files for the two steps of the simulation (ETA Calculation and
ETA Correction), explained in the following subsections. . . . . . . . . . . . . 41

4.5 Typical simulation flowwith Allpix2, which includes the names of the modules
used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.1 The 3D simulated structure for standard process simulation for pitch size of 35
𝜇𝑚. The collection electrode is located at the center of the structure. . . . . . . 52

5.2 Doping concentrations results from the electrostatic simulation for (a) stan-
dard and (b) n-gap layouts for pixel pitch 18 𝜇𝑚. The white lines indicate the
boundary of the depleted volume, and the gray structures represent the corre-
sponding terminals where voltages were applied via metal contacts. . . . . . . 52



5.3 Doping concentrations results from the electrostatic simulation for (a) stan-
dard and (b) n-gap layouts for pixel pitch 35 𝜇𝑚. . . . . . . . . . . . . . . . . . 52

5.4 Electric field strength results from the electrostatic simulation for (a) standard
and (b) n-gap layouts for pixel pitch 18 𝜇𝑚. The white lines indicate the bound-
ary of the depleted volume. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.5 Electric field strength results from the electrostatic simulation for (a) standard
and (b) n-gap layouts for pixel pitch 35 𝜇𝑚. . . . . . . . . . . . . . . . . . . . . 53

5.6 Lateral electric field strength for (a) standard and (b) n-gap layouts for pixel
pitch 18 𝜇𝑚. The white lines indicate the boundary of the depleted volume. . . 53

5.7 Lateral electric field strength for(a) standard and (b) n-gap layouts for pixel
pitch 35 𝜇𝑚. The white lines indicate the boundary of the depleted volume. . . 54

5.8 Geant4 visualization of the simulated detector (grey box). Ten 5 GeV single-
electron events cross the sensor (red arrows). The visualization is obtained
with the [VisualizationGeant4] module in Allpix2 . . . . . . . . . . . . . 54

5.9 Line graphs for standard (a) and n-gap (b) layouts. The ionizing particle (with
the initial position indicated by the black arrow) cross the sensor along the z-
axis between two adjacent pixels (with collection electrodes indicated by red
arrows). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.10 In-pixel representation of the cluster size for simulation at the threshold of (a)
20e, (b) 40e, and (c) 140e for a pixel size of 35 𝜇𝑚 for standard layout. . . . . . 56

5.11 In-pixel representation of the cluster size for simulation at the threshold of (a)
20e, (b) 40e, and (c) 140e for a pixel size of 35 𝜇𝑚 for n-gap layout. . . . . . . . 57

5.12 Cluster size histogram for multiple thresholds for standard layout (a) and n-
gap layout (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.13 Mean cluster size as a function of the energy threshold for the pixel size of 35
𝜇𝑚. Statistical errors in the simulation results are small due to a large number
of simulated events (500,000 per configuration) . . . . . . . . . . . . . . . . . . 58

5.14 Mean cluster size as a function of the energy threshold for square and hexag-
onal pixel with approximately the same area, with pitch 14.5 𝜇𝑚 [44] and 18
𝜇𝑚, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.15 In-pixel representation of the efficiency at the threshold of (a) 20e, (b) 40e, and
(c) 140e for a pixel size of 35 𝜇𝑚 for standard layout. . . . . . . . . . . . . . . 60

5.16 In-pixel representation of the efficiency at the threshold of (a) 20e, (b) 40e, and
(c) 140e for a pixel size of 35 𝜇𝑚 for n-gap layout. . . . . . . . . . . . . . . . . 60

5.17 Mean efficiency as a function of the energy threshold for the pixel size of 35 𝜇𝑚 61
5.18 Mean efficiency as a function of the energy threshold for a square and a hexag-

onal pixel with approximately the same area, with pitch 14.5 𝜇𝑚 [44] and 18
𝜇𝑚, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.19 Coordinates used to calculate the residuals in polar coordinates, where 𝑟_𝑡𝑟𝑎𝑐𝑘
is the MC position of the incoming particle, and 𝑟_𝑐𝑙𝑢𝑠𝑡𝑒𝑟 is the reconstructed
cluster position in polar coordinates. . . . . . . . . . . . . . . . . . . . . . . . 62

5.20 Residual histograms before and after eta correction for pixel pitch 35 𝜇𝑚. His-
tograms acquired at threshold 60e. . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.21 Residual histograms before and after eta correction for pixel pitch 18 𝜇𝑚. His-
tograms acquired at threshold 60e. . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.22 Spatial resolution as a function of the energy threshold for the pixel size of 35
𝜇𝑚. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64



5.23 Spatial resolution as a function of the energy threshold for square and hexag-
onal pixel with approximately the same area, with pitch 14.5 𝜇𝑚 [44] and 18
𝜇𝑚, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65



List of Tables

4.1 Overview of layer structure of pixel model, along with the corresponding ma-
terials that constitute each part. Some key size and voltage parameters that
were used for the simulation are also presented. . . . . . . . . . . . . . . . . . 35



Abreviations List

ASIC Application-Specific Integrated Circuit
CMOS Complementary Metal-Oxide-Semiconductor
CLIC Compact Linear Collider
FCC Future Circular Collider
HEP High Energy Physics
ILC International Linear Collider
LHC Large Hadron Collider
MAPS Monolithic Active Pixel Sensors
MC Monte Carlo
MIP Minimum Ionizing Particles
PAI Photoabsorption Ionization Model
SDE Sentaurus Structure Editor
SDEVICE Sentaurus Device
Si Silicon
SRH Shockley-Read-Hall
SVISUAL Sentaurus Visual
SWB Sentaurus Workbench
TCAD Technology Computer-Aided Design
TSVs Through-silicon vias



Contents

Chapter 1 - Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Chapter 2 - Fundamentals of Semiconductor Physics . . . . . . . . . . . . . . . . 16
2.1 Basics of Semiconductor Physics . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.1 Intrinsic and Extrinsic Semiconductors . . . . . . . . . . . . . . . . . . 18
2.1.2 p-n Junction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Principles of Radiation Interaction with Matter . . . . . . . . . . . . . . . . . . 20
2.3 Physical Models for Semiconductors . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.1 Drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Charge Carrier Recombination . . . . . . . . . . . . . . . . . . . . . . 23

Chapter 3 - Silicon Pixel Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Silicon Pixel Detector Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.1.1 Monolithic Active Pixel Sensors with Small Collection Electrode . . . 27
3.2 Hexagonal Pixel Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Chapter 4 -Detector Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.1 Electrostatic Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.1.1 Device Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Physics Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3 Monte Carlo Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.3.1 Allpix2 Simulation Flow . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Chapter 5 - Simulation Results and Discussions . . . . . . . . . . . . . . . . . . . 51
5.1 Electrostatic Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Monte Carlo Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.2.1 Cluster Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2.2 Detection Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2.3 Spatial Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Chapter 6 -Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Appendix A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Appendix B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Appendix C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79



14

Chapter 1

Introduction

Pixel detectors for precise particle tracking have improved significantly over the past two

decades and can now be found in the vastmajority of current physics experiments and research

facilities. The main experiments at the Large Hadron Collider (LHC), such as ATLAS [1], CMS

[2], ALICE [3], and LHCb [4], use hybrid pixel vertex detectors close to the interaction point.

The design of a pixel sensor, in particular, is tailored to a specific application. Therefore,

researchers must select the most suitable technology for each detector subsystem depending

on the key aspects of their experiment. For instance, many desirable features, such as low

noise, high detection efficiency, high energy, and spatial resolution are challenging to com-

bine in one detector. It is therefore up to the researcher to select which characteristics are the

most pertinent to their experiment. At present, hybrid pixel detectors are the preferred choice

for meeting these demands and are considered to be the state-of-the-art technology in instru-

mentation [5]. On the other hand, monolithic pixel detectors are also attractive due to their

simple and compact design. By integrating the sensor and readout electronics into a single

monolithic silicon substrate, these detectors exhibit reduced production cost, lower material

budget, and reduced complexity in module assembly [6]. Monolithic detectors are becoming

increasingly popular in applications where small pixel size and low power consumption are

important factors [5, 7, 8].

Pixel sensors rely on the electrical and optical properties of semiconductors to detect and

measure incoming particles. The behavior of these sensors is dependent on several fundamen-

tal physical processes such as charge generation, charge collection, and signal readout. It is

therefore crucial to have a thorough understanding of the underlying physics of semiconduc-

tors in order to interpret the functional behavior of pixel sensors accurately. Furthermore, the
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demands for higher precision and greater data acquisition rates are driving the development

of new particle detectors. This is particularly important for next-generation colliders such as

the Future Circular Collider (FCC) [9], Compact Linear Collider (CLIC) [10], and International

Linear Collider (ILC) [11], which will push the limits of particle physics by colliding particles

at even higher energies. In this context, the detector simulation plays a key role in the de-

velopment of new particle detectors by allowing for the precise modeling of the conversion

of energy deposition into a signal. This simulation capability enables researchers to test and

optimize the performance of new detector designs before they are built, leading to improved

performance and reduced costs. The accuracy of the simulation can then be verified through

test beam experiments.

Multiple studies are being conducted as part of the Tangerine Project [6] to show the ca-

pability of 65 nm CMOS (Complementary Metal-Oxide-Semiconductor) imaging technology,

which is a manufacturing technique employed to fabricate imaging detectors for applications

such as in high-energy physics. All of the simulations being run offer insightful information

on the sensors, expanding our understanding of this cutting-edge technology and enhancing

the creation of new prototypes. One of the main objectives is to characterize new prototypes

and compare them to sensor simulations.

The goal of this study is to contribute to the development and characterization of forth-

coming detector prototypes by assessing and measuring the characteristics of CMOS imaging

sensors using hexagonal pixels. With fewer nearby pixels, less charge sharing, and a higher

single-pixel signal-to-noise ratio, the hexagonal pixel can offer improvements in resolution

and detection efficiency. This research evaluates and quantifies these characteristics.

1.1 Thesis Outline

The thesis is divided into six chapters, starting with a review of the physical concepts and

notions that were retrieved from the literature and applied to the project in Chapter 2. Chap-

ter 3 provides an overview of silicon pixel sensors, highlighting the differences between hybrid

and monolithic sensors and describing hexagonal pixels. Chapter 4 gives an overview of the

methodology and algorithms used for electrostatic and MC simulations. Chapter 5 presents

the results obtained from the simulations and discusses their outcomes. Finally, Chapter 6

concludes the work, offering suggestions for future research and implementation.
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Chapter 2

Fundamentals of Semiconductor Physics

In High-Energy Physics (HEP) experiments, the tracking detectors play a crucial role in pro-

viding vital information about the position and timing of crossing particles. For this purpose,

silicon (Si) is most commonly used for high-precision detectors and manufacturing electron-

ics. This material has undergone extensive research and development, making it the dominant

choice for the production of readout chips and other electronic components [12].

The fundamental principles of semiconductor physics are presented in this chapter to pro-

vide a theoretical foundation for the results shown in subsequent chapters. The focus is on

models that are applicable to this thesis, such as particle detectionmechanisms, semiconductor

properties, and charge transport in silicon. These topics are necessary inputs for the simula-

tions described in Chapter 4. A more detailed description of semiconductor physics can be

found e.g in [12] and [13].

2.1 Basics of Semiconductor Physics

Conductivity or resistivity and energy bands are the criteria used to classify solids into con-

ductors, semiconductors, or insulators. Figure 2.1 depicts the structure of the band gap for

various materials, where E𝐹 is the Fermi level (the maximum energy level that an electron

may occupy at temperature 0 K). The movement of electrons in the conduction band, which

represents the range of energy levels where electrons can freelymove and contribute to electri-

cal conduction, induces electrical conductivity. In conductors, the conduction band is always

filled with electrons, allowing for higher conductivity. On the other hand, insulators have the

largest band gap, therefore moving electrons into the conduction band requires a prohibitively
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large amount of energy. In contrast, semiconductors possess a relatively small band gap that

enables a significant fraction of the valence electrons, which occupy the lower energy levels

in the valence band, to transition into the conduction band with sufficient energy.

Figure 2.1: The schematic illustrates the energy band arrangement in conductors, semicon-
ductors, and insulators.

The conductivity of semiconductors is highly temperature dependent. At lower temper-

atures, they behave as insulators, whereas at higher temperatures, they act as conductors.

Conduction occurs at higher temperatures because the electrons around the semiconductor

atoms may break free from their covalent link and travel freely across the lattice, which refers

to the three-dimensional arrangement of atoms or ions in a crystal structure. The conduc-

tive property of semiconductors is the foundation for understanding how these materials may

be used in electrical devices. The energy gap between the conduction and valence bands is

dictated by the lattice constant of the material, which represents the characteristic distance

between the atoms or ions in the crystal lattice. Therefore, the size of the band gap can be

influenced by temperature and external pressure [14].

Semiconductors have been used in particle detectors since the early 1960s [12]. Compared

to gaseous detectors, which require approximately 30 eV for gas ionization, silicon detectors

provide a better energy resolution [15] because only 3.6 eV are required to generate electron-

hole pairs with a band gap of 1.12 eV at room temperature. Furthermore, a good signal-to-

noise ratio can be achieved even with a thin silicon wafer, allowing silicon to be used for
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measurements of trajectories very close to the collision without an excessive material budget

or increasing multiple scattering in the material.

2.1.1 Intrinsic and Extrinsic Semiconductors

Based on the purity of the material, there are two types of semiconductors: intrinsic and ex-

trinsic.

Intrinsic semiconductors, characterized by minimal impurities, exhibit a disparity between

the number of thermally generated electrons and holes [13]. In thermal equilibrium, the gen-

eration and recombination processes of electrons in the conduction band and holes in the

valence band reach a balance, resulting in 𝑛 = 𝑝 = 𝑛𝑖, or

𝑛 ⋅ 𝑝 = 𝑛
2

𝑖
= const (2.1)

where n represents the concentration of electrons, and p represents the concentration of holes.

This means that at equilibrium, the number of electrons in the conduction band is equal to the

number of holes in the valence band, and both are equal to the intrinsic charge carrier density,

𝑛𝑖.

The intrinsic charge carrier density of silicon at 300 K is approximately 10
10
𝑐𝑚

−3 [12, 16].

However, when aMIP (Minimum Ionizing Particle) passes through a silicon layer with a thick-

ness of 300 𝜇m, it generates approximately 3 × 10
4 electron-hole pairs [17]. Consequently, the

resulting signal would be lost due to a large number of existing free charge carriers. There-

fore, it becomes necessary to significantly reduce the number of free charge carriers. This

can be achieved by using p- and n-type silicon in a reverse-biased pn-junction configuration.

Such a configuration allows the depletion of free charge carriers from the volume of silicon,

facilitating the detection of the desired signals.

In extrinsic semiconductors, the electrical properties of semiconductors can be modified by

introducing impurities into the crystal lattice, which create additional energy levels between

the conduction and valence bands. This process is called doping and depends on the type

of materials introduced producing either n-type or p-type semiconductors. The n-type silicon

has an excess of electrons in the conduction band, whereas the p-type silicon instead has holes

(Fig. 2.2).



Chapter 2. Fundamentals of Semiconductor Physics 19

Figure 2.2: Crystal lattice illustration for intrinsic silicon, and silicon doped with n-type and
p-type.

The n-type silicon is produced by adding impurities from group V of the periodic table,

such as phosphorus or arsenic. In this case, donors add an excess of electrons (majority charge

carrier) to the crystal. The p-type silicon is made with the introduction of group III elements,

such as boron, where holes (the absence of electrons) are themajority of charge carriers. Group

III impurities are called acceptors since they can capture electrons.

The doping concentration plays a key role in the design of silicon sensors, particularly

in the establishment of pn-junctions that determine the electric field within the sensor. The

electrical resistivity, which only depends on the density N of dopants and the mobility 𝜇 of

the majority charge carriers, is a measure of the doping concentration and is given by:

𝜌 = (𝑒 ⋅ 𝑁 ⋅ 𝜇)
−1 (2.2)

where 𝑒 is the electron/hole charge.

The term implant refers to the localized implantation of dopants in a bulk substance. It

frequently has high levels of doping concentrations, which are denoted by the symbols n+ or

p+.

2.1.2 p-n Junction

The p-n junction, formed by the juxtaposition of a p-type and an n-type region, is an essential

electronic structure in semiconductor detectors. The junction creates an electric field that

enables the collection of the charge generated by the radiation, moving them to the pixels and

suppressing the leakage current, a source of noise in the sensor.
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The interface region between the two doped materials loses free charge carriers due to the

process of recombination between electrons and holes and is therefore known as the depletion

region. The bound atoms at the depletion region are ionized, giving the n-doped portion of the

junction a positive space charge and the p-doped material a negative space charge. As a result,

there is an electrical field between the differently doped materials, which generates a current

called the drift current, or I𝑑𝑖𝑓 𝑓 . The diffusion current and drift are in thermal equilibrium

in the absence of an external field. Applying an external reverse bias to the junction (i.e., a

positive voltage on the p-side) will cause the depletion width to increase.

2.2 Principles of Radiation Interaction with Matter

The interaction mechanism of radiation with the detector material determines how effectively

a radiation detector works. Analysis of the energy deposition from the radiation within the

matter with which it is interacting is necessary to comprehend a specific response of a specific

detector.

Charged particles lose energy when they penetrate a material by ionizing and exciting the

atoms of the material. In semiconductors, this refers to the formation of electron-hole pairs,

whereas in gaseous media it corresponds to the creation of free electrons and charged ions.

Up until very high particle velocities, when radiation effects start to play a role, this is the

primary method of energy loss for charged particles. The Bethe-Bloch formula reproduced in

Equation 2.2, provides the mean energy loss along the trajectory’s path for incoming heavy

charged particles (𝑚 ≫ 𝑚𝑒) [18].

−
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(2.3)

Parameters are indicated in Appendix A.

Figure 2.3 shows the average of the deposited energy of a 𝜇2 when moving through copper,

as a function of the relativistic factor, where 𝜈 is the velocity in the observer’s reference frame.,

𝛽 = 𝜈/𝑐 and 𝛾 = 1/

√

1 − 𝛽
2. The energy loss in a material is first-order independent of particle

mass, therefore Equation 2.2 and the curve in Figure 2.3 can thus be viewed as universal. The

range between 0.1 and 104, which the Bethe-Bloch equation describes, is of particular interest.
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Figure 2.3: Average energy loss by a muon crossing copper for different momentum ranges
[18]. The dashed lines are the components of the different interactions while the solid line is
the total stopping power.

Equation 2.2 is typically parameterized in units of 𝛽𝛾 enabling the detection of distinctive

energy loss ranges: at 𝛽𝛾 << 3, particles are highly ionizing and deposit a large amount of

energy in the material, while at 𝛽𝛾 > 3, radiative processes lead to a shallow increase in energy

loss. For particles with 𝛽𝛾 ∼3, a global minimum is reached and the energy loss is comparably

low. Particles in this regime are referred to as MIPs.

MIPs are often used to quantify the detector response and is viewed as the worst-case

situation for detectors as the given particle signal is the lowest. Thus, in order to detect MIPs,

every detector should maintain its noise level significantly below this energy level.

2.3 Physical Models for Semiconductors

Section 2.1.2 described how the energy deposited by ionizing radiation is converted into electron-

hole pairs, and also that the charge transport in semiconductors such as silicon involves two

mechanisms: drift and diffusion.
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2.3.1 Drift

In the presence of an electric field, a charged particle drifts the field lines. The traveling particle

will scatter at random in the semiconductor lattice. The average velocity 𝑣 of the object is then

described by:

𝑣𝑛 = −𝜇𝑛 ⋅ 𝐸 (2.4)

𝑣𝑝 = 𝜇𝑝 ⋅ 𝐸 (2.5)

with 𝑣𝑛 for electrons and 𝑣𝑝 for holes, each having its own mobility 𝜇𝑝/𝑛.

In a strong electric field, the number of collisions in the lattice rises, compensating for

the impact of increasing acceleration, resulting in drift velocity saturation. The charge carrier

mobility is employed in the transport equations to account for these microscopic phenomena.

It is influenced by a number of macroscopic factors, including temperature, doping level, and

electric field.

The mobility can be influenced by a number of factors, including temperature, doping

level, and electric field. Some available researched models only take temperature and doping

concentration into consideration, resulting in less accurate but faster computation. Therefore,

the choice of a proper model for a certain problem is crucial to the simulation.

The Jacoboni-Canali model [19][20] is the most often used parameterization of charge

carrier mobility in silicon as a function of electric field E. Mobility models with saturation

velocities, such as the Jacoboni-Canali model, can be extended with low-field models that take

doping concentration into account, e.g the Masetti model [21]. The mobility is characterized

as:

𝜇(𝐸, 𝑁 ) =

𝜇𝑚(𝑁 )

(1 + (𝜇𝑚(𝑁 ) ⋅ 𝐸/𝜐𝑚)
𝛽

)

1/𝛽
(2.6)

where 𝜇𝑚(𝑁 ) is the Masetti mobility, and 𝛽 and 𝜐𝑚 are parameters defined for holes and elec-

trons respectively.
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2.3.2 Diffusion

The process of diffusion relies on the random walk of charge carriers within the material

toward a region with a lower concentration of carriers. The behavior of the charge diffusion

current can be described as:

𝐽𝑛,𝑑𝑖𝑓 𝑓 = −𝐷𝑛𝑛 = −

𝑘𝑇

𝑞

𝜇𝑛𝑛 (2.7)

𝐽𝑝,𝑑𝑖𝑓 𝑓 = −𝐷𝑝𝑝 = −

𝑘𝑇

𝑞

𝜇𝑝𝑝 (2.8)

where 𝑛 and 𝑝 are the gradients of electron and hole concentration respectively. 𝐷 is the

diffusion constant describing the random motion of charge carriers, written as:

𝐷𝑛,𝑝 =

𝜇𝑛,𝑝𝐾𝐵𝑇

𝑞

(2.9)

with 𝜇 the mobility, 𝐾𝐵 Boltzmann’s constant and 𝑇 the absolute temperature.

2.3.3 Charge Carrier Recombination

Generation and recombination take place when an electron moves from the valence band to

the conduction band as a result of interactions with other electrons, holes, photons, or the vi-

brating crystal lattice, such as when ionizing radiation penetrates the semiconductor. To reach

equilibrium, net recombinationmust take place, and this procedure is highly influenced by fac-

tors like temperature or doping level. Therefore, a recombination rate must be established for

each semiconductor.

Shockley-Read-Hall Recombination

As the electron moves between bands, it can become trapped in a new energy state that has

been generated within the band gap by a dopant or a defect in the crystal lattice; such energy

states are known as traps. This process is known as Shockley-Read-Hall recombination (SRH)

[22], also known as trap-assisted recombination. These energy levels are caused by lattice

imperfections, or deep defect levels, which can increase when dopants are added.

If the recombination centers are near the center of the band gap, the lifetime of the charge

carrier (𝜏𝑆𝑅𝐻 ) is provided by:
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𝜏𝑆𝑅𝐻 (𝑁𝑑,𝑒/ℎ) =

𝜏0,𝑒/ℎ

1 + 𝑁𝑑,𝑒/ℎ/𝑁𝑑0,𝑒/ℎ

(2.10)

where 𝑁𝑑,𝑒/ℎ is the doping concentration, and 𝑁𝑑0,𝑒/ℎ and 𝜏0,𝑒/ℎ are reference doping concentra-

tion and reference lifetime for electrons and holes, respectively.

Auger Recombination

In a three-particle process, the electron-hole couples recombine in band-to-band transitions,

transferring any extra energy to another electron 𝑒 (e-e-h process) or hole ℎ (e-h-h process).

The total recombination rate is then given by [23]:

𝑅𝐴 = 𝐶𝑛𝑛
2
𝑝 + 𝐶𝑝𝑛𝑝

2 (2.11)

where the e-e-h process is represented by the coefficient C𝑛, and the e-h-h process is repre-

sented by coefficient C𝑝. The minority charge carrier Auger lifetime in highly-doped silicon

can be expressed as:

𝜏𝐴 =

1

𝐶𝐴 ⋅ 𝑁
2

𝑑

(2.12)

where 𝐶𝐴 = 𝐶𝑛 + 𝐶𝑝 is the ambipolar Auger coefficient, taken as 𝐶𝐴 = 3.8 × 10
−31 cm6

/𝑠 [24].

Combined Shockley-Read-Hall/Auger Recombination

The model combines [25] the charge carrier recombination from the Shockley-Read-Hall and

the Auger models by inversely summing the separate lifetimes determined by the models as:

𝜏
−1

= 𝜏
−1

𝑆𝑅𝐻
+ 𝜏

−1

𝐴
minority charge carriers

= 𝜏
−1

𝑆𝑅𝐻
majority charge carriers

(2.13)

where 𝜏𝑆𝑅𝐻 (𝑁 ) is the Shockley-Read-Hall and 𝜏𝐴(𝑁 ) the Auger lifetime .
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Chapter 3

Silicon Pixel Detectors

A pixelated sensor is a system that incorporates a highly segmented periodic two-dimensional

array of collecting diodes with biased junction regions. These charge-collecting electrodes are

divided in two directions to achieve the required position resolution for tracking.

Silicon iswidely used in detectors due to its extensive research and popularity as a semicon-

ductor material in various fields of technology production. It possesses well-known electrical

characteristics, is accessible in vast quantities at a reasonable cost, and has well-developed

manufacturing techniques due to advances in the electronics industry. This has led to the de-

velopment of highly advanced fabrication processes that are capable of producing high-quality

and reliable silicon-based detectors [26] with high accuracy, stability, and long lifetimes. Sili-

con pixel detectors have been used in particle physics experiments since the early 1990s, with

small-scale devices. Subsequently, sensors with millions of pixels were developed for LHC

investigations [5].

3.1 Silicon Pixel Detector Types

Different silicon pixel detector types have previously been developed, each with specific ben-

efits and limitations, as a result of the extensive implementations in HEP and the consequent

diversified needs. The two primary categories of detectors are monolithic and hybrid detec-

tors, both of which use silicon pixel technology.

• Hybrid Pixel Detectors: the pixel sensor and readout electronics are separate enti-

ties,which are connected through various methods such as bump bonding or through-

silicon vias (TSVs). It is currently the preferred solution, particularly for applications
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in high-rate and high-radiation conditions, such as at the LHC. The schematics of the

hybrid sensor technology are shown in Figure 3.1.

Depending on the application, hybrid pixel detectors can be either energy integrating

or photon-counting detectors. The detecting substrate is entirely depleted and can be

composed of semiconductors other than silicon since it is independent of the readout

electronics. Examples of such materials are CdTe, Ge, GaAs, CdZnTe, and other com-

pounds depending on the application [27].

The ability to independently optimize the sensor and ASIC readout is a big advantage

of the hybrid technology. However, the interconnection between the electronics and

the sensor poses the primary challenge because it may increase the amount of material

used, increase the cost of fabrication, and restrict the size of the pixels.

• Monolithic Active Pixel Sensors (MAPS): The readout electronics are built within

the detecting volume. As a result, there is no need for connections between the com-

ponents, which reduces the amount of sensor material. Monolithic sensors are typically

created using commercially available CMOS fabrication techniques, with minor adjust-

ments to make them suitable for HEP applications. Two main pixel designs were devel-

opedwith different strategies: large collection electrodes and small collection electrodes.

- Large collection electrode: The electronic components of the sensor are sep-

arated from the rest of the device within the electrode, as shown in Figure 3.2a. This

isolation allows for the use of a high bias voltage, creating a large depleted area and a

uniform electric field. The design of the large collection electrode offers strong charge

collection capabilities throughout the entire pixel region. The short average drift path

to the collection electrode is shorter due to a fully depleted sensor area, which enhances

radiation tolerance and decreases the likelihood of trapping.

Due to the need to fit the electronics, the size of the collection electrode may be affected,

resulting in a high total capacitance at the preamplifier, which can limit the attainable

signal-to-noise ratio.

- Small collection electrode: In this design, the readout electronics are positioned

on isolated well structures, separate from the collection electrode, as shown in Fig-

ure 3.2b. Because of this, the electrode’s size may be reduced, which is favorable for
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a low sensor capacitance. However, the non-uniform depletion of the epitaxial layer in

the sensor leads to a constraint on the charge collection time due to diffusion [28].

The intensity of the lateral electric field in the corner region can be enhanced by in-

troducing a lateral gradient in the doping profile for faster charge collection by drift,

reducing charge sharing. The strength of the lateral electric field in the pixel corner

can be improved by inserting a lateral gradient in the doping profile for faster charge

collection [29] (See subsection 3.1.1).

In this thesis, MAPSwith small collection electrodes are being investigated. More details

are provided in the following sections.

Figure 3.1: A schematic illustration of a hybrid, with bump-bond interconnection, assembly is
presented

(a) (b)

Figure 3.2: Schematic representation of a monolithic CMOS sensor with large collection-
electrode (left) and small collection-electrode (right).

3.1.1 Monolithic Active Pixel Sensors with Small Collection Electrode

As depicted in Figure 3.2b, the readout electronics in the small collection-electrode design

are implemented within separate well structures, isolated from the collection electrode. The

simulated structures comprise a combination of p-type substrate with p-type shielding wells

and an n-type collection electrode.
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The foundation of the CMOS device is a silicon substrate with low resistivity. And the

structures are described as follows:

• Substrate: The substrate serves as the base material on which the MAPS is fabricated.

It is typically made of silicon and provides mechanical support for the sensor.

• Epitaxial Layer: The epitaxial layer, also known as the epi-layer, is a layer of semicon-

ductor material grown on top of the substrate. It has a controlled thickness and doping

profile. The epitaxial layer provides the foundation for forming the n and p wells and

supports the formation of CMOS transistors.

For the purpose of this thesis, a 10 𝜇𝑚 thick thin epitaxial layer of lightly p-doped silicon

was simulated on top of the substrate, resulting in a 50 𝜇𝑚 thick total sensor. Figure 3.3

displays the MAPS’s detailed schematic with a small collection electrode.

Figure 3.3: Schematic illustration of the small collection electrode in standard process fabrica-
tion (one unit cell). The dashed lines illustrate the edges of the depleted regions, showing the
partial depletion of the sensor [30]. Not in scale.

• n-wells: The n-wells are regions within the epitaxial layer that are doped with n-type

impurities. These wells are formed to create a collection electrode. When biased, the

n wells generate an electric field that attracts electrons captured as signals during the

detection process.

• p-wells: The p-wells are regions within the epitaxial layer that are heavily doped with

p-type impurities. These wells are formed to create a collection electrode and house the

CMOS transistors responsible for signal processing.
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In order to apply bias voltages and extract signals from a sensor, an ohmic metal contact

is placed adjacent to a highly-doped region in the silicon. In the presented sensors, contacts

are made to the n-well (collection electrode), the p-well, and the sensor substrate. See subsec-

tion 4.1.1 for more details on voltage values and placements.

Pixel flavors

Electric fields are mostly absent from the silicon substrate and epitaxial layer, so any charge

deposited therewill diffuse at random paths to the collection electrode. The fabrication process

can be modified to achieve full lateral depletion of the sensor volume by inserting a lateral

gradient in the doping profile. Therefore, the investigated small-collection electrode sensor

processes can be fabricated in different pixel flavors, such as standard, n-blanket, or n-gap.

The first flavor is the standard, as shown in Figure 3.3. The second variant, known as

n-blanket and shown in Figure 3.4a, involves the addition of a continuous low-dose deep n-

implant beneath the p-wells. This leads to complete lateral depletion in the epitaxial layer.

In the third modification, the deep n-implant is placed away from the pixel edges to create a

lateral doping gradient beneath the p-wells. This amplifies the lateral electric field, resulting

in accelerated propagation of charge carriers towards the collection electrode. This modified

configuration is referred to as n-gap, as depicted in Figure 3.4b.

(a) (b)

Figure 3.4: Schematic illustration of the small collection electrode for the fabrication in the
blanket process (left) and the n-gap process (right), showing the full lateral depletion[30]. Not
in scale.

Other process modifications can be produced for fast-timing applications that require sub-

nanosecond resolution [28] but are not investigated in this thesis.
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3.2 Hexagonal Pixel Geometry

In MAPS with small collection electrodes, the process of charge sharing occurs due to the

combined effects of charge drift and diffusion as the generated charges from a particle move

toward the collection electrodes. Various factors, including the pixel shape, can influence the

extent of charge sharing and ultimately impact the performance of the sensor. Square and

rectangular pixels are commonly used in fabrication due to their ease of manufacturing and

well-defined charge-sharing patterns. These pixel shapes are straightforward to fabricate and

provide a simple and well-understood charge-sharing pattern.

An alternate pixel sensor geometry to the rectangular/square pixel sensor geometry is

a hexagonal pixel grid, which can offer a number of potential advantages, including higher

efficiency and timing resolution. This pixel geometry is the focus of this thesis.

An alternative pixel sensor geometry that is of particular interest is the hexagonal pixel

grid. This pixel geometry offers several potential advantages, such as high efficiency and

improved timing resolution. The focus of this thesis is to investigate and analyze the charac-

teristics and performance of the hexagonal pixel grid to gain a comprehensive understanding

of its aspects.

Typically, the pitch of a pixel is determined by adding the pixel size and the spacing be-

tween neighboring pixels. However, for simplicity, it is typically regarded as the side length

of the pixel in both the x and y directions in square pixels. In the context of this work, the

pitch of a hexagonal pixel specifically refers to the distance between two opposing edges, as

illustrated in Figure 3.5.

Figure 3.5: Pitch definitions in hexagonal and square pixels. For regular square and hexagonal
pixels 𝑝𝑥 = 𝑝𝑦

The hexagons investigated are regular, whichmeans they represent a closed shape polygon

with six equal sides and six equal angles. As a result, the pitch in both the x-direction (𝑝𝑥) and

y-direction (𝑝𝑦) of the hexagon have the same lengt (see Figure 3.6).
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Figure 3.6: 2D hexagonal grid coordinates.

The comparison between hexagonal pixels and square pixels is particularly interesting

when they have the same area. This is because the amount of electronics inside the p-well is

a relevant factor to consider when comparing these two pixel shapes in MAPS. With hexago-

nal pixels, it is possible to achieve smaller pitch sizes while maintaining the same amount of

electronics. This allows for a direct evaluation of the impact of pixel shape on various factors,

including charge sharing, spatial resolution, and efficiency, while keeping the area constant.

To establish a meaningful comparison between hexagonal and square pixels with the same

area, we can derive the following relationship based on the definitions shown in Figure 3.5:

𝑃𝑖𝑡𝑐ℎ𝑠𝑞𝑢𝑎𝑟𝑒 =

(

√

3

√

3

2 )

⋅

𝑃𝑖𝑡𝑐ℎℎ𝑒𝑥𝑎𝑔𝑜𝑛

2

(3.1)

In particular, simulated hexagonal pixels in honeycomb matrices are intriguing for many

reasons. For instance, by limiting the maximum distance of the pixel boundary from the center

while keeping the same area, hexagonal pixel shapes avoid complex electric field regions in

the pixel corners. The maximum distance in the square grid between the pixel corner and the

collection electrode (red line in Figure 3.5) drops approximately 12% for the same pixel area

on a hexagonal grid [28].

The hexagonal design also contributes by reducing charge sharing at the pixel corners from

four to just three pixels. As charge sharing is decreased, the signal in the seed pixel increases

as charge sharing is reduced.
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Chapter 4

Detector Simulation

In the semiconductor industry and academic research for particle detector development, simu-

lation is used to study the fundamental physics of particle interactions with matter, the charge

collection and transport processes in detectors, and the behavior of new and emerging devices

under various conditions. In particular, small collection-electrode monolithic silicon sensors

have complicated non-uniform field compositions that require the use of simulations to fully

understand and optimize its performance.

The electrostatic field simulations provide information about the electrical characteristics

of the device, such as the distribution of electric charges and doping concentration profile, tak-

ing into account the physical and electrical properties of the materials used in the device. MC

simulations, on the other hand, model the behavior of charged particles, as they traverse the

sensor, accounting for the interactions between the particles and the materials in the device.

This chapter describes a method for combining MC and electrostatic field simulations.

SYNOPSYS’ TechnologyComputer-AidedDesign (TCAD) tool (Version R-2020.09-SP1)was

selected as a tool for electrostatic simulations and computed electric fields were integrated

with Geant4 simulations of particle interactions with matter via the Allpix2 framework. As a

result, we can examine the behavior of MAPS detectors, and analyze and compare predicted

performance to known or expected behaviors. To have the full picture of the sensor perfor-

mance, different sensor layouts have been simulated.

https://www.synopsys.com/silicon/tcad/device-simulation/sentaurus-device.html
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4.1 Electrostatic Simulations

Synopsys TCAD is a simulation tool, used in the development of semiconductor devices. To

represent the structural attributes and electrical behavior of semiconductor devices, the soft-

ware solves the behavior of electrical devices based on fundamental physics. It provides mul-

tiple classes of tools for different steps of the development and optimization of the semicon-

ductor device [31]. The following tools, in particular, have been used for this work:

• Sentaurus Workbench (SWB): It is the main tool interface. It supports the organization

of simulation flow in a project.

• Sentaurus Structure Editor (SDE): This tool is used to the definition the geometry and

material doping concentrations of the sensor. Within SDE, the meshing operation must

also be performed to define the spatial and temporal accuracy of the simulation.

• Sentaurus Device (SDEVICE): In this tool, the user can simulate the electrical charac-

teristics of devices created with SDE. Current continuity, and Poisson and transport

equations are solved for the defined mesh for the given boundary conditions.

• Sentaurus Visual (SVISUAL): Tool to visualize the structures and results generated from

the simulation.

Figure 4.1: Process flow of simulation tools by Synopsys Sentaurus TCAD
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The schematic of the simulation framework is shown in Figure 4.1, starting from Sentaurus

Workbench (SWB), which determines the changing parameters managing the simulation. The

creation of a device structure is simulated by SDE, and then SDEVICE is used to simulate the

electrical properties of the device. Finally, SVISUAL is used to visualize the result from the

simulation in 2D and 3D.

4.1.1 Device Geometry

In section 3.2, we introduced pixel geometry thatwas implemented in SDE. A three-dimensional

(3D)model has been created due to the constraints of a two-dimensional projection, whichmay

fail to represent certain effects happening at the corners of the pixels.

Figure 4.2 displays the simulated structure of a pixel cell, with the z direction following

the sensor depth, the x direction being parallel to the hexagon’s apothem, and the y direction

following 𝑝𝑦, as depicted in Figure 3.6.

Figure 4.2: Illustration of a cross-section (a) and top view (b) of a simulated pixel. Not in scale.

In TCAD simulations, the number of simulated pixels depends on the size and complex-

ity of the analyzed device or structure. Conversely, in Allpix2 Monte Carlo simulations, the

number of simulated pixels is determined by the size and granularity of the modeled detec-

tor (refer to section 5.2). Therefore, due to the significant computational time and memory
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requirements associated with electrostatic simulations for larger and more complex pixels, it

is convenient to simulate only a single-pixel structure on TCAD. The subsequent steps of the

detector simulation in Allpix2 assume symmetry when constructing a pixel matrix, thereby

reducing the computational effort.

Additionally, the substrate, which resides beneath the epitaxial layer, is typically excluded

from TCAD simulations since its impact on 3D TCAD studies is minimal due to the absence of

an electric field in that region. Instead, the substrate is included in Monte Carlo simulations to

optimize computational resources. Table 4.1 provides a comprehensive list of layer structures

for the sensor simulated with TCAD, along with the corresponding materials that constitute

each component.

Table 4.1: Overview of layer structure of pixel model, along with the corresponding materials
that constitute each part. Some key size and voltage parameters that were used for the simu-
lation are also presented.

Layer Description Material Observations
oxide Si02

collection electrode aluminum applied voltage 1.2 V
contact electrode aluminum applied voltage -1.2 V
backside electrode aluminum applied voltage -1.2 V

p-epi layer silicon - boron doped thickness 10 𝜇𝑚
readout implant silicon - phosphorus doped width 0.8 for pixel pitch 35 𝜇𝑚

p-well silicon - boron doped spacing from readout implant approx 0.6 𝜇𝑚

Doping Concentrations

In addition to specifying the geometry of a structure, doping concentrations have to be de-

fined for different parts of the structure. The accuracy of TCAD simulations heavily relies on

the precision of doping profile models, and the absence or uncertainty of this information can

impact the reliability of the simulation outcomes. However, the detailed doping values are con-

sidered confidential by the foundry, and no confidential information regarding the substrate

doping concentration levels of the high-resistivity wafers was accessible in this study.

As a result, generic doping profiles have been used assuming gaussian distribution and

consisting of approximate doping concentrations for the different regions. The approximate

doping levels used are 1 × 1018 cm−3 for the substrate, less than 1 × 10
13 cm−3 for the epitaxial

layer [32].



Chapter 4. Detector Simulation 36

Setting and optimizing a few boundary conditions can also help improve the simulation

accuracy. One crucial aspect to consider is the prevention of nonphysical effects caused by

abrupt changes in doping concentration and the resulting electric field. To achieve this, it

is necessary to appropriately diffuse the doping profiles at the interfaces between different

doping structures, such as n- and p-wells and the epitaxial layer/substrate. This diffusion

ensures a smooth transition in the doping profile and can be defined through Gaussian or the

complementary error function.

For instance, the p-substrate is doped uniformly with boron atoms, and the epitaxial layer

displays a similar uniform doping profile but with a reduced doping concentration. Therefore,

the concentration diffusion technique can be employed in the transition regions located at the

bottom of the epitaxial layer where it interfaces with the substrate, as well as at the n- and

p-well edges.

Mesh Generation

In finite-element simulations, the simulation solution of the Poisson equation is computed

through mesh element corners. Therefore, the granularity of the mesh is crucial for the accu-

racy of the simulation because the solutions become inaccurate or there is no convergence if

the mesh is too coarse.

However, it is difficult to choose the optimal mesh sizes for solving the problem while

ensuring convergence and, at the same time, running a fast simulation. To address this issue, a

strategy is employed where high grid density is applied in regions characterized by significant

gradients in geometric and physical quantities of interest. These regions typically include

junctions and doping transitions, where precise modeling is important. In Figure 4.3, a cross-

section of a simulated mesh is depicted, represented by black lines. In 2D simulations, the

mesh comprises triangles, while in 3D simulations, it consists of tetrahedra.

The value within each electric field vector component for every mesh node and the vertex

coordinates of each node may later be exported from the TCAD DF-ISE data. This will then

be entered into the MC simulations that are explained in section 4.3.
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Figure 4.3: Two-dimensional cross-section of the pixel cell. The mesh structure is depicted as
black lines. Further details of the results will be explained in section 5.1.

4.2 Physics Model

TCAD solvers address three key problems: calculating the electrostatic potential using Pois-

son’s equation, determining the electron and hole concentrations through the electron and

hole continuity equations, and computing the electrostatic potential. The electrostatic po-

tential translates to the voltage on physical contacts, while the net charge flux translates into

electric current. Terminal currents, voltages, and charges are computed based on a set of phys-

ical device equations that describe the distribution of carriers and conductionmechanisms (see

Section 2.3).

Quasi-stationary simulations were performed using SDEVICE. The applied voltage is grad-

ually increased until it reaches a specified value, and the resulting electric field is measured

[33]. At steady-state, the partial derivative of each property with respect to time is zero.

To solve the equations related to mobility, generation, and recombination rates, TCAD

software provides a wide range of models. The specific configurations for the physical models

required to perform electric field simulations are described below, and the corresponding code

snippet is presented in Listing 4.1.

• Temperature: Sdevice offers computation of three temperatures: lattice temperature,

electron temperature, and hole temperature. The lattice temperature accounts for self-

heating effects of the device.
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As an initial estimate, the electron and hole temperatures are set to the lattice temper-

ature. For carriers whose temperatures are not explicitly solved, they are assumed to

have the lattice temperature throughout the simulation.

• Fermi Statistics: The Fermi statistics were employed to calculate the electron and hole

densities [33].

In the active regions of a silicon device, such as in the presence of applied bias or high

doping levels, the carrier densities can reach high values. Under these conditions, the

importance of Fermi statistics becomes particularly relevant.

The density of charge carriers is described by:

𝑛 = 𝛾𝑛𝑁𝐶𝑒𝑥𝑝
(

𝐸𝐹 ,𝑛 − 𝐸𝐶

𝑘𝑇 )
(4.1)

𝑝 = 𝛾𝑝𝑁𝑉 𝑒𝑥𝑝
(

𝐸𝑉 − 𝐸𝐹 ,𝑝

𝑘𝑇 )
(4.2)

Where 𝛾𝑛 and 𝛾𝑝 are the functions of the carrier quasi Fermi energy 𝜂𝑛 and 𝜂𝑝, given as:

𝛾𝑛 =

𝑛

𝑁𝐶

𝑒𝑥𝑝(−𝜂𝑛) (4.3)

𝛾𝑝 =

𝑝

𝑁𝑉

𝑒𝑥𝑝(−𝜂𝑝) (4.4)

𝜂𝑛 =

𝐸𝐹 ,𝑛 − 𝐸𝐶

𝑘𝑇

(4.5)

𝜂𝑝 =

𝐸𝑉 − 𝐸𝐹 ,𝑝

𝑘𝑇

(4.6)

• Carrier Mobility: Masetti model [21] for doping-dependent mobility referenced as

DopingDependence at the code below, and Canali model for high-field saturation re-

ferred as eHighFieldSaturation or hHighFieldSaturation.

• Recombination model: Shockley-Read-Hall Recombination (SRH) model enabled as

Recombination (see subsection 2.3.3)
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• Band Structure Model: Band gap narrowing model Slotboom model [34] (keyword

Slotboom) for a highly doped substrate. In Sentaurus Device, the approach to modeling

bandgap narrowing takes the following form:

𝐸𝑏𝑔𝑛 = Δ𝐸
0

𝑔
+ Δ𝐸

𝐹𝑒𝑟𝑚𝑖

𝑔
(4.7)

where Δ𝐸0

𝑔
is determined by the specific bandgap narrowing model used, and Δ𝐸

𝐹𝑒𝑟𝑚𝑖

𝑔
is

an adjustment to take carrier statistics into account [33].

Bandgap narrowing for the Slotboom model measures the narrowing in relation to the

total amount of doping [35]. This empirical method combines a number of physical phe-

nomena, including electron-electron interactions, carrier-impurity interactions, random

potential fluctuations, and electron-hole interactions, into a single energy narrowing pa-

rameter. As a result, the calculated band gap narrowing remains consistent in both neu-

tral and depleted regions of the device. The following equation is used by the Slotboom

model to calculate the band gap narrowing:

Δ𝐸
0

𝑔
= 𝐸𝑟𝑒𝑓

[

𝑙𝑛
(

𝑁𝑡𝑜𝑡

𝑁𝑟𝑒𝑓
)
+

√

𝑙𝑛
(

𝑁𝑡𝑜𝑡

𝑁𝑟𝑒𝑓
)

2

+ 0.5

]

(4.8)

where 𝐸𝑟𝑒𝑓 0 and 𝑁𝑟𝑒𝑓 are material properties, available in Sentaurus Device.

1 Physics
2 {
3 Fermi
4 Temperature = 293
5 Mobility(
6 DopingDependence
7 eHighFieldSaturation
8 hHighFieldSaturation
9 )
10 Recombination(
11 SRH(
12 DopingDependence
13 TempDependence
14 )
15 eAvalanche
16 hAvalanche
17 )
18 EffectiveIntrinsicDensity (BandGapNarrowining(Slotboom))
19 }

Listing 4.1: Physics models definitions in SDEVICE configuration file.



Chapter 4. Detector Simulation 40

4.3 Monte Carlo Simulations

Monte Carlo (MC) simulations are designed to computationally solve problems by executing

stochastic simulations of a system. Using the appropriate algorithms and adequate random

distribution sampling, MC simulations enable replicating the behavior of physical systems

and processes.

In the context of particle detection, simulations involving sensitive components can typ-

ically be divided into three stages. First, the interaction between the particle and the sensor

material is simulated using external event generators, as described in section 2.3. In the second

stage, the trajectories of primary particles are tracked as they pass through the structures of

the detector and interact with them. Finally, in the third stage, the particle hit information in

the pixel is processed to estimate the resulting signals [36].

Allpix2 (read: Allpix Squared) is an open-source software framework written for the com-

plete end-to-endmodeling simulation of semiconductor pixel detectors [37]. Alongside Geant4

and ROOT, Allpix2 offers a wide range of capabilities, enabling researchers to investigate var-

ious aspects such as charge propagation, energy deposition, signal transmission, and digitiza-

tion within a sensor.

For the purposes of this thesis, a modified version of Allpix2 has been developed to execute

simulations involving hexagonal pixels. This modified version incorporates specific enhance-

ments and optimizations to better analyze and understand the behavior of hexagonal pixel

detectors.

4.3.1 Allpix2 Simulation Flow

The simulation process in Allpix2 was divided into two steps and involved the use of four

configuration files: the detector model configuration, the detector geometry configuration, and

two simulation configuration files. Figure 4.4 presents a flowchart that provides an overview

of the simulation workflow. In the following subsections, we will discuss each step of the

simulation chain and provide examples of the corresponding configuration files needed to

execute the simulation routine [25].

https://gitlab.cern.ch/allpix-squared/allpix-squared
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Figure 4.4: Simulation flow executed with Allpix2, which includes the names of the configura-
tion files used in this thesis. The detector geometry and model configurations are input files
for the two steps of the simulation (ETA Calculation and ETA Correction), explained in the
following subsections.

Detector model configuration

The detector model configuration describes the type of detector simulated, for example, a

typical hybrid detector or monolithic pixel detector. The code piece of the configuration file

is presented on Listing 4.2.

type: selects a monolithic pixel detector;

geometry : selects the geometry of the pixel (square or hexagonal);

number_of_pixels: the number of pixels in the detector in x and y directions;

pixel_size: pitch of the pixel in x and y directions;

pixel_type: selects the orientation of the pixel in x and y directions;

implant_size: readout implant size in x and y directions;

sensor_thickness: the thickness of the sensor in z direction (substrate+epitaxial

layer);

sensor_excess_*: outside of the active pixel matrix, additional material is added to

the pixel matrix on the top, bottom, left, and right orientations of the sensor. * should

be substituted with top, bottom, left or right.

Detector geometry configuration

The geometry configuration defines the geometry of the simulated setup. The code piece of

the configuration file is presented on Listing 4.3. The beginning of each section includes a title
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1 type = "monolithic"
2 geometry = "hexagonal"
3 pixel_type = "hexagon_flat"
4
5 number_of_pixels = 100 100
6 pixel_size = 35um 35um
7 implant_size = 1.5um 1.5um
8
9 sensor_thickness = 50um
10 sensor_excess_top = 200um
11 sensor_excess_bottom = 200um
12 sensor_excess_left = 200um
13 sensor_excess_right = 200um

Listing 4.2: model.conf

that indicates the identification name of the detector. Every detector is required to contain all

of the following parameters:

type: A text string is used to denote the type of the detector model, which refers to the

configuration file of the model (model.conf ).

position: 3D position in the global coordinate system x, y, z;

orientation: 3D rotation angles, specified as x-y-z extrinsic Euler angles.

1 [detector]
2 type = "model"
3 position = 0um 0um 0um
4 orientation = 0deg 0deg 0deg

Listing 4.3: geometry.conf

Simulation configuration part 1: eta Calculation

In detector simulations, conventional clustering methods typically assume linear charge shar-

ing within the sensor and employ calculations based on arithmetic mean or charge-weighted

center-of-gravity. For example, the center-of-gravity algorithm assumes that charge is shared

linearly proportional to the distance between the electrodes. However, in scenarios involv-

ing bulk modifications like the n-gap layout and non-homogeneous electric fields, charges

tend to be deflected towards the collection electrode, resulting in nonuniform charge shar-

ing among neighboring pixels. To address this nonuniformity and accurately estimate the

collected charge, the concept of the 𝜂-distribution (eta-distribution) is introduced. The eta-

distribution provides a means to account for the nonuniform charge sharing and obtain more

precise measurements of the collected charge.

To calculate the eta-distribution, the ratio 𝑄𝑝𝑖𝑥𝑒𝑙

𝑄𝑐𝑙𝑢𝑠𝑡𝑒𝑟

is computed, where 𝑄𝑝𝑖𝑥𝑒𝑙 represents the

charge on the reference pixel normalized to the cluster charge. The Allpix2 module called
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[EtaCalculation] performs a polynomial fit to determine the appropriate parameters for

the non-linear charge sharing. It calculates the distributions for two-pixel clusters by com-

paring the track position and the calculated cluster center position. The recorded profiles are

then fitted, and the resulting fits can be utilized in subsequent simulation steps.

The calculations of the distributions are performed for two-pixel clusters of any detector

in the analysis by comparing the in-pixel track position and the calculated cluster center po-

sition. However, for hexagonal pixels, the transformation from the x and y axes to the polar

coordinates 𝜙 and R is not straightforward. Since a hexagon can be approximated as a circle,

the calculation is carried out in the x and y coordinates, but the data is treated in terms of

polar coordinates 𝜙 and R.

Figure 4.5 illustrates a schematic of the simulation workflow employed in the MC simula-

tions. In the subsequent paragraphs, we will introduce the models utilized in the simulations,

along with their corresponding parameters.

Figure 4.5: Typical simulation flow with Allpix2 , which includes the names of the modules
used.
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• Global parameters

With the header [Allpix] it is possible to set global parameters such as detector geom-

etry and detector model configuration files, the number of events, and the output file path

and name. The code piece (Listing 4.4) is part of the simulation configuration file and should

contain the following parameters:

detectors_file: geometry configuration file;

model_path: model configuration file;

multithreading: running several events in parallel via its multithreading feature. By

default, this feature is disabled;

root_directory : ROOT output data of all modules;

random_seed: Seed value to be used in seed module instantiations.

number_of_events: total number of events to simulate;

1 [AllPix]
2 detectors_file = "geometry.conf"
3 model_paths = "model.conf"
4 root_file = "modules_35um.root"
5 multithreading = true
6 random_seed = 24
7 number_of_events = 500000

Listing 4.4: simulation_ETAcalc.conf (part 1)

• Construction of the Geant4 geometry

First, the GeometryBuilderGeant4 module provides an interface to Geant4 to create the

geometry. The world_material is set to air.

1 [GeometryBuilderGeant4]
2 world_material = "air"

Listing 4.5: simulation_ETAcalc.conf (part 2)

• Electric field configuration

The doping concentration and electric field values in the epitaxial layer are fed into Allpix2

through the modules [ElectricFieldReader] and [DopingProfileReader] to guar-

antee higher accuracy of the sensor simulation. Using the Mesh Converter tool, the adaptive

meshes are taken from 3D TCAD and transformed into regularly spaced grids to speed up the

lookup of field values. The module parameters are:
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model: type of the electric field or doping profile model;

file_name: name and location of the mesh file;

depletion_depth: the thickness of the depletion zone inside the sensor;

field_mapping: the electric field or doping profile is interpreted as a field spanning

the full Euclidean angle and aligned on the center of the pixel unit cell, and field values

are obtained with respect to the pixel center.

1 [ElectricFieldReader]
2 model = "mesh"
3 file_name = "field_ElectricField.apf"
4 depletion_depth = 10um
5 field_mapping = PIXEL_FULL
6
7 [DopingProfileReader]
8 model = "mesh"
9 file_name = "field_DopingConcentration.apf"
10 depletion_depth = 10um
11 field_mapping = PIXEL_FULL

Listing 4.6: simulation_ETAcalc.conf (part 3)

• Energy deposition

This module employs Geant4 to simulate the interactions between incident particles and

the sensor. It is designed to simulate a particle source that deposits charge carriers during each

event, using the mean pair creation [38] to calculate the number of electron-hole pairs created

by a given energy deposition. Fluctuations are modeled through the use of a Fano factor that

assumes Gaussian statistics.

For this thesis, the module is set up to simulate a 5 GeV electron beam, which is in line

with typical test-beam measurements. To eliminate edge effects, the beam cross-section must

be smaller than the sensor surface. The following parameters are used:

physics_list: Internal Geant4 list of physical processes to simulate [39];

number_of_particles: number of particles to be generated in a single event;

enable_pai: enable Photoabsorption Ionization Model (PAI) to improve the model

describing the ionization energy loss produced by a relativistic charged particle in very

thin materials [40]; .

particle_type: type of particle to use in the source;

source_energy : mean kinetic energy of the generated particle;

source_type: shape of the source;
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source_position: location of the particle source in the world geometry;

beam_size: width of the Gaussian beam profile;

beam_direction: direction of the beam;

beam_divergence: Standard deviation of the particle angles in x and y directions;

max_step_length: maximum length of a simulation step.

1 [DepositionGeant4]
2 physics_list = QGSP_BERT_EMZ
3 enable_pai = 1
4 particle_type = "e-"
5 number_of_particles = 1
6 source_energy = 5GeV
7 source_position = 0um 0um -10mm
8 source_type = "beam"
9 beam_size = 100um
10 beam_divergence = 0mrad 0mrad
11 beam_direction = 0 0 1
12 max_step_length = 0.5um

Listing 4.7: simulation_ETAcalc.conf (part 4)

• Charge Transport

The [GenericPropagation] module simulates the propagation (drift and diffusion) of

charge carriers through a sensor. The charge carrier mobility is calculated using the combined

Masetti-Canali mobility model (see subsection 2.3.1), and the combined Shockley-Read-Hall

and Auger recombination models are used to calculate the doping-dependent charge carrier

lifetime. (see subsection 2.3.3).

This module utilizes a fourth-order Runge-Kutta-Fehlberg method with fifth-order error

estimation to integrate particle propagation in electric and magnetic fields [41]. After each

Runge-Kutta step, the diffusion effect is incorporated by applying an offset based on aGaussian

distribution. The parameters of this Gaussian distribution are determined using the Einstein

relation, which captures the random motion and spreading of carriers due to diffusion.

𝜎 =

√

2𝑘𝑏𝑇

𝑒

𝜇𝑡 (4.9)

where µ is the carrier mobility, T is the temperature and t is the step duration.

temperature: temperature of the sensitive device;

mobility_model: charge carrier mobility model;

recombination_model: charge carrier recombination model;
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charge_per_step: maximum number of charge carriers that can propagate simulta-

neously;

timestep_min: minimum time step to employ for Runge-Kutta integration;

timestep_max : maximum time step to employ for Runge-Kutta integration;

integration_time: time span within which charge carriers propagate;

propagate_electrons: Choose if electron-type charge carriers should be transported

to the electrodes.

1 [GenericPropagation]
2 temperature = 293K
3 mobility_model="masetti_canali"
4 recombination_model = "srh_auger"
5 charge_per_step = 5
6 timestep_min = 0.5ps
7 timestep_max = 0.05ns
8 integration_time = 25ns
9 propagate_electrons = true

Listing 4.8: simulation_ETAcalc.conf (part 5)

• ETA Calculation

In the EtaCalculation module, the distributions for two-pixel clusters are derived by

comparing the in-pixel track position with the predicted cluster center position. Histograms

are filled for both x and y coordinates, and fits of the recorded profiles are done at the end of

each run using the specified equations. The final fit parameters are then used as input to the

[EtaCorrection].

chi2ndof_cut: track quality cut based on the ratio of 𝜒 2 to the number of degrees of

freedom;

eta_formula_x / eta_formula_y : formula for the recorded 𝜂 − 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑠

1 [EtaCalculation]
2 chi2ndof_cut = 100
3 eta_formula_x = [0] + [1]*x + [2]*x^2 + [3]*x^3 + [4]*x^4 + [5]*x^5

Listing 4.9: simulation_ETAcalc.conf (part 6)

• Signal Transfer

The final per-pixel current pulses are created by combining the currents caused by propa-

gated charges at each individual pixel implant using the PulseTransfer module. This sets

the pulse prepared for front-end electronics processing. These pulses are produced using the

charge carrier arrival times at the pixel implants. The variables employed are:
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max_depth_distance: maximum distance from which charge carriers are accepted;

collect_from_implant: chose if only consider charge carriers within the implant

region instead of the full surface of the sensor;

1 [PulseTransfer]
2 max_depth_distance=0.55um
3 collect_from_implant = true

Listing 4.10: simulation_ETAcalc.conf (part 6)

• Digitization

The DefaultDigitizer module converts the charges collected into a digitized signal

proportional to the input charge. It replicates noise contributions from the readout electronics

as Gaussian noise and has a threshold. The parameters used in this module are:

electronics_noise: define the value of the standard deviation of the Gaussian noise

in the electronics;

threshold: threshold energy level for considering the collected charge as a hit;

threshold_smearing: define the standard deviation of the Gaussian uncertainty in

the threshold charge value.

1 [DefaultDigitizer]
2 electronics_noise = 10e
3 threshold = 200e
4 threshold_smearing = 5e

Listing 4.11: simulation_ETAcalc.conf (part 7)

• Monitoring data

For immediate analysis and easy inspections, the [DetectorHistogrammer] module

offers an overview of the simulation data that was generated. It can provide details such as a

hitmap of every pixel in the grid, a cluster map showing the positions of the clusters over the

course of the whole simulation run, as well as an efficiency map.

name: name of the detector to plot;

output_plots: enable saving output plots;

track_resolution: track resolution the Monte Carlo truth is smeared with;
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1 [DetectorHistogrammer]
2 name = "detector"
3 output_plots = 1
4 track_resolution = 0um 0um
5 granularity = 100, 100

Listing 4.12: simulation_ETAcalc.conf (part 8)

granularity : number of bins along the x and y axis for in-pixel maps.

• Writing output data

The simulation information can be stored in ROOT objects for external analysis with the

ROOTObjectWriter module.

1 [ROOTObjectWriter]
2 file_name = "data.root"

Listing 4.13: simulation_ETAcalc.conf (part 9)

Simulation configuration part 2: Eta Correction

In this simulation step, the results from the eta calculation can be imported and final plots

are created. Initially, the global parameters such as number of events and input files are set

throgh [AllPix], then [ROOTObjectReader] reads all trees defined in the input data file

(file_name) that contain Allpix2 objects.

The fit parameters are then used as input to the [DetectorHistogrammer]module. The

configuration file allows separate specifications of the correction function and parameters for

each detector along the x and y dimensions. The parameters for this module are:

name: name of the detector to plot;

eta_correction_function_*:: the formula for the 𝜂 − 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 to be applied for

the x and y coordinates and for polar coordinates;

eta_correction_parameters_*: vector of correction factors, representing the pa-

rameters of the above correction function, in x and y coordinates and for polar coordi-

nates;

granularity : number of bins along the x and y axis for in-pixel maps.
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1 [AllPix]

2 number_of_events = 100000

3 detectors_file = "geometry.conf"

4 model_paths="model.conf"

5 random_seed=24

6 root_file = "output_eta_correction_plots.root"

7 multithreading = true

8

9 [ROOTObjectReader]

10 file_name = "input_eta_calcutation_data.root"

11

12 [DetectorHistogrammer]

13 name = detector

14 eta_correction_function_x = "[0]+[1]*x+[2]*x^2+[3]*x^3+[4]*x^4+[5]*x^5"

15 eta_correction_parameters_x = 0.000155138 0.314214 60.0992 364.709 -3.51545 4.277

16 eta_correction_function_y = "[0]+[1]*x+[2]*x^2+[3]*x^3+[4]*x^4+[5]*x^5"

17 eta_correction_parameters_y = 7.08422e-05 0.393339 32.8107 -202 -1.72 4.0

18 eta_correction_function_2r = "[0]+[1]*x+[2]*x^2+[3]*x^3+[4]*x^4+[5]*x^5"

19 eta_correction_parameters_2r = -0.00651 10.0792 -2908.24 400702 -2.598 6.399

20 eta_correction_function_3r = "[0]+[1]*x+[2]*x^2+[3]*x^3+[4]*x^4+[5]*x^5"

21 eta_correction_parameters_3r = 0.0116617 -2.00828 280.965 -1474.86 -1.30 4.1057

22 eta_correction_function_3phi = "[0]+[1]*x+[2]*x^2+[3]*x^3+[4]*x^4+[5]*x^5"

23 eta_correction_parameters_3phi = -0.0422413 0.259477 0.999121 -3.24576 -1.79364 23.0009

24 granularity = 100, 100

Listing 4.14: simulation_ETAcalc.conf (part 9). The eta_correction_parameters presented are

an example. The correct values will be provided by the previous simulation step.
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Chapter 5

Simulation Results and Discussions

This chapter presents the results of the study, along with their corresponding assessments.

Similar to the previous chapter, it is divided into two parts: electrostatic simulations using

TCAD andMC simulations with Allpix2 , where the TCADmeshes are utilized as input. In this

work, simulations for hexagonal pixels were conducted for MAPS in two variations: standard

process and n-gap, with pixel pitches of 35 𝜇m and 18 𝜇m, respectively. The 35 𝜇m simulations

aimed at validating the general behavior of hexagonal pixels, while the 18 𝜇m size was used

for a comparison between square and hexagonal pixels.

As discussed in Section 3.2, a single-pixel cell is employed to model the electrostatic field

in the epitaxial layer of the sensor using a 3D TCAD simulation.In the Allpix2 simulations, a

full-size detector with dimensions of 100 x 100 pixels was considered, and periodic boundary

conditions were applied to replicate the field across the entire sensor. This chapter presents

the results of the doping and electric field profiles. Subsequently, the reconstruction and anal-

ysis of the MC events are discussed, where each simulation provides valuable information

including cluster size, efficiency, pixel charge, and resolution.

5.1 Electrostatic Simulations

The 3D simulated structure is displayed in Figure 5.1. The x-direction is parallel to the apothem

of the hexagon, the y-direction follows the y-pitch, and the z-direction follows the sensor

depth. For reference, a two-dimensional cross-section indicated as C1 in Figure 5.1, is shown

in Figures 5.2 and 5.3 for pixel pitch of 18 𝜇𝑚 and 35 𝜇𝑚, respectively.

The electric field strength in the pixel cell is depicted in Figures 5.4 and 5.5 within the

pixel cell for pixel pitches of 18 𝜇𝑚 and 35 𝜇𝑚, respectively, in both standard and n-gap sensor
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Figure 5.1: The 3D simulated structure for standard process simulation for pitch size of 35 𝜇𝑚.
The collection electrode is located at the center of the structure.

(a) standard (b) n-gap

Figure 5.2: Doping concentrations results from the electrostatic simulation for (a) standard and
(b) n-gap layouts for pixel pitch 18 𝜇𝑚. The white lines indicate the boundary of the depleted
volume, and the gray structures represent the corresponding terminals where voltages were
applied via metal contacts.

(a) standard (b) n-gap

Figure 5.3: Doping concentrations results from the electrostatic simulation for (a) standard
and (b) n-gap layouts for pixel pitch 35 𝜇𝑚.

configurations. It can be observed that in the n-gap flavors, the inclusion of a continuous low-

dose deep n-implant beneath the p-wells results in complete lateral depletion in the epitaxial

layer.
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(a) standard (b) n-gap

Figure 5.4: Electric field strength results from the electrostatic simulation for (a) standard and
(b) n-gap layouts for pixel pitch 18 𝜇𝑚. The white lines indicate the boundary of the depleted
volume.

(a) standard (b) n-gap

Figure 5.5: Electric field strength results from the electrostatic simulation for (a) standard and
(b) n-gap layouts for pixel pitch 35 𝜇𝑚.

The lateral electric field strength in the pixel cell is depicted in Figures 5.6 and 5.7 for pixel

pitches of 18 𝜇𝑚 and 35 𝜇𝑚, respectively, in both standard and n-gap sensor configurations. As

mentioned in section 3.1, the n-gap model incorporates a separation between the n-implant

and the pixel edges, resulting in a distinct lateral electric field concentrated at the edges of the

sensor, beneath the wells.

(a) standard (b) n-gap

Figure 5.6: Lateral electric field strength for (a) standard and (b) n-gap layouts for pixel pitch
18 𝜇𝑚. The white lines indicate the boundary of the depleted volume.
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(a) standard (b) n-gap

Figure 5.7: Lateral electric field strength for(a) standard and (b) n-gap layouts for pixel pitch
35 𝜇𝑚. The white lines indicate the boundary of the depleted volume.

5.2 Monte Carlo Simulations

To extract data information from the detector, the hexagonal pixel simulation using Allpix2

was conducted, utilizing the TCAD electric field and doping profiles described in the previous

section. These profiles were imported as outlined in Section 4.1.1. Figure 5.8 visualizes the

detector configuration in Geant4, where ten 5 GeV single-electron events are shown crossing

the sensor (indicated by red arrows) and hitting the sensor (represented by the grey box). It

is important to note that for each simulation, approximately 500,000 events were simulated to

ensure reliable statistics.

Figure 5.8: Geant4 visualization of the simulated detector (grey box). Ten 5 GeV single-
electron events cross the sensor (red arrows). The visualization is obtained with the
[VisualizationGeant4] module in Allpix2 .
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Figure 5.9 shows line graphs illustrating the collection of charge carriers as a function of

their position within the sensor in a random event. The x-axis represents the position between

two collection electrodes, which are highlighted by red arrows. A single 5 GeV electron event

originating near the center between these two electrodes is indicated by the black arrow. The

vertical axis represents the sensor depth, with a distinction between the substrate and the

epitaxial layer, which ends approximately 25 𝜇𝑚 from the top of the sensor.

Figures 5.9a and 5.9b reveal that the majority of charges generated in the substrate undergo

recombination within the silicon lattice. The motion paths of groups of charge carriers reach-

ing the implant exhibit significant contributions from diffusion, as indicated by the curved

trajectories. On the other hand, straight lines imply that the movement of charges is primarily

governed by drift. In the standard layout, charges are collected in the epitaxial layer mostly

through diffusion, while in the n-gap layout, charges are predominantly collected through

drift, resulting in a more linear trajectory for collected electrons in the epitaxial layer.

(a) standard (b) n-gap

Figure 5.9: Line graphs for standard (a) and n-gap (b) layouts. The ionizing particle (with the
initial position indicated by the black arrow) cross the sensor along the z-axis between two
adjacent pixels (with collection electrodes indicated by red arrows).

5.2.1 Cluster Size

In a pixel detector, a cluster refers to a group of neighboring pixels that have been activated

by the passage of a charged particle. The mean cluster size represents the average number of

particles in each cluster.
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The relationship between cluster size and charge sharing in a MAPS is similar to that in

other types of pixel detectors. A larger cluster size can lead to a higher degree of charge

sharing, making it more challenging to determine the precise position and energy of the par-

ticle that caused the cluster. Conversely, a smaller mean cluster size can result in less charge

sharing, improving the accuracy of the reconstructed position and energy.

The mean cluster size in MAPS is influenced by the energy threshold setting. The energy

threshold determines the minimum amount of energy required for a pixel to be considered

part of a cluster. Generally, decreasing the energy threshold will increase the mean cluster

size, as more low-energy particles are detected and contribute to larger clusters. However, the

specific relationship between the mean cluster size and energy threshold value depends on

factors such as the pixel design and shape (e.g., square or hexagonal).

To analyze the distribution of cluster sizes, an in-pixel representation is used. Figures 5.10

and 5.11 illustrate the cluster size distribution within a single pixel cell, obtained by folding

the data from the entire pixel matrix (100 x 100 pixels) into a single representation. Allpix2

collects the charge information from a defined region or cell within the full pixel matrix and

calculates the total cluster size. By repeating this process for multiple events, the cluster size

distribution within the condensed region can be analyzed. In this representation, the cluster

size is plotted as a function of the incident position of the particle within the pixel cell. It is

observed that the largest clusters tend to occur in the pixel corners, where the electric field is

lower, leading to a significant contribution from charge carrier diffusion.

(a) (b) (c)

Figure 5.10: In-pixel representation of the cluster size for simulation at the threshold of (a) 20e,
(b) 40e, and (c) 140e for a pixel size of 35 𝜇𝑚 for standard layout.

The impact of the energy threshold on cluster size can be observed in the cluster size dis-

tribution shown in Figure 5.12, specifically for the simulation with a pitch size of 35 𝜇𝑚. Com-
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(a) (b) (c)

Figure 5.11: In-pixel representation of the cluster size for simulation at the threshold of (a) 20e,
(b) 40e, and (c) 140e for a pixel size of 35 𝜇𝑚 for n-gap layout.

paring the standard and n-gap models, it is evident that the n-gap model exhibits a narrower

distribution and smaller cluster sizes.

(a) standard (b) n-gap

Figure 5.12: Cluster size histogram for multiple thresholds for standard layout (a) and n-gap
layout (b).

A more interesting approach to analyzing the data is by calculating the average histogram

value for each energy threshold. This method shows the relationship between the energy

threshold and themean cluster size. In Figure 5.13, themean cluster size is plotted as a function

of the energy threshold for a pixel size of 35 𝜇𝑚.

In summary, regardless of the pixel geometry, the n-gap layout generally exhibits less

charge sharing compared to the standard layout. This is attributed to differences in the col-
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Figure 5.13: Mean cluster size as a function of the energy threshold for the pixel size of 35 𝜇𝑚.
Statistical errors in the simulation results are small due to a large number of simulated events
(500,000 per configuration)

lection of charge carriers, influenced by the size of the depleted region and the lateral electric

field in MAPS.

The Tangerine project is currently investigating the use of 65 nm CMOS imaging with

MAPS featuring small collection electrodes. Ongoing activities involve sensor simulations,

laboratory characterization, and test beammeasurements using the first test chip with a square

geometry [6, 42, 43]. As part of this thesis, simulation results have been provided for a square

pixel with a pitch of 14.5 𝜇𝑚. The characteristics of the square pixel, such as implant and

p-well sizes, doping concentrations, depth sizes, and applied voltages, are similar to those of

the hexagonal pixel. Figure 5.14 displays the mean cluster size distribution for square and

hexagonal pixels, considering approximately the same area, with pitches of 14.5 𝜇𝑚 and 18

𝜇𝑚, respectively. The pitch definitions were presented in section 3.2.

Comparing hexagonal and square pixels with the same area is a common approach as it

enables an accurate assessment of the total number of pixels and the overall detector perfor-

mance. By maintaining the same area, the comparison takes into account factors such as the

total amount of material used in the detector, which affects efficiency and resolution, as well

as the capacity to accommodate electronics within the sensor.

For lower thresholds, Figure 5.14 shows that the square and hexagonal pixels with n-gap

layout exhibit similar results. However, for higher thresholds, the charge released in a square
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Figure 5.14: Mean cluster size as a function of the energy threshold for square and hexagonal
pixel with approximately the same area, with pitch 14.5 𝜇𝑚 [44] and 18 𝜇𝑚, respectively.

pixel tends to spread out tomore neighboring pixels compared to the hexagonal pixel, resulting

in larger cluster sizes.

The reduction in mean cluster size for the n-gap layout is more pronounced for both pixel

geometries, aligning with the expected decrease in charge sharing for this layout. However,

in the case of the n-gap layout, the difference in cluster size between the two geometries is

negligible. This is because the n-gap design limits the spread of charge in the sensor layer by

increasing the electric field around the collection electrode, thereby already mitigating charge

sharing and cluster size.

5.2.2 Detection Efficiency

The detection efficiency in MAPS refers to the proportion of particles that are successfully

detected and recorded by the sensor. In MC simulations, this efficiency can be calculated by

comparing the number of particles generated in the simulation to the number of particles

that are detected and recorded by the sensor. Ideally, a high detection efficiency close to one

indicates that all particle tracks are accurately captured.

In addition to the detector geometry, the detection efficiency is significantly influenced by

the threshold. When a uniform charge distribution is spread across multiple pixels, a high

threshold can reduce the efficiency, particularly at the edges and corners of the pixels. This
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effect can be observed in the in-pixel map representations in Figures 5.15 and 5.16.c, which

depict the efficiency for standard and n-gap layouts, respectively.

(a) (b) (c)

Figure 5.15: In-pixel representation of the efficiency at the threshold of (a) 20e, (b) 40e, and (c)
140e for a pixel size of 35 𝜇𝑚 for standard layout.

(a) (b) (c)

Figure 5.16: In-pixel representation of the efficiency at the threshold of (a) 20e, (b) 40e, and (c)
140e for a pixel size of 35 𝜇𝑚 for n-gap layout.

The mean efficiency across the sensor for the standard and n-gap layouts is depicted in

Figure 5.17. This metric is derived by computing the average map value for each threshold

setting. The results confirm that the n-gap layout presents higher efficiency values across a

broader range of thresholds compared to the standard layout.

To further explore the efficiency comparison, Figure 5.18 compares the mean efficiency

distribution for square and hexagonal pixels with approximately the same area. Similar to the

cluster size, the results reveal the higher efficiency achieved with the n-gap layout in both

pixel geometries compared to the standard layout. However, it is noteworthy that the hexag-

onal pixel did not demonstrate substantial improvements in efficiency compared to the square
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pixel with the n-gap layout. This could suggest that while the hexagonal pixel offers benefits

in certain areas, it may not yield significant efficiency gains compared to the n-gap layout im-

plemented in a square pixel configuration. Further investigations are required to validate and

confirm these results.

Figure 5.17: Mean efficiency as a function of the energy threshold for the pixel size of 35 𝜇𝑚

Figure 5.18: Mean efficiency as a function of the energy threshold for a square and a hexagonal
pixel with approximately the same area, with pitch 14.5 𝜇𝑚 [44] and 18 𝜇𝑚, respectively.
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5.2.3 Spatial Resolution

Spatial resolution in a tracking detector refers to the precision with which the detector can

accurately determine the true position of a particle. It is commonly quantified by the square

root of the variance of a probability function that describes the likelihood of detecting a particle

signal at any given position 𝑥 , having crossed the detector at 𝑥′. In MC simulations, the spatial

resolution can be assessed using the spatial residual, which represents the difference between

the reconstructed position of a particle and its expected position.

In the context of the eta correction process (see section 4.3.1), the residual histograms are

fitted using a fifth-order polynomial, and the data is analyzed in polar coordinates 𝜙 and 𝑟 , as

depicted in Figure 5.19. This approach is particularly useful when assuming circular symmetry,

simplifying the analysis of the data.

Figure 5.19: Coordinates used to calculate the residuals in polar coordinates, where 𝑟_𝑡𝑟𝑎𝑐𝑘 is
the MC position of the incoming particle, and 𝑟_𝑐𝑙𝑢𝑠𝑡𝑒𝑟 is the reconstructed cluster position in
polar coordinates.

To compute the residuals in polar coordinates, a reference point is established at the center

of the leftmost pixel in a two-pixel cluster. The residuals in the radial (𝑟) direction are obtained

by subtracting the reconstructed cluster position (𝑟cluster) from the MC position of the incom-

ing particle (𝑟track), as 𝑟track − 𝑟cluster. Similarly, the residuals in the azimuthal (𝜙) direction are

calculated as 𝑟track ⋅ sin(𝜙).
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Figures 5.21 and 5.20 illustrate the residuals before and after the eta correction, respectively.

The eta correction significantly improves the distribution of residuals, resulting in a more

accurate representation of the particle’s true position. In x-y coordinates, the residuals are

computed as the difference between the MC position and the reconstructed position.

(a) (b)

(c) (d)

Figure 5.20: Residual histograms before and after eta correction for pixel pitch 35 𝜇𝑚. His-
tograms acquired at threshold 60e.

In this work, the spatial resolution is determined by calculating the root mean square of

the central 99.73% (i.e., central 3𝜎) of the residual distribution. Since the simulated pixels are

regular hexagons, the spatial resolution is found to be similar in both polar (𝑟 and 𝜙 directions)

and x-y coordinates.

Figure 5.22 shows the spatial resolution for the two different layouts in both polar and

x-y coordinates. A lower value indicates a higher resolution, indicating better precision in

determining the true position of the particle.
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(a) (b)

(c) (d)

Figure 5.21: Residual histograms before and after eta correction for pixel pitch 18 𝜇𝑚. His-
tograms acquired at threshold 60e.

Figure 5.22: Spatial resolution as a function of the energy threshold for the pixel size of 35 𝜇𝑚.
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It can be observed that the standard layout offers higher resolution, enabling more precise

particle position measurements. This is because a sensor with a bigger cluster size provides a

more precise reconstructed position due to charge-weighted interpolation between more pix-

els. In the standard layout, the presence of a larger undepleted zone at the borders of the pixels

leads to increased charge diffusion and dispersion to neighboring pixels, resulting in larger

cluster sizes. Conversely, the n-gap layout is designed to promote charge transport towards

the collecting electrodes, minimizing charge sharing and yielding lower spatial resolution.

Furthermore, a comparison between a square pixel and a hexagonal pixel of approximately

the same area is performed, as depicted in Figure 5.23. In both geometries, the standard layout

consistently outperforms the n-gap layout in terms of resolution, and hexagonal pixels provide

higher spatial resolution.

Figure 5.23: Spatial resolution as a function of the energy threshold for square and hexagonal
pixel with approximately the same area, with pitch 14.5 𝜇𝑚 [44] and 18 𝜇𝑚, respectively.
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Chapter 6

Conclusions

HEP experiments extend the knowledge of fundamental properties of nature, employingmulti-

purpose detectors. To meet the demands of modern and future colliders, Monolithic Active

Pixel Sensors (MAPS) have been developed, offering high spatial resolution, efficiency, and

low power consumption. One notable project in this field is the Tangerine Project, which aims

to develop new silicon detectors for potential use in future lepton or electron-ion colliders. The

performance goals of the new sensor are a position resolution below 3 𝜇𝑚, a time resolution

finer than 10 ns, and a material budget less than 0.05% of radiation lengths[6].

In this study, the focus was on characterizing hexagonal pixels in MAPS 65 nm CMOS

imaging technology, featuring a small collection electrode. To achieve this objective, detailed

3D electric field models generated from TCAD were integrated into Monte Carlo simulations

using the Allpix2 framework. Tangerine Project uses these simulations to validate detector re-

sponse modeling, predict the performance of future prototypes, and understand charge carrier

drift behavior.

For this work, two sensor layouts were simulated: standard and n-gap. The results indicate

that the implementation of these layouts in hexagonal pixels was consistent with the sensor

simulations conducted on square pixels with the same design [6, 42, 43]. The simulations were

performed using a beam of 5 GeV electrons on a 100 × 100 sensor with a pixel size (pixel pitch)

of 35 × 35 𝜇𝑚
2 and 18 × 18 𝜇𝑚

2. To assess the sensor performance, various figures of merit

are employed, including detection efficiency, cluster size, and spatial resolution. By varying

the detection threshold, these values were also plotted against the threshold value, enabling a

comprehensive analysis of their behavior and characteristics.
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The comparison of cluster size in the standard layout against the n-gap layout in hexagonal

pixels verifies that the n-gap model displays an advantage in terms of mean cluster size. This

translates into reduced charge sharing between pixels and smaller cluster sizes in n-gapMAPS.

In addition, the simulation compared square and hexagonal pixels with same areas. The

results indicate that, for the standard layout, hexagonal pixels exhibit smaller cluster sizes

compared to square pixels. However, for the n-gap layout, the difference in cluster size be-

tween the two geometries is negligible.

Conversely, in contrast to what was expected, the hexagonal pixel did not deliver better

efficiency performance when comparing geometries. Further investigations need to be carried

out to explore the differences between the two models. For instance, the size and shape of the

collection electrodes, as well as the size of the p-well, are important factors that should be

assessed.

The spatial resolution exhibits a noticeable decline as the threshold value increases. For

hexagonal pixels with a 35 𝜇𝑚 pitch, the standard layout achieves the highest resolution at

approximately 3 𝜇𝑚, while the n-gap layout slightly lags behind with a resolution of around

3.4 𝜇𝑚. The higher resolution of the standard layout can be attributed to its larger cluster size,

which allows for more accurate reconstruction of particle positions through charge-weighted

interpolation across multiple pixels. Moreover, the standard layout’s larger undepleted region

near the pixel edges facilitates charge diffusion and spreading to neighboring pixels, further

contributing to increased cluster size. These characteristics hold true for both square and

hexagonal pixel geometries. However, when comparing the two geometries with the same

area, simulations suggest that hexagonal pixels generally offer better resolution. Future inves-

tigations will explore potential adjustments in the detector model aimed at further enhancing

performance.

Furthermore, this work was motivated by the purpose of exploring alternative strategies

for future particle detectors and demonstrating the potential benefits of using hexagonal pixel

geometries. To gain deeper insights, further investigationswill be conducted to better compare

the performance of square and hexagonal pixels, as well as to examine the impact of other

parameters such as pixel size, and sensor layout modifications. These simulation studies are

important in advancing our understanding of the various factors affecting detector efficiency

and spatial resolution, with the ultimate goal of identifying a combination of characteristics

that can deliver optimal performance with a low detection threshold.
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Appendices

Appendix A

Bethe-Bloch Formula

The Bethe-Bloch formula reproduced in Equation 2.2, provides the mean energy loss along the

trajectory’s path for incoming heavy particles (𝑚 ≫ 𝑚𝑒) [18].

−
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(6.1)

where

𝑁𝐴 - Avogadro’s number (= number of atoms per gram atom)

𝑟𝑒 - classical electron radius

𝑚𝑒 - electron mass

𝑍, 𝐴 - atomic number and atomic weight of the absorber

𝐼 – mean excitation energy

𝑧, 𝛽 - charge and velocirt of thr projectile particle

𝛾 - Lorentz factor

𝑇𝑚𝑎𝑥 - maximum energy transfer in a single collision

𝛿(𝛽𝛾) - density correction, important for high energies

𝐶(𝛽𝛾, 𝐼 )/𝑍 - the shell correction, relevant for small 𝛽 values (low energies)
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Mobility Model

The Masetti-Canali charge carrier mobility was used in the MC simulations and presented in

this thesis as:

𝜇(𝐸, 𝑁 ) =

𝜇𝑚(𝑁 )

(1 + (𝜇𝑚(𝑁 ) ⋅ 𝐸/𝜐𝑚)
𝛽

)

1/𝛽
(6.2)

The constant parameters 𝜐𝑚 and 𝛽, for electrons (𝑒) and holes (ℎ), are [19]:

𝜐𝑚, 𝑒 = 1.53 × 10
9
⋅ T−0.87 cm s−1

𝛽𝑒 = 2.57 × 10
−2
⋅ T0.66

𝜐𝑚, ℎ = 1.62 × 10
8
⋅ T−0.52 cm s−1

𝛽ℎ = 0.46 × 10
−2
⋅ T0.17
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Appendix B

Simulation Scripts of TCAD

The following Sentaurus TCAD tools are used:

• SDE: Code will not be made available for this thesis;

• SDevice: Full code at Listing 6.1.

1 Device Diode

2 {

3 Electrode

4 {

5 {Name="con_back" voltage=0.0}

6 {Name="con_px_0" voltage=0.0}

7 {Name="con_px_5" voltage=0.0}

8 }

9 File

10 {

11 Grid="n@node|-1@_msh.tdr"

12 Current="px_des.plt"

13 Plot="px_des.dat"

14 }

15 Physics

16 {

17 Fermi

18 Temperature = 293

19 Mobility(

20 DopingDependence

21 eHighFieldSaturation

22 hHighFieldSaturation

23 )

24 Recombination(

25 SRH(

26 DopingDependence

27 TempDependence

28 )

29

30 eAvalanche

31 hAvalanche

32

33 )

34 EffectiveIntrinsicDensity (BandGapNarrowining(Slotboom))

35

36 }

37 }

38
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39 System

40 {

41 Diode nnp (

42 "con_back" =bg

43 "con_px_0" =p0_bot

44 "con_px_5" =p5_bot

45 )

46 Vsource_pset v_b (bg 0) {dc = 0}

47 Vsource_pset v_p (p5_bot 0) {dc = 0}

48 Vsource_pset vReset (Reset 0) {dc = 0}

49

50 Resistor_pset r0_bot (p0_bot Reset) {resistance = 10}

51 }

52 File

53 {

54 Output="px_des.log"

55 }

56 Plot

57 {

58 eCurrent/Vector hCurrent/Vector Current/vector

59 eDensity hDensity

60 ElectricField ElectricField/Vector

61 eEparallel hEparallel

62 Potential SpaceCharge

63 Doping DonorConcentration AcceptorConcentration

64 Auger eAvalanche hAvalanche AvalancheGeneration

65 eMobility hMobility

66 SRHRecombination

67 HeavyIonCharge HeavyIonGeneration

68 eAlphaAvalanche hAlphaAvalanche

69 eTrappedCharge hTrappedCharge

70 eInterfaceTrappedCharge hInterfaceTrappedCharge

71 eGapStatesRecombination hGapStatesRecombination

72

73 }

74 Math

75 {

76 Method= Pardiso

77 Number_of_Threads=48

78 Extrapolate

79 Derivatives

80 RelErrControl

81 Digits=3:

82 Notdamped=15

83 Iterations=10

84 RecBoxIntegr(5e-3 50 5000)

85 Transient = BE

86 }

87 Solve
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88 {

89 Coupled (iterations=100){Poisson}

90 Coupled (iterations=100){Poisson Electron Hole Circuit}

91 NewCurrentPrefix = "./output/pitch_@pitch@/@V_p@/pix_-@V_p@V_"

92 QuasiStationary(

93 InitialStep=1e-7

94 Minstep=1e-50

95 MaxStep=0.01

96 Increment=1.41

97 Decrement=4

98 Goal{

99 Parameter=v_b.dc

100 voltage=-@V_p@

101 }

102 Goal{

103 Parameter=v_p.dc

104 voltage=-@V_p@

105 }

106 Goal

107 {

108 Parameter = vReset.dc

109 Voltage = 1.2

110 }

111

112

113 )

114 {

115 Coupled(iterations=10){Poisson Electron Hole Circuit}

116 Plot (FilePrefix = "./output/pitch_@pitch@/@V_p@_gap@gap_width@/pix_-@V_p@V_" Time = (Range = (0.0

1) Intervals = 10) NoOverwrite)

117 }

118 #Plot(NoOverwrite)

119 Save(FilePrefix="./output/pitch_@pitch@/@V_p@_gap@gap_width@/voltageramp--@V_p@V_")

120

121 }

Listing 6.1: Geometric model used in the 3D TCAD simulations using the SDE tool.
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Appendix C

Simulation Scripts of Allpix2

The simulation flow illustrated in Figure 4.4 contains the following files

• model.conf : with the example depicted on Listing 4.2;

• geometry.conf : with the example depicted on Listing 4.3;

• simulation_ETAcalc.conf : with the example depicted on Listing 6.2;

• simulation_ETAcorrec.conf : with the example depicted on Listing 4.14.

1 [AllPix]

2 detectors_file = "geometry.conf"

3 model_paths = "model.conf"

4 root_file = "modules_35um.root"

5 multithreading = true

6 random_seed = 24

7 number_of_events = 500000

8

9 [GeometryBuilderGeant4]

10 world_material = "air"

11

12 [ElectricFieldReader]

13 model = "mesh"

14 file_name = "field_ElectricField.apf"

15 depletion_depth = 10um

16 field_mapping = PIXEL_FULL

17

18 [DopingProfileReader]

19 model = "mesh"

20 file_name = "field_DopingConcentration.apf"

21 depletion_depth = 10um

22 field_mapping = PIXEL_FULL

23

24 [DepositionGeant4]

25 physics_list = QGSP_BERT_EMZ

26 enable_pai = 1

27 particle_type = "e-"

28 number_of_particles = 1

29 source_energy = 5GeV

30 source_position = 0um 0um -10mm

31 source_type = "beam"

32 beam_size = 100um

33 beam_divergence = 0mrad 0mrad

34 beam_direction = 0 0 1
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35 max_step_length = 0.5um

36

37 [GenericPropagation]

38 temperature = 293K

39 mobility_model="masetti_canali"

40 recombination_model = "srh_auger"

41 charge_per_step = 5

42 timestep_min = 0.5ps

43 timestep_max = 0.05ns

44 integration_time = 25ns

45 propagate_electrons = true

46

47 [EtaCalculation]

48 chi2ndof_cut = 100

49 eta_formula_x = [0] + [1]*x + [2]*x^2 + [3]*x^3 + [4]*x^4 + [5]*x^5

50

51 [PulseTransfer]

52 max_depth_distance=0.55um

53 collect_from_implant = true

54

55 [DefaultDigitizer]

56 electronics_noise = 10e

57 threshold = 200e

58 threshold_smearing = 5e

59

60 [DetectorHistogrammer]

61 name = "detector"

62 output_plots = 1

63 track_resolution = 0um 0um

64 granularity = 100, 100

65

66 [ROOTObjectWriter]

67 file_name = "data.root"

Listing 6.2: simulation_ETAcalc.conf.
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