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RESUMO

Giroscópios interferométricos a fibra óptica (IFOGs) são componentes fundamentais em sis-

temas de navegação inercial (INS) de alta performance, aplicados majoritariamente em setores

militares e aeroespaciais. Em particular, a tecnologia dos IFOGs é reconhecida na literatura por

ser a única que, na prática, ainda não é limitada por algum fenômeno físico, sendo assim a mais

promissora dentre as disponíveis. A busca contínua por melhorias de desempenho deste tipo

de sensor é imperativa e o domínio de sua fabricação é essencial, principalmente no caso do

Brasil, para garantir independência em relação a tecnologia para acesso ao espaço. Dito isso,

neste trabalho é apresentado um projeto para um novo sistema embarcado para IFOGs, o qual

tem capacidade de permitir o monitoramento de múltiplos eixos, como requerido pelos INS,

com flexibilidade para o uso de interferômetros menores e, consequentemente, com maiores

banda e fundo de escala. Este novo projeto apresentou um ARW de 7, 0 · 10−4 ◦/
√
h. Também

é discutido neste trabalho uma nova abordagem para minimizar os efeitos da modulação de

intensidade dos moduladores baseados em LiNbO3 (MIOC) em IFOGs de malha fechada. Um

método de auto-calibração e compensação por software deste fenômeno através do próprio sis-

tema embarcado é proposto e validado via simulação. Também é contribuição deste trabalho a

melhoria de uma modelagem teórica de ruído, que permite a avaliação do ARW (angle random

walk) de IFOGs com modulação digital. Este modelo é validado experimentalmente em relação

aos principais contribuintes de ruído eletrônico e óptico no sistema de aquisição, comparando

seus valores de densidade espectral de ruído absoluto medidos com os calculados teoricamente.

Também é apresentada uma investigação sobre a contribuição do ruído eletrônico do sistema de

modulação. Este modelo de ruído é uma ferramenta necessária para a identificação de gargalos

do sistema, servindo de base para futuras melhorias no projeto de IFOGs.

Palavras–chave: Giroscópio, Eletrônica, IFOG, Ruído, Modulação de Intensidade, MIOC



ABSTRACT

Interferometric Fiber Optic Gyroscopes (IFOGs) are key components in high-performance in-

ertial navigation systems (INS), mostly applied in military and aerospace sectors. In particular,

the IFOG technology is recognized in the literature for being the only one that, in practice,

is not yet limited by some physical phenomenon, thus being the most promising among the

others available. The continuous pursuit for performance improvements of this type of sen-

sor is imperative and mastery of its manufacture is essential, especially in the case of Brazil,

to guarantee independence in relation to technology for access to space. In this context, this

work presents a project for a new embedded system for IFOGs, which is capable of allowing

multi-axis monitoring, as required by INS, with flexibility that allows for smaller interferometer

assessment and, consequently, higher bandwidth and full-scale range. This new design achieved

an ARW of 7.0 · 10−4 ◦/
√
h. This work also discusses a new approach to minimize the inten-

sity modulation effects LiNbO3 based phase modulators (MIOC) over closed-loop IFOGs. A

self-calibration and software compensation of this phenomenon through the available embedded

system is proposed and validated via simulation. This work also contributes to the improvement

of theoretical noise modeling, which allows the evaluation of the ARW (angle random walk)

of IFOGs with digital modulation. This model is experimentally validated with respect to the

major electronic and optical noise contributors in the acquisition system by comparing their

measured absolute noise spectral density values with the theoretically computed ones. It also

presents an investigation of the modulation system’s electronic noise contribution. This noise

model is a mandatory tool for a better understanding of system bottlenecks, supporting future

IFOG design improvements.

Keywords: Gyroscope, Electronics, IFOG, Noise, Intensity Modulation, MIOC
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1 INTRODUCTION

In this chapter, we will present an introduction to navigation and orientation im-

portance, and the role of interferometric fiber optic gyroscope sensors in high-end applications.

Following, we present the efforts of our research group in contributing towards this kind of

sensor development and performance improvements. Lastly, the objectives and expected con-

tributions of this work are presented.

1.1 Contextualization

Navigation, a fundamental aspect of human civilization, has always played a piv-

otal role in our ability to explore and understand the world around us. Throughout history,

humanity continuously sought innovative methods to improve their navigation and orientation

techniques: the Phoenicians pioneered in using astronomy to guide their routes [1], while the

Vikings are credited to have unknowingly employed light polarization to navigate on cloudy

weather through the use of a "sunstone" [2]. Today, scientific and technological advancements

allow for more accurate and precise tools to ensure reliable navigation and orientation.

In the realm of modern navigation, there is great interest in inertial navigation sys-

tems (INS), as they offer a self-contained and reliable orientation and position estimation, mean-

ing it does not rely on external signals, such as those originating from GPS (Global Positional

System). INSs combine accelerometers and gyroscope sensors to provide accurate information

about acceleration, rotation, and changes in position, being employed from low, consumer-

grade, to high-end applications [3, 4]. The latter consists mostly of the military and aerospace

industry, which have strict requirements for gyroscope sensors’ performance, as the position is

computed through mathematical integration of the rate output, making it prone to accumulate

large errors [5].

Foreshadowed by the Vikings’ utilization of light, the advancements in navigation

technology led to a high-performing light-based sensor: the Interferometric Fiber Optic Gyro-

scope (IFOG). By taking advantage of the Sagnac Effect, this sensor is capable of measuring

the rotational speed through the phase shift between two counter-propagating interfering light

waves on an optical fiber coil. Characteristics such as being low-maintenance, compact, and

resistant to mechanical impacts and vibration devices while having great durability and perfor-
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mance [5] have made this kind of sensor one of the main choices over other technologies for

high-end applications.

Figure 1.1 shows a performance comparison between the main commercial gyro-

scope technologies: MEMS (Microelectromechanical systems), HRG (Hemispherical Resonant

Gyro), RLG (Ring Laser Gyro), SMG (Spinning Mass Gyro) and IFOG. It is clear how IFOGs

are suited for a wider range of applications while still being capable of outperforming other

technologies.

Figure 1.1 – Different gyroscope technologies performance comparison (2012). [6].

In Brazil, interferometric fiber optic gyroscopes research and development started

in early 1980, within the Institute for Advanced Studies (IEAv). Later, a research group was

formed along with the Aeronautics Institute of Technology (ITA), the National Institute of

Space Research (INPE), and the University of Campinas (UNICAMP). The Brazilian space

program has pushed the development by establishing an inertial navigation system project for

aerospace applications (Project SIA) in 2006, funded by FINEP (Funding Authority for Stud-

ies and Projects) with an investment of around R$ 40.000.000 (≈ R$ 100.000.000 for 2023

inflation-adjustment) [7], aiming to reach national independence in respect to aerospace and

navigation technology. Denoting this importance, a 2009 report on Latin American space pro-

grams stated "A country that does not have independent access to space cannot pretend to the

ranks of greatness" when noting Brazil’s regional leadership, but ranking last place among the

emerging countries group BRIC (Brazil, Russia, India, and China) [8].

University of Campinas (UNICAMP) joined this research group in 1997, and, to



21

this date, 4 master’s theses along with 3 PhD dissertations have been published [9, 10, 11, 12,

13, 14, 15]. There are contributions towards theoretical and practical IFOG implementations,

that resulted in a gyroscope system with performance that matches the top sensors presented in

the literature [15].

Currently, UNICAMP’s research group is still contributing with IEAv members to-

wards IFOG development, on a project named Project IFO. This project’s final goal is to de-

velop an Inertial Measurement Unit (IMU) that employs optical accelerometers and gyroscopes

in order to provide triaxial acceleration and angular speed assessment without the need for ex-

ternal reference information (e.g. GPS signals). Project IFO is a five-year project that seeks

to provide autonomy to Brazil in the technological and commercial field of IMUs, increasing

the operating capacity of Brazilian civil and military vehicles, and space vehicles, as well as

applications of interest to the areas of Defense, Military, and Space. It is also funded by FINEP

with an investment of R$ 20.000.000.

In view of the importance of dominating this kind of technology, the present work

focuses on an IFOG embedded system design and application. Starting from a technical point of

view, we aim to propose and design a new and updated electronic hardware project that is easier

to maintain and more suitable for different applications. This design should enable multi-axis

monitoring at ease, as required by modern INS systems.

In addition to technical contributions, this work also offers important scientific con-

tributions. Firstly, it proposes a new approach to a problem known as MIOC Intensity Modula-

tion, which has received little attention in the literature. This approach could potentially pave

the way for future research in this area. Secondly, it includes improvements and experimen-

tal validation to a theoretical noise model of the IFOG, which could help with the design and

optimization of future systems to achieve better performance.

Lastly, an additional goal of this dissertation is to provide an easy-to-understand,

yet detailed explanation of the working principle of the system. This is important as the topic

can be complex and we are aiming to reduce this complexity as it can be a barrier for future

researchers in this field. Overall, there are contributions to both the technical and scientific

understanding of the all-digital IFOG system and it has the potential to impact future research

and development in this area.
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1.2 Objectives and Contribution of the Work

The goals of this work are:

• To build a multi-axis, modular IFOG embedded system design, with improved

modulation range and ability to assess smaller interferometers data;

• To study the MIOC intensity modulation and propose techniques to mitigate its

effect in order to improve the sensor performance;

• To enhance the IFOG noise model with modulation circuit noise and provide

experimental validation to it.

1.3 Work Structure and Organization

In view of the background, motivation, and objectives of this work, the following

text is structured as follows: Chapter 2 will present the theory that leads to the IFOG design.

A brief explanation of the physical phenomenon is given, followed by a description of the

techniques employed in an all-digital IFOG design. Finally, a brief review of the latest develop-

ments inside our research group and of the relevant topics that are being addressed in this work

is presented.

Chapter 3 discusses how the IFOG embedded system was previously implemented,

along with improvements and upgrades on both electronics and board design. This chapter also

highlights relevant aspects of the electronics that are used as a basis for Chapter 4 discussions.

Chapter 4 makes use of all the knowledge gathered throughout Chapters 2 and 3 to

present this work’s investigations and contributions to the scientific community. A new MIOC

intensity modulation model, along with additions and a start on experimental validations to a

gyroscope noise model are discussed.

Finally, conclusions about this work can be found in Chapter 5. In addition, prospects

for future work involving IFOGs are presented.
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2 FUNDAMENTALS OF THE INTERFEROMETRIC FIBER OPTIC

GYROSCOPE

Moving on from the context we established in the previous chapter, this chapter

will provide the physical foundation and core structure of an optical gyroscope, in particular,

the Interferometric Fiber Optic Gyroscope (IFOG). We will investigate how angular speed can

be sensed through light interferometry. To this goal, the main physical phenomenon that enables

the building of such a kind of sensor, along with its basic design, will be discussed. Then, some

of the key aspects of the technical implementation around the system that are commonly used to

improve its performance will be presented. The knowledge and physical intuition gained from

this first investigation will be further used as the foundation to describe our IFOG instrumenta-

tion and studies.

2.1 The Sagnac Effect

The basis of any modern optical rotation sensor is the Sagnac Effect (or Sagnac-

Laue effect), demonstrated by Georges Sagnac in 1913 [16], that ultimately shows how two

counter-propagating light waves in an interferometric path produce, upon recombination, an

interference pattern proportional to the paths angular speed. This section will provide a brief

explanation of this effect, as well as its mathematical description, which will be necessary

throughout the rest of this chapter. A more historical approach and in-depth explanation of the

physics behind the Sagnac Effect can be found in Lefèvre’s work [5].

Figure 2.1 – Sagnac Effect on a circular interferometer path. Left: no rotation over the path;
Right: non-zero rotation over the path. Adapted from [11] and [4].
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Figure 2.1 represents an ideal, single loop, circular interferometer path, in which

light is split at the entry point P , traversing both a clockwise (CW) and counter-clockwise

(CCW) path. When the loop is at rest (2.1 - left), both light waves travel the same path and are

recombined after the same travel time τ = 2πR/c, resulting in totally constructive interference,

therefore outputting the same optical power that was emitted at the input. When the loop is

rotating (2.1 - right), the waves experience a slightly different optical path, and are recombined

at a different point (P ′) slightly out of phase, resulting in a partially destructive interference that

is proportional to the angular speed Ω. Equation 2.1 computes the time difference between both

waves’ travel time with respect to Ω.

∆τ =
(2π + Ωτ)R

c
− (2π − Ωτ)R

c
=

2ΩτR

c
, (2.1)

where Ω is the angular speed experienced by the interferometer, R is the loop radius, c is light

speed in vacuum, and τ is the light propagation time inside the interferometer. The propagation

time τ is a very important interferometer parameter that is related to its construction, given by:

τ =
2πR

c
. (2.2)

Combining equations 2.1 and 2.2, we have:

∆τ =
4AΩ

c2
, (2.3)

where A is the interferometer loop area - which is a circular, optical fiber path in this case. We

can then translate this time difference into a phase difference, as the following:

∆ϕ = ω∆τ =
4AωΩ

c2
, (2.4)

where ω is the light angular frequency.

Finally, we can rewrite Equation 2.4 in terms of the interferometer constructive

parameters, such as whole loop length L and diameter D, and an optical parameter of light

wavelength λ, resulting in:

∆ϕ =
2πLD

λc
Ω = Fs Ω, (2.5)
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where Fs is known as optical scale factor, the optical sensitivity of the gyroscope. This factor

is used to convert angular speed to Sagnac phase shift and is only related to the interferometer

construction parameters.

In 1976, Vali and Shorthill [17] demonstrated that this interferometer sensitivity

could be increased by employing a multiturn fiber coil design, which leads to a final sensitivity

multiplied by N : the number of coil turns. The Sagnac phase shift can still be expressed by

Equation 2.5, as the parameters L and D represent the total interferometer area. As a result, this

kind of interferometer is able to achieve higher sensitivity while keeping a relatively small size

when compared to those employed in the past [18].

Note that we have described this effect considering that light is traveling in an ideal

medium, therefore with speed equal to c, the speed of light in a vacuum. The propagation of

light in a moving medium with refractive index n analysis is found in [5]. One should note that

the mathematical results of interest remain the same in both cases, regardless of the medium.

2.2 IFOG Configuration

Typically, the optical response of an IFOG is converted into an electrical current

signal through a photodetector. Figure 2.2 shows the electrical response in respect to the Sagnac

phase shift caused by a sensed rotation. Equation 2.6 describes this response.

Figure 2.2 – Typical IFOG response seen on the photodetector.

Id =
I0
2
(1 + cos (∆ϕs)), (2.6)

where Id is the output photocurrent at the detector, I0 is the maximum output current (when no

rotation is sensed), and ∆ϕs is the Sagnac phase shift due to rotation.
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2.2.1 Dynamic Modulation and Closed-Loop Control

Analyzing Figure 2.2 and Equation 2.6 makes it clear that an interferometer with

no optical modulation has a cosenoidal response. This leads to two major problems with this

kind of design: (1) the gyroscope will have poor sensitivity to low- and high-speed rotations;

(2) rotation sensed in any direction along the sensible axis yields the same output, being indis-

tinguishable.

To address both of these problems, a modulating device capable of producing a

controllable phase shift between the counter-propagating light waves is installed on the optical

path of the IFOG. Two kinds of modulating devices are commonly used in this kind of applica-

tion: (1) a piezoelectric modulator (PZT); (2) a LiNbO3 multi-functional integrated optics chip

(MIOC).

The PZT consists of a cylinder made with a piezoelectric material (that expands

proportionally to an applied voltage) with optical fiber looped around it. This device is installed

on one end of the interferometer coil, and when voltage is applied to it, the cylinder expansion

produces an increase in the optical path length. This increase generates a phase difference

between the counter-propagating light waves.

Figure 2.3 represents a modulation timing diagram considering a PZT modulator.

This scheme depicts an easy-to-follow dynamic modulation scenario and should be helpful in

understanding the IFOG system state during operation. A brief explanation of the diagram

reading is provided below.

Figure 2.3 – Dynamic modulation timing diagram using a PZT as phase modulator.

Figure 2.3 shows an interferometer coil of propagation time equal to τ , and with a

PZT modulator installed at its CCW input. The whole path length, when the PZT is not being
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driven by any voltage, is equal to L. When the PZT is driven, there is a small change of +∆L

over the PZT path, resulting in a total path length of L + ∆L. Light is split at point S into

two beams that will travel in opposite directions (CW and CCW). In practice, PZT modulators

are not suitable for the implementation of digitally modulated IFOG, due to the required high

frequency response. Usually, for digitally modulated IFOGs, MIOCs are used for modulation,

as explained below. However, to facilitate the understanding of the dynamic behavior of the

modulated gyroscope, we are considering the PZT represented in Figure 2.3 ideal, with infinite

response frequency.

First, we will take a look at the initial timestep of τ1, assuming that a voltage (VM )

is being applied to the PZT. In this case, the CCW beam will travel a path of L+∆L during τ ,

while the CW beam will travel along L. At the start of timestep τ2, PZT voltage is set to zero

(0), meaning that the outgoing CW beam will not be affected by the ∆L change. Therefore, the

outgoing beams will meet after traveling different path lengths, resulting in different times of

flights and, ultimately, phase interference.

Now, starting from timestep τ2, PZT voltage is already set to 0, meaning both CW

and CCW beams will travel along a path of L. After the propagation time τ , the PZT is driven,

and the outgoing CW beam will now have an increased distance to travel, resulting in a total

path of L+∆L. Again, the same time of flight difference is seen due to different path lengths,

resulting in phase interference.

Note that if the voltage over the modulator is always constant, both beams would

travel the same path of L + ∆L (or L), resulting in no travel time difference, neither phase

difference. So, in order to have modulation over the optical signal, a continuous voltage shifting

over the modulator is needed. Hence the name, dynamic modulation.

The same effect can be produced by employing the other kind of phase modulator,

the MIOC. Apart from being able to apply phase modulation, this device also consists of a Y-

waveguide, meaning it is installed before the interferometer coil, as it will split the incoming

light wave. When voltage is applied to the MIOC terminals, an electric field is produced be-

tween its branches, resulting in a small change of the refractive index of the waveguides that is

linearly proportional to the applied voltage (Pockels Effect [19]), phase-shifting both waves.

For the sake of simplicity, we can still use Figure 2.3, along with the explanation

provided above, to understand dynamic modulation when employing the MIOC. One can pic-

ture the modulating effect of the MIOC as two PZTs, one on each end of the interferometer coil,
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that will be driven at the same time, one producing a change of +∆L/2 and the other −∆L/2.

The resulting phase difference is the same as the single PZT scenario depicted before.

MIOCs have been the usual choice of phase modulator on IFOG designs since the

1990s [5]. PZTs modulators are usually easier to manufacture and less expensive than MIOCs,

but limit scale factor accuracy [20], degrading the gyroscope performance. Whereas, the latter

is capable of operating on a much higher bandwidth than PZTs (around 300 MHz) and does not

affect scale factor accuracy.

The modulation scheme that is still used as a basis for all-digital IFOGs imple-

mentation was introduced by [21]. A two-level, square-wave modulation of frequency 1/2τ

and amplitude π/2, depicted in Figure 2.4, in which the phase shift is computed through the

difference between two consecutive phase samples.

Figure 2.4 – Two-level square-wave modulation scheme. Adapted from [5].

It can be seen in Figure 2.4 that each modulation level transition causes the output

signal to spike. This happens because, while transitioning, the optical signal swings between an

output that corresponds to +ϕM and −ϕM , passing through the "zero phase output", where there

is totally constructive interference. That corresponds to the maximum output power, causing a

peak at the detected signal. Note that this transition is observable because the modulation

signal has a finite slew-rate and, thus, is not instantaneous. Equation 2.7 shows the expected

photocurrent at the detector.



29

Id[M ] =
I0
2
(1 + cos (∆ϕs +∆ϕM)), (2.7)

where Id[M ] is the current output from the photodetector for a modulated input, ∆ϕM is the

phase difference induced by the modulation signal to set the modulation depth.

This type of modulation addresses both problems stated at the beginning of this

section, meaning that it is now possible to determine the rotation direction and, by changing the

modulation depth (amplitude), choose an operation point over the interferometer characteristic

response. However, it should be noted that this response is not linear with increasing sensed

velocities. This is called open-loop operation mode in an IFOG.

A closed-loop operation was also implemented by [21]. A digital ramp signal can

be added to the square-wave modulation in order to cancel out the Sagnac phase shift sensed

by the interferometer, keeping the response fixed at the operation point as if there is no rotation

being sensed. Therefore, the desired rotation can be measured through the ramp’s slope. Figure

2.5 and Equation 2.8 show the modulation ramp signal and expected photocurrent response,

respectively.

Figure 2.5 – Ramp signal employed to close the modulation loop (above). Equivalent phase
shift induced by the ramp (below) [5].

Id[M ] =
I0
2
(1 + cos (∆ϕs +∆ϕM +∆ϕR)), (2.8)
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where ∆ϕR is the phase difference induced by the modulator to generate the ramp signal. Since

the modulation signal, including the ramp, is produced by the IFOG embedded system as a

modulator driving voltage, its span is limited to a maximum output. It can be seen in Figure 2.5

that the ramp signal is being reset after reaching this threshold, with an equivalent amplitude of

2π. Lastly, secondary closed-loop control is also necessary to ensure proper modulation depth

at the driver output, as both the modulator (MIOC) and the driver are sensible to temperature

changes [22, 23, 24]. This control loop is known as 2π control, or scale-factor control.

Finally, the gyroscope implemented by [15], used as the basis for this work, ac-

counts for all of the aforementioned techniques in its design. Figure 2.6 shows an overview

of an All-digital IFOG system hardware. It should be noted that the IFOG used in this work

follows this schematic.

Figure 2.6 – All-digital IFOG schematic. Adapted from [15].

2.3 IFOG Performance Parameters

In order to be able to evaluate the effectiveness of any instrumentation design, it

is important to understand the relevant parameters we need to look out for. Gyroscopes are

rotational sensors, mainly used for navigation and position control to achieve an indirect mea-

surement of position through mathematical integration of the sensed angular velocity. There-

fore, even though it is essentially a rate sensor, its performance specifications are expressed in

relation to the integrated variable: angle.

Gyroscopes’ performance is typically classified through their Angle-Random-Walk

(ARW), bias instability (or bias drift), and scale factor accuracy specifications. ARW has domi-

nant effects, especially in short-term accuracy, where fast response is necessary, while bias drift
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dictates long-term stability [5]. As the scale factor multiplies the sensed signal, its accuracy is

mostly important for high-speed sensing applications.

Angle-Random-Walk is a measurement of how rate noise affects the integrated sig-

nal. If we integrate a noisy signal from any gyroscope, the noise will accumulate between each

integration step, meaning that the output angular error builds up over time. Consequently, each

angle computation will have an increasing deviation from the past one, and the angle output

will appear to be taking "random steps" from one sample to the next.

Therefore, ARW is a noise parameter represented in ◦/
√
h, indicating how precise

the angle measurement is over time. Its value is related to both optical and electronic noise

sources and how they affect the final measurement, and it is often referred to as "white rate

noise" or "bias noise" [5].

Bias instability quantifies the extent to which the bias of a sensor deviates over time

during its operation in constant temperature. This parameter is typically expressed in ◦/h. It

is important to note that bias instability differs from angular random walk (ARW) calculations,

as the latter mathematically averages out the effect of white noise during the integration of the

output rate signal in comparison to bias instability. This means that the predominant effect over

extended periods of operations is given by bias drift, rather than ARW.

Both of these parameters can be assessed through the Allan variance method, which

is the standard procedure for gyroscope characterization recommended in IEEE-STD-952-1997

[25]. The Allan variance is intended to estimate stability due to noise processes and not that of

systematic errors, primarily developed to measure frequency stability of clocks oscillators [26].

Table 2.1 depicts how gyroscopes are typically classified over these parameters, in-

cluding the most common sensor technology employed to meet the requirements of commercial

systems. It is clear that the fiber optic gyroscope is one of the most relevant technologies for

high-end applications.

Table 2.1 – Gyroscope technology comparison in terms of its performance parameters. Data
from [5, 3, 4].

Performance Grade ARW [ ◦/
√
h] Bias Instability [ ◦/h] Gyro Technology

Rate Grade > 0.5 1 to 1000 MEMS
Tactical Grade 0.5 to 0.05 1 to 10 MEMS

Intermediate Grade 0.05 to 0.005 to 1 RLG/FOG
Inertial Grade < 0.005 < 0.01 RLG/FOG

Strategic Grade < 0.0003 < 0.001 RLG/FOG



32

2.4 Recent IFOG Development

In order to enhance the performance of the IFOG sensor, it is essential to continually

push the boundaries of its development and explore novel approaches. To this end, UNICAMP

has been actively engaged in theoretical and experimental research of IFOG systems since 1997,

as discussed in the previous chapter. The most recent work regarding the system development

was concluded by Bacurau in 2016 [15], and its results are the basis of this work, as the experi-

mental IFOG setup is the same.

Bacurau’s IFOG design was able to significantly reduce the electronics complexity

when compared to the previous project [14], eliminating a series of electronic devices such as:

analog switches, direct digital synthesizers (DDS), one analog-to-digital (AD) and one digital-

to-analog (DA) converter, one processing unit and active filters. Table 2.2 shows a direct com-

parison between those two versions. This design was able to achieve the best performance

throughout the history of IFOG development inside UNICAMP. Its ARW was measured as

5.4 · 10−4 ◦/
√
h and bias instability as 1.9 · 10−3 ◦/h, comparable to most commercially avail-

able high-end IFOGs at the time.

Table 2.2 – Comparison between the most recent IFOG design in UNICAMP and the previous
one.

Previous design Bacurau’s design
Processing Units 2 (1 CPLD and 1 ARM7) 1 (ARM M4F)
AD Converters 2 (24 bits Σ∆) 1 (24 bits Σ∆)
DA Converters 3 (one 16 bit and two 10 bits) 2 (one 16 bits and one 20 bits)
Active Filters 4 0

DDS 1 0
Analog Switches 4 0

PCB Area 89 cm² 62 cm²

His work also contributed to future improvements in IFOGs design by proposing

a theoretical noise model, that accounts for optical and acquisition circuits noise, which can

be used to convert input voltage noise spectral density to ARW. This model can be used to

find an optimal modulation depth that maximizes signal-to-noise ratio (SNR). It is also useful

to evaluate bottlenecks (optical and electronics) in the IFOG design with respect to the noise

parameters.

Finally, some improvement points were identified in his work, such as the intensity

modulation within the phase modulator (MIOC). This is a relatively unaddressed topic in the

literature, and existing proposed suppression methods can be of difficult implementation [27].
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2.4.1 Intensity Modulation

Intensity Modulation, also referred to as Residual Intensity Modulation (RIM) or

Residual Amplitude Modulation (RAM), is an effect present in LiNbO3-based phase modula-

tors, such as the MIOC employed on most IFOG designs. These kinds of phase modulators

provide, along with the desired phase shift over the lightwave, an undesired change of its in-

tensity that is also proportional to the applied voltage. On IFOGs, this can induce errors in

demodulation results, degrading the sensor performance [28, 29].

The RIM can be divided into a sum of a linear and a non-linear component, as

discussed in [27], where linear RIM is mostly related to changes in the waveguide’s refractive

index caused by the modulation voltage [19], while non-linear is due to light that is coupled into

the MIOC substrate, reflected at its bottom facet, and partially coupled back to the output fiber,

which can result in interference between the guided light and the re-coupled beam (Figure 2.7)

[27]. This effect originates from the manufacturing and constructive parameters of the MIOC.

RIM is typically characterized during the device manufacturing process and is stated on the

datasheet as a maximum relative intensity change [30].

Figure 2.7 – Schematic diagram of the output intensity of the MIOC with modulation applied.
Iin and Iout are the input and output intensities of the MIOC; Ig and Iu are the
intensities of the guided and stray that reach the output port and re-couple into the
output fiber of the MIOC, respectively. The decrease in the DC component is due
to the loss of the MIOC itself and the losses at the input and output coupling points
[27].

In 2020, researchers proposed a surface treatment to be done at the MIOC substrate

by coating it with an anti-reflective layer [27]. This is shown to be an effective way to mitigate

RIM, although it does not completely remove the effect, and requires a change in the manufac-

turing process of the modulator. In 2021, the same group of researchers presented mathematical
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modeling of linear and non-linear RIM, and simulations showing its degrading effect on all-

digital FOGs output [31]. It reveals that RIM leads to large sudden changes in the sensor output

during the closed loop feedback ramp reset, which can result in a bias and scale factor error

of two orders of magnitude and one order of magnitude, respectively, depending on the MIOC

characteristics.

An algorithm for RIM compensation in IFOGs was proposed in [29] based on the

measurement of each individual MIOC branch light intensity dependency with applied voltage.

A mathematical model on how each branch RIM coefficient affects the demodulated IFOG

output is proposed, enabling software compensation of the effect. It is reported that, through

simulation, RIM increases the output bias standard deviation, meaning it should also increase

the sensor ARW. This method requires the modulator characterization to be done before the

IFOG optical assembly.

2.4.2 IFOG Noise Modeling

As discussed in Section 2.3, IFOG noise specification is typically presented in

ARW: a measurement of the angle standard deviation, resulting from mathematically integrat-

ing the gyroscope angular speed output that is affected by random noise processes. Applications

that require precise measurements at short sampling times to sense high frequencies for com-

pensation [32], or which need to evaluate and calibrate inertial navigation equipment [33], can

require ARW to be lower than 10−5 order of magnitude. Therefore, understanding the noise

sources that are most relevant to the IFOG design and modeling it has been a relevant research

topic.

Typically, IFOG noise sources are divided into optical and electronic sources. The

most relevant optical noise sources are shot and excess photon noise (also referred to as rel-

ative intensity noise). The transimpedance amplifier feedback resistor thermal noise has been

considered the most relevant electronic source [34, 33]. Generally, other noise sources aren’t

considered on models because they come from imperfections in the manufacturing process of

the system optics and electronics, and can be reduced through better design and processes.

However, in practical IFOGs implementations, they are still relevant to the design, as discussed

in [15], which shows how acquisition circuit noise sources, such as AD quantization and tran-

simpedance amplifier (TIA) operational amplifier internal noise can contribute to overall system

noise.
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Photon shot noise arises from the quantum nature of photons; they are quantized and

discrete, arriving independently onto the detector, resulting in random fluctuations in photon-

electron conversion over time. Shot noise cannot be entirely avoided by technical means, as it

is inherent to any signal arriving at the photodetector. Shot noise power is proportional to the

square root of the average intensity over the detector [33]. Therefore, increasing optical source

power should increase the signal-to-noise ratio (SNR) with respect to this noise. Examples of

how this noise affects closed-loop IFOG output signal can be found in [34, 33, 35, 15].

Relative intensity noise (RIN) comes from the random beating amongst all the fre-

quency components within a broadband spectrum source [35]. RIN power is proportional to

the optical source power, meaning that SNR is not affected by the increase in optical power.

Modeling of this noise source over IFOGs output signal can be found in [34, 33, 35, 15].

(a) (b)

Figure 2.8 – Optical noises SNR on IFOGs. (a): Shot Noise; (b): Relative intensity noise. [33].

The thermal noise (or Johnson-Nyquist noise) is white noise that results from the

motion of electrons in resistors. It depends on the resistor value over which the noise is mea-

sured at a temperature T , the Boltzmann constant, and the measurement bandwidth. As the

transimpedance feedback resistor is typically large to set the gain for the low optical signal, and

directly at the system output, its noise contribution is significant.

Theoretically, SNR increases as the transimpedance gain increases, thus improving

the IFOG noise performance for higher resistor values. However, in practical implementations

of the IFOG electronics, there is an optimal resistor value that is limited by the ADC full-scale

range and the required bandwidth for the TIA lowpass filter in order to stabilize the signal for

proper conversion during modulation (as shown in Figure 3.7). Discussion on how to set this

optimal gain is found in [15].

Due to the optical noise characteristics, shot noise is considered to be the theoretical

noise reduction limit [33], as RIN can be suppressed. Techniques to reduce RIN on FOGs have
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been proposed in the literature, such as employing two detectors and electronic subtraction of

the noise [36], or through optical subtraction [37], without the need to redesign the system

electronics. The latter work shows a significant improvement in the gyroscope ARW, from

1.4 · 10−3 ◦/
√
h to 0.35 · 10−3 ◦/

√
h, before and after RIN subtraction, respectively.

It can be seen in Figures 2.8a and 2.8b how the SNR is affected by both optical shot

and relative intensity noises with respect to the modulation depth of an IFOG. It should be noted

that increasing the modulation depth sets the bias of the sensor output closer to 180◦, decreasing

the light power at the detector (as explained in Section 2.2).

Simulations done in [34] show the ARW behavior with increasing optical power

and modulation depth for an IFOG with 4300 m coil length, 0.2 m coil diameter, 1550 nm

source wavelength, and 1.4 A/W detector responsivity. Figure 2.9 depicts the simulated ARW

response using a noise model that considers only optical and the feedback resistor thermal noise.

It can be seen that increasing optical power yields diminishing returns with respect to the ARW

increase. This "saturation" like characteristic of the ARW in relation to the optic power is due

to the SNR becoming independent from the incoming optical power. In those simulations, it

happens when RIN becomes the dominant noise source, and increasing the modulation depth is

prone to improve performance.

(a) (b)

Figure 2.9 – ARW noise-model simulation results. (a): ARW in respect to modulation depth
for different incident optical powers; (b): ARW in respect to optical power. [34].

Discussion on different noise optimization and models are also found in recent pub-

lications [38, 39, 40, 41, 42], denoting the interest in pushing even further the IFOG perfor-

mance. In [39, 42], ARW improvement is achieved by employing techniques to increase the

detected optical power while suppressing RIN. In [41], a closed loop scheme has been proposed

to set the optimal modulation depth with respect to ARW by minimizing RIN contribution to the
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gyroscope noise. According to [3], RIN suppression techniques are one of the main approaches

to achieve better accuracy in high-precision FOGs. Still, RIN can only be suppressed until other

noise sources become greater than it.

Finally, in [15] a noise model that includes most of the electronic noise sources

is presented. It is shown how different acquisition circuit noise can predominate over RIN

for higher modulation depths, and it is discussed how increasing the optical power source can

improve the performance. Therefore, it is clear that being able to evaluate the sensor noise

contributors individually is mandatory to improve IFOG designs.

2.5 Chapter Round-Up

In this chapter, we have seen the necessary foundation needed to understand how

the Interferometric Fiber Optic Gyroscope works. We introduced the basics of the Sagnac Effect

and how we are able to take advantage of it in order to build an IFOG. Then, we explained the

main techniques employed on an All-digital IFOG design, as they are the same being used in

this work. Finally, a brief review of the most recent works done in our university and of the

main topics addressed in this work was presented. This knowledge will be used throughout

Chapters 3 and 4.
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3 SYSTEM DESIGN AND IMPROVEMENTS

Based on the information presented in Chapter 2, this chapter describes one of the

key aspects of this project: the construction and behavior description of the novel all-digital

IFOG embedded system. Here will be discussed the main electronics circuits that were em-

ployed, their role in the system, and the importance of timing and synchronization in the design.

The idea of this chapter is to make the reader familiar with the overall functioning and handling

of the developed all-digital IFOG, therefore contributing towards the understanding and future

research on the topic.

3.1 Overall System Design

The IFOG electronic circuitry is mainly designed to convert the optical signal into

an electric one, sample it, and process it. Moreover, it is also designed to control the mod-

ulation levels and, in closed-loop IFOGs, be able to drive the modulator in order to keep the

interferometer output on a fixed, zero rotation, point. Therefore, the next sections were divided

into three fundamental elements to ease the system design understanding: the IFOG optics, the

acquisition circuit, and the modulation circuit.

It is important to note that this new system design is an update based on a previous

electronic project that was already developed for this IFOG. This previous design has every

circuit on a single, standalone printed-circuit-board (PCB), integrated with an ARM Cortex

M4F, 80 MHz microcontroller as the processing unit. More details on this work can be found at

[15]. The circuits for acquisition and modulation from this previous work were used as a base

and upgraded. The improvements are discussed in the relevant sections to follow.

3.1.1 IFOG Optics

Before we begin to describe each one of the aforementioned elements in more detail,

it is important to pay attention to the IFOG optical circuit characteristics. As in any instrumen-

tation design, there are some constraints due to the application of the system. Here, most of

those constraints when designing the electronics are in respect to the optics, to ensure proper

timing when modulating and sampling the signal.
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Parameters such as the light source wavelength, light propagation time (which is

directly proportional to the coil length as described in Chapter 2), and MIOC half-wave voltage

(Vπ) are the most relevant to hardware and embedded software design. The latter is a specifi-

cation found in the MIOC datasheet that describes its induced phase shift with respect to the

voltage applied, being the voltage that corresponds to a π rad phase shift. The way each pa-

rameter affects the design will be discussed in more detail over sections 3.1.2.1, 3.1.2.2, and

3.1.2.3.

Table 3.1 – UNICAMP IFOG Optics Parameters.

Source λ [nm] Propagation Time [µs] MIOC Vπ [V] Scale Factor [s]
1300 6.8 3.54 3.04

The optical source employed in the developed system is a 1 mW SLED with an

output wavelength centered at 1300 nm, while the interferometer (optical fiber coil) length is

approximately 1.4 km, resulting in a propagation time of around 6.8 µs. Both the acquisition

and modulation circuits have to be able to process the generated data in this given time. Lastly,

the employed MIOC half-wave voltage is equal to 3.54 V.

Finally, as shown in Chapter 2, a combination of both optical source and interferom-

eter parameters affects the Optical Scale Factor of the IFOG. This parameter is used to convert

phase shift (measured through light intensity at the photodetector) into angular speed sensed by

the interferometer and is equal to 3.04 s in our design.

Table 3.1 summarizes the optical parameters of the developed IFOG. Both the in-

terferometer and the SLED source are depicted in Figure 3.1.

3.1.2 IFOG Embedded Electronics

We will now describe the key aspects of the design with respect to hardware and

software. In order to make it more helpful for the reader, this section was broken into three

parts: acquisition circuit, modulation circuit, and system timing and synchronization.

3.1.2.1 Acquisition Circuit

The acquisition circuit is a fundamental part of the system’s operation. Its main

functions are to transduce the light signal from the interferometer into a voltage signal, amplify

it, condition it, and convert it from analog to digital signal for further processing. In order to
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(a) (b)

Figure 3.1 – IFOG optical assembly. SLED source and interferometer covered with a thermal
insulation material. (a); Top view; (b) Side View. Total assembly dimension is 260
x 160 x 100 mm.

do so, the light signal is converted into a current signal by a photodiode and then converted

into a voltage signal, amplified and conditioned through a transimpedance amplifier. Finally, an

analog-to-digital converter performs signal conversion for subsequent digital processing. Some

of the most important electronics aspects of this circuit are:

• The photodiode, which is responsible for converting the optical signal into current. The

photodiode must respond in the emission range of the optical assembly light source (1300

nm - as presented in Section 3.1.1). The photodiode employed in this project has a re-

sponsivity of 0.9 A/W in this range;

• An operational amplifier configured as a “transimpedance amplifier”, which will convert

the photodiode’s current signal into voltage. This op-amp was chosen based on its low

noise characteristics (in voltage and current), as well as its high “gain-band product”. This

last parameter is of great importance because, in precision instrumentation systems such

as this one, the necessary gain is generally very high since the light signal that reaches

the photodetector is in the order of tens of microwatts. The op-amp used in this project

is the OPA2356 (Texas Instruments), in differential configuration, which ensures greater

robustness against interference in the electronic signal. The final transimpedance gain of

the amplifier circuit is 2 · 105 Ω.

A typical transimpedance amplifier configuration is depicted in Figure 3.2, and Equation

3.1 describes its voltage output.

Vout = Iin ·Rf , (3.1)
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Figure 3.2 – Schematic illustration of a simple transimpedance amplifier.

where Vout is the voltage at the output of the circuit. In addition, Rf is the feedback resis-

tor across the output and the inverting input, Iin is the current going through Rf (produced

by the photodiode). Equation 3.1 shows that the gain is set by the feedback resistor. On a

differential amplifier design, the total signal gain is doubled by the differential configura-

tion, as shown in Figure 3.3.

• An analog-to-digital converter (ADC) capable of performing the conversion within the

transit time constraint, with resolution and noise characteristics suitable for the project,

is required. The original design uses the ADS1672 (Texas Instruments), a 24-bit ADC

capable of performing conversions in up to 5.5 µs.

As an update to the acquisition circuit, the AD converter used was replaced by its

most recent version available (ADS1675 - Texas Instruments), which is capable of performing

conversions in up to 3.6 us, while the previous one was limited to 5.5 us, an improvement of

34%. Thus, this circuit can be used to acquire signals from interferometers with shorter prop-

agation time, considering the usual techniques of signal modulation and demodulation. This is

favorable as the new embedded system can be used with a wider range of optical assemblies.

Table 3.2, below, summarizes the acquisition circuit’s most relevant parameters.

Figure 3.3 depicts the electronic schematic for this circuit.

Table 3.2 – Acquisition Circuit Parameters.

Photodetector Responsivity [A/W] Conversion Time (Old) [µs] Conversion Time (New) [µs]
0.9 5.55 3.625

Note that, in Figure 3.3, the TIA signal output has a DC offset of 2.5 V, as required

by the ADC datasheet [43]. It is also noticeable that this ADC has a full-scale range of ± 3 V.
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Figure 3.3 – Acquisition circuit electronic schematic.

3.1.2.2 Modulation Circuit

The modulation circuit’s main role in the system is to enable optical signal phase

control. In order to do so, the circuit must output a controllable voltage to drive the MIOC.

This can be achieved by employing digital-to-analog converters (DAC) and multiple operational

amplifiers.

Important parameters of the MIOC are its wavelength compatibility (1300 nm on

the developed IFOG), and its half-wave voltage (Vπ = 3.54 V). Vπ is the voltage which, when

applied to the MIOC terminals, produces a π rad phase difference between both propagating

lightwaves. This last parameter, along with the maximum modulation circuit output voltage,
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will determine the IFOG modulation span.

In the circuit’s final design, two DACs are employed in order to enable precise mod-

ulation voltage control. The main one is a 16-bit converter (AD5543 - Analog Devices), used to

set the modulation voltage levels. There is also a 20-bit DAC (DAC1220 - Texas Instruments)

that controls AD5543 VREF . This DAC is exclusively employed to enable a precise 2π con-

trol during IFOG operation. AD5543 is a current output multiplying-DAC (MDAC), capable of

producing both positive and negative voltages through the circuit presented in Figure 3.4, which

has an output voltage described by Equation 3.2.

Figure 3.4 – MDAC four-quadrant scheme [44].

V out(CODE) =

(
RFB2

RG1

∗ VREF ∗ CODE

2bits

)
−
(
RFB2

RG2

∗ VREF

)
(3.2)

Equation 3.2 shows the MDAC output voltage for a given digital code in terms of

the circuit (depicted in Figure 3.4) resistors. On our modulation circuit, this output is set to a

range of ±2.5 V.

A final op-amp is employed to produce a full-differential voltage output and set a

final gain stage. This differential driver is the LMP8350 (Texas Instruments). Figure 3.5 depicts

the modulation circuit schematic of our IFOG.

An important characteristic of all the employed op-amps throughout this circuit

schematic, besides low-noise specifications, is the high slew-rate. Slew-rate is a parameter that

depicts how fast the op-amp is capable of swinging its output, usually given in V/µs. This is a

relevant parameter because the duration between voltage transitions on the modulator output is

seen as spikes on the IFOG acquisition circuit, and the signal is sampled only after the output

stabilizes.
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Figure 3.5 – Modulation circuit schematic.

In relation to the previous electronics, the modulation circuit was updated to be

supplied with voltages between ±15 V (limited to ±5 V on the past design). This should

improve the MIOC modulation span which, as a result, improves the IFOG full-scale range

when operating in closed-loop.

Appendix A describes an important calibration procedure for the modulation circuit.

High-resolution images of all the electronic designs can be found at the end of this document,

in Annex A and Annex B, depicting the Analog board schematic and Digital board schematic,

respectively.

3.1.2.3 System Timing and Synchronization

Correct timing and synchronization between signals play a crucial role in the per-

formance and accuracy of the IFOG system. As explained in Chapter 2, in order to ensure a

proper two-level square-wave modulation of the optical signal, the MIOC has to be driven at the

interferometer’s proper frequency. Then, the signal has to be sampled when the interferometer

output is stable. Finally, the embedded system has to be able to compute the demodulation

sequence before the next sample is ready, or else the operation will be desynchronized. In

this All-Digital IFOG design, every signal timing is handled by hardware timers and triggers,

therefore being independent of the processor unit.

The base time of the system is defined by the modulation circuit. A hardware timer

is used to generate a pulse-width-modulated (PWM) signal with a period equal to the IFOG

propagation time, which is connected to the 16-bit DAC chip select (CS) input. When this input

is strobed by the PWM, the DAC will produce an output based on the last read input code that

was sent through SPI. Figure 3.6 shows the modulation circuit output along with the CS signal.
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Note that both DAC and ADC start signals are timed with a period of ≈ 6.8 µs, which is the

employed interferometer propagation time τ .

Figure 3.6 – Modulation timing signals. Modulation circuit output (yellow); DAC CS signal
(blue); ADC conversion start signal (pink).

Figure 3.7 – Acquisition timing signals. Modulation circuit output (yellow); TIA output (pink);
ADC conversion start signal (blue); ADC data ready signal (green).

This modulation change is seen at the interferometer output as a voltage swing

across the acquisition circuit, depicting that, for a brief moment, the interfering waves went

through constructive interference, outputting maximum optical power. This behavior was also

explained in Chapter 2. Note that it takes a few hundred nanoseconds for the signal to become

stable due to the TIA low-pass RC filter and op-amps slew-rate.
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When the signal is stable again, we need to start the ADC sampling and conversion.

To time and synchronize this with the modulation process, we make use, again, of hardware

timers to generate another PWM signal. This PWM is also generated with a period equal to the

interferometer propagation time, but it is slightly delayed from the modulation PWM through

internal hardware triggering from the microcontroller. This delay ensures that the sampling will

only occur when the signal is stable, as shown in Figure 3.7.

Finally, when the ADC is done converting a sample, it signals the microcontroller

via a "data ready" (DRDY) pin. The microcontroller will then start the process to read this

sample, process it, compute the next modulation step, and write it to the DAC. Every data

transmission to both acquisition and modulation circuits is done through the Serial-Peripheral-

Interface (SPI) protocol. Figure 3.8 shows both transmissions timing.

Figure 3.8 – SPI communication timing signals. DAC CS signal (yellow); TIA output (pink);
ADC read transmission (blue); DAC write transmission (green).

3.1.3 New PCB Design and Microcontroller

Besides the improvements already described over the past few sections, such as

improved conversion time and modulation range, there are design and processing unit updates

as well. These changes were made in order to make our IFOG embedded system more suitable

for different kinds of applications, more flexible, and easier to maintain.

Firstly, a major PCB design change was made: in contrast with the previous PCB

(Figure 3.9), which includes all circuits (digital and analog) on a single board, we have separated



47

them into two different PCBs, shown in figures 3.10a and 3.10b. The main purpose of having

separate PCBs for digital handling, and analog acquisition/modulation circuits is to enhance

system modularity. Both digital and analog boards have a PC/104 connector, a special kind of

connector designed to enable a stack-up arrangement of boards, as shown in Figure 3.11.

(a) (b)

Figure 3.9 – Previous PCB design. (a): Top view; (b): Bottom view. Dimensions are equal to
92 x 76 mm.

(a) (b)

Figure 3.10 – New modular PCB design. (a): Top view of the digital design board; (b): Top
view of the analog design board. Dimensions of each board are equal to 100 x 95
mm.

This kind of design was conceived because each analog board is capable of handling

both modulation and acquisition of a separate IFOG optical system, while a single digital board

was designed to be able to handle the control and communication with up to four analog boards.

Therefore, with this updated version, our embedded system should be able to employ a single
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processing unit to handle a 3-axis gyroscope system, commonly used in higher-grade navigation

applications.

(a) (b)

Figure 3.11 – Stack-up assembly example of two boards, one digital (above) and one analog
(below). (a): Front view of the assembly; (b): Isometric view of the assembly.

The microcontroller is in charge of generating every signal described in the past

sections, handling communications and processing all acquired data, as well as handling any

data transmission to an external environment. Considering this, in order to enable this new

design, the microcontroller was also updated to a more powerful one. A STM32H745ZIT6

(STMicroelectronics), a dual-core microcontroller composed of an ARM Cortex M7 capable

of running at 480 MHz, and one Cortex M4F (240 MHz), was employed. In comparison with

the previous design, the 480 MHz core is six times faster than the previous microcontroller,

ensuring a higher instruction execution speed. This improvement in speed, along with higher

peripheral availability, allows this new multi-axis system approach.

Embedded software development was anticipated to some extent through the use of

a development kit based on the same microcontroller chosen for the new design (NUCLEO-144

STM32H745ZIT6). Then, by overriding the previous PCB signals with external wiring, we

were able to control and implement the IFOG embedded code on the new platform. Figure 3.12

shows the overridden PCB.

In order for this external wiring to work, all data transmission lines (SPI) speeds

had to be halved to avoid data corruption. Apart from that, no performance issues were noticed,

as the system yielded the same ARW of 5.4 · 10−4 ◦/
√
h upon testing.

Throughout this work, even though acquired, the electronic components were not

delivered in time to enable the complete assembly of this new design. Still, old gyroscope

electronics PCBs from previous works were disassembled, and their equivalent components

were used to build a total of two digital and two analog boards. Figures 3.13 and 3.14 show

both sets of boards.



49

Figure 3.12 – New microcontroller development kit (right) overriding the previous electronics
(left).

(a) (b)

Figure 3.13 – Assembled digital and analog board. (a): Front view of the digital and back view
of the analog boards. (b): Back view of the digital and front view of the analog
boards.

Figures 3.15 and 3.16 depict all the SPI communication timing signals generated by

the new design. It can be noted that the ADC read transmission is completed on the dead-time

between AD conversions (between AD Start and AD DRDY), which minimizes crosstalk from

the high-speed digital signal to the analog part.

The first set of boards (3.13) were assembled in order to ease hardware testing, as

the second (3.14) is stacked through soldered rigid wires, and not a connector. The lack of

a connector difficulties the multiple-stacking assembly during the prototyping phase. Hence,

this new hardware was not tested while controlling multiple boards at once. However, the

embedded software that generates the control signals for multiple boards was developed, and

its transmission signal timing can be seen in Figure 3.17.

All of the transmission signals depicted in Figure 3.17 are generated by a different

SPI peripheral of the microcontroller. This means that there is no need for time multiplexing

to handle separate transmissions, thus adding an insignificant amount of processing time when
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(a) (b)

Figure 3.14 – Assembled digital and analog board in a stack-up manner. (a): Top view of the
assembly. (b): Isometric view of the assembly.

Figure 3.15 – New PCB design communication timing signals. ADC read transmission.

compared to a single analog board handle routine. Therefore, the system should be able to

handle data processing in time when multiple analog boards are employed together.

An experiment to assess the ARW from both the first and second set of boards was

conducted. The interferometer was kept stable over a workbench on our laboratory, subjected

only to Earth’s rotation. The two-level two-stage modulation ([15]) in an open-loop scheme

with a modulation depth of 150◦ was employed; data was sampled at approximately 1 kHz

in the embedded system and further processed through a digital low-pass filter with a cutoff

frequency equal to 5 Hz. ARW was computed through Allan Variance [25], and the results are

presented in Table 3.3.
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Figure 3.16 – New PCB design communication timing signals. 16-bit DAC write transmission.

Figure 3.17 – New PCB design transmission signal for handling 3 analog boards modulator
driver writes simultaneously. ADC DRDY signal is used for oscilloscope trigger-
ing and can be ignored.

Table 3.3 – ARW comparison between previous and new PCBs design.

PCB Design ARW ◦/
√
h

Previous PCB 5.4 · 10−4

New PCB 1 7.9 · 10−4

New PCB 2 7.0 · 10−4

It is noticeable that both newly designed boards present a higher ARW value when

compared to the previous design. Yet, the sensor performance is still good enough to remain

at the top performing grade for gyroscopes presented in Table 2.1. This higher ARW is mainly

due to increased electronic noise in the acquisition circuit, which will be discussed in the next

chapter.
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Finally, with an overview of the overall functional scheme of our IFOG embedded

system, Figure 3.18 depicts a more detailed version of the IFOG schematic presented in Chapter

2 (Figure 2.6).

Figure 3.18 – Detailed schematic of an IFOG optics and embedded system. Adapted from [45].

3.2 Chapter Round-Up

In this chapter, it was shown how the physics behind the working principle of an

IFOG, presented in Chapter 2, is accounted for the embedded systems design, along with an

overview of the key electronic circuits role and behavior. It also presented some improvements

to both acquisition and modulation circuits, processing unit, and a new PCB design that al-

lows for a modular, multi-axis sensor arrangement. Lastly, the new design performance was

compared to the previous one.
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4 EXPERIMENTAL RESULTS

The previous chapter provided an overview of the employed IFOG embedded sys-

tem and highlighted some of the key aspects of its implementation. In this chapter, the afore-

mentioned system will be used to investigate an unaddressed issue known as Intensity Modula-

tion, and a compensation technique is proposed. Moreover, discussion of an improvement to the

IFOG noise model developed by Bacurau in [15] is proposed: the addition of the modulation

circuit as one of the noise sources. Also, experimental validation of this model is discussed.

4.1 MIOC Intensity Modulation

As described in Chapter 2, the Multi-functional Integrated Optical Chip (MIOC)

is an optoelectronic device used to shift the phase of a passing lightwave proportionally to an

applied voltage while serving as a Y-coupler and a polarizer. Ideally, this kind of device should

only provide phase shift, but there is also an amplitude dependency of the passing beam when in

operation, characterized during the fabrication and stated on datasheets [30], known as Intensity

Modulation. Even though this dependency is commonly under tenths of a percent over the total

optical power, the changing voltage over the MIOC during the IFOG modulation leads to an

undesired optical power fluctuation. Those are then read at the output as Sagnac phase shift,

resulting in a noisier measurement in closed-loop IFOGs.

In 2016, Bacurau [15] was able to measure the Intensity Modulation amplitude on

the MIOC employed in this project by applying a voltage ramp that spans the entire modulation

circuit range using the IFOG electronics. He then estimated how this effect should translate to

a sensed rotation at the output. His results were reproduced, using a transimpedance gain of

134 · 103 Ω, and are shown in Figures 4.1 to 4.4.

In order to convert this effect to rotation, we assume that each demodulated phase

of the optical signal is affected by a scaling factor F , starting with 1, increasing for positive

voltages on the driver, and decreasing with negative voltages, as shown in Figure 4.2. This is

reasonable to assume since it represents the relative change of the optical signal according to

the voltage across the MIOC terminals.
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Figure 4.1 – Intensity Modulation measurement. Blue: digitized optical signal; Orange: Mod-
ulation Circuit Output.

Figure 4.2 – Normalized measurement. Intensity Modulation over the full-range of the modu-
lation circuit.

4.1.1 Original Modeling Approach

At first, we assumed that this factor F was the direct measurement result (Figure

4.2) from the modulator ramp experiment (Figure 4.1). As depicted in Figure 4.3 and Equation

4.1, each modulated phase undergoes an intensity change, being scaled by a different factor that
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is dependent on the MIOC input voltage.

Figure 4.3 – Intensity Modulation factor for each phase considering a two-level ±150◦ mod-
ulation. Each color represents both phases (ϕ+ and ϕ−) at different modulation
offsets.

Figure 4.3 shows the intensity scale factor relative to a square-wave modulation

on three different operation points of the MIOC employed. Note that each two sets of points

represent a positive modulation phase step and a negative modulation phase step, which are

subtracted from each other to obtain a value proportional to the angular speed. Equation 4.1

represents this process considering the effect of intensity modulation:

Sagnac∗ = (F+P+)− (F−P−), (4.1)

where F+ and F− are the scaling factors taken on ϕ+ and ϕ−, respectively, according to Figure

4.3; P+ and P− are the measured signals for each modulation step sample, according to Figure

4.3. And Sagnac∗ is the output "rotation" signal measured, before circuit gain and optical scale

factor.

Then, by assuming a two-level modulation in an open-loop setup, we can compute

the expected sensor output on any MIOC operation point, leading to the output depicted in

Figure 4.4, after considering TIA circuit gain and optical scale factor. Note that this is the

expected output (in ◦/h) only due to the Intensity Modulation effect.

One can see that the Intensity Modulation should dominate the output signal. In-

stead, when in operation, no significant effect is seen in any operation point (as later shown in

Figure 4.9). This leads us to a revised model, discussed below.



56

Figure 4.4 – Expected rotation at the output due to intensity modulation (blue). Intensity mod-
ulation scaling factor.

4.1.2 New Modeling Approach

If we take a look at the IFOG modulation timing diagram depicted in Figure 2.3

of Chapter 2, it is noticeable that a fundamental point is missing in the aforementioned model:

when modulating, each acquired phase has to go through two voltage steps on the MIOC, into

the interferometer and out. Taking this into account, the curve shown in Figure 4.2 actually

depicts F 2, as the measurement was done through a DC ramp, causing the arriving lightwave at

the photodetector to go through and back the MIOC at the same voltage level. Then, the curve

that more correctly describes this scaling factor for each voltage is depicted in Figure 4.5.

Now, considering a square-wave modulation and open-loop setup, as each phase

is measured after going through a voltage corresponding to ϕ+ (or ϕ−) and back through ϕ−

(or ϕ+), the resulting scaling factor F+ (or F−) should be the same. This is because F+ =

F (ϕ+)F (ϕ−) and F− = F (ϕ−)F (ϕ+), so F ′ = F+ = F−. Figure 4.6 shows the resulting

factor F ′.

The expected effect over the measured signal, in this scenario, then becomes:

Sagnac∗ = (F ′P+)− (F ′P−) = F ′(P+ − P−) (4.2)
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Figure 4.5 – Normalized measurement. Intensity Modulation over the full range of the modula-
tion circuit. Computed through the new approach.

Figure 4.6 – Intensity Modulation factor for each phase considering a two-level ±150◦ mod-
ulation. Each color represents both phases (ϕ+ and ϕ−) at different modulation
offsets. Computed through the new approach.

In order to validate this model, the following experiment was done: instead of a DC

voltage ramp, the modulator was set to output a square-wave while varying its DC offset across

the whole modulator circuit output range. Then, we monitored a single phase (e.g., only P+) at

the output, and after normalizing the result, we can compare it using the model above (equation
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4.2). Figure 4.7 shows a comparison between the new model and this experiment.

Figure 4.7 – Close-up comparison between experimental and new theoretical model.

It is clear that the resulting factor F and its effect are better represented by this

approach, as will be presented below.

4.1.3 Software Compensation

Sections 4.1 and 4.1.2 described how we are able to accurately measure and quan-

tify the optical intensity changes due to the phase modulator applied voltage. This enables us

to account for it during acquisition and compensate it via software on the embedded systems

runtime. We can use the polynomial fit presented in Figure 4.5 to describe the Intensity Modu-

lation factor with respect to the applied voltage. Since everything is managed on the embedded

software, we are able to keep track of the voltage steps and acquired phases while computing

the Intensity Modulation modeled factor through the polynomial and using it to compensate for

the real one.

As the same electronics can be used to measure the Intensity Modulation curve

(Figure 4.1), we foresee a self-calibrating IFOG system with respect to this undesired effect.

The overall steps in order to do so are:

• Characterize the Intensity Modulation curve through the ramp method, described at the

beginning of Section 4.1;

• Take the obtained curve square root;
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• Compute a polynomial fit of sufficient order to describe the signal (in the example it was

used 3rd order polynomial fit);

• Follow the model discussed in 4.1.2 to find the compensating factors;

• Multiply the corresponding factor to the acquired sample.

Figures 4.8 and 4.9 show how each phase (P+ and P−) of the acquired signal is

affected by Intensity Modulation, with and without software compensation of the effect, and

the resulting rotation for both scenarios. Each phase is represented by a different color.

Figure 4.9 shows both compensated and uncompensated rotations when the IFOG

is sensing Earth’s angular speed (around 5.8 ◦/h in the measurement site location). It seems that

both plots are superimposed, and that is due to the intensity modulation factor F ′ contribution

to be on the order of 10−3 %, as Figure 4.7 shows.

Figure 4.8 – Individual phases (P+ and P−) affected by Intensity Modulation. Uncompensated
(above) and compensated (below).

Figure 4.9 – Rotation computed using Figure 4.8 data. Uncompensated (blue) and compensated
(red) - superimposed.

When considering an IFOG operating in closed-loop mode, the overall Intensity

Modulation contribution to the signal remains as low as for the open-loop analysis depicted

above. The only real concern is when the modulator is performing a 2π reset, which can cause
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two phases to be affected by significantly different factors, leading to an error in the measure-

ment such as the one depicted in Figure 4.4. Since most real-world IFOG navigation appli-

cations are set on low-speed environments, resets are expected to be not so frequent between

measurements. Even so, one way to avoid this problem is to skip and not use these phases right

after resetting when demodulating on the software side.

The same concept applies to the feedback ramp amplitude. If the ramp value be-

comes high enough, two consecutive phases would also be affected by significantly different

factors, leading to the same kind of error on measurements before the 2π reset. However, as

the ramp value is proportional to the sensed speed, this is also not expected to happen in most

application scenarios.

4.2 IFOG Noise Model Improvements

The current noise model for this kind of IFOG electronics was proposed by [15],

who set the foundations by describing the main noise sources on the system, how they combine,

and how to translate them into the gyroscope ARW, mainly focusing on the optical and acquisi-

tion circuit noises. Furthermore, in this work, we included another source of noise that was not

being considered: the modulation circuit. We will start by briefly showing how the modulation

circuit noise can affect the output signal, contributing to overall system noise, and then add it to

the IFOG Noise-Model. Lastly, we will discuss a series of experiments to validate the proposed

model.

As described in Chapter 2, it is clear how phase modulation plays a big part in

the IFOG working principle. Given that, the following analysis will be conducted assuming a

two-level square-wave modulation, as it was previously established as one of the most effective

techniques on our gyroscope while being the basis of this work. However, this analysis can

also be applied to IFOGs that employ more than two modulation levels. Moreover, we are also

assuming a closed-loop operation.

4.2.1 IFOG Sensibility to Modulation Circuit Noise

Since the modulation circuit outputs a voltage that is proportional to the desired

optical signal phase shift, we need to understand how the voltage noise is converted to a modu-

lation error which, in turn, is sensed as a phase shift error. Then, we can convert this to a voltage

error that will be read by the acquisition circuit. This noise will be added to the model proposed
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in [15], allowing us to observe how it impacts the gyroscope ARW. The following Equation

(4.3) uses the MIOC half-wave voltage (Vπ) to convert voltage noise at the modulation driver

output (ηm) to phase-shift noise (ηm).

ηm

[
rad√
Hz

]
= π

ηm

[
V/

√
Hz

]
Vπ[V/π rad]

. (4.3)

Equation 4.3 describes the IFOG modulation phase noise that comes from the mod-

ulator circuit. The IFOG response depends on the modulation-induced phase shift, and we can

evaluate its voltage output at the acquisition circuit using Equation 4.4, as follows:

Vm = R
I0
2
[1 + cos(∆ϕs + ϕm + ϕR)], (4.4)

where R is the TIA resistor value, I0 is the maximum photocurrent generated by the photodiode

(which is dependant on optical source power and photodiode responsivity), ∆ϕs is the phase

shift due to the Sagnac Effect (proportional to the sensed rotation), ϕm is the phase shift induced

by the modulator output, and ϕR is the phase shift due to the ramp, also coming from the

modulator when in closed-loop operation.

Now, since we are making this analysis based on a closed-loop operation, it is rea-

sonable to assume that ∆ϕs + ϕR ≈ 0. Then, we can find the IFOG sensibility to changes on a

single modulation phase (smod) by differentiating the previous equation with respect to ϕm:

smod =
∆Vm

∆ϕm

≈ R
I0
2
sin(ϕm)

[
V

rad

]
. (4.5)

Finally, we combine equations 4.3 and 4.5 to achieve an equation that translates

any noise coming from the modulator driving circuit to a voltage noise that is referred to as

acquisition circuit, as shown in Equation 4.6.

ηM

[
V√
Hz

]
= smod · ηm

[
V

rad

] [
rad√
Hz

]
, (4.6)

where ηM represents the sum of the modulation circuit noise sources referred to as the acquisi-

tion circuit. This enables us to use this term as an additional noise source on Bacurau’s model,

which already considers the optical and acquisition circuit sources.

Note that the final ηM is also multiplied by
√
2. This is because the modulation noise

contributes twice in each modulation step, as the desired phase shift between the light waves is

only possible between two modulation steps. Section 2.2.1 explains this dynamic modulation.

Finally, the full equation that describes the noise model is:
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η∆V =
√
2ηV =

√
2 ·

√
(η2O + η2A + (

√
2ηM)2)

[
V√
Hz

]
, (4.7)

where ηO represents the sum of optical noise sources, including shot noise and excess photon

noise from the photodetector; ηA represents the sum of acquisition circuit noise sources, includ-

ing thermal noise from the resistors, analog-to-digital converter quantization and input noise,

and TIA op-amp voltage and current input noise; ηM represents the sum of modulation circuit

noise sources, which will be discussed in the following sub-sections; at last,
√
2 is a term due to

the sum of two uncorrelated noise-sources, as the desired signal is calculated from two samples

after the two-level square-wave modulation.

Then, we use Equation 4.7 at Bacurau’s IFOG noise spectral density to ARW model,

shown in Equation 4.8. Here, every source is considered to have a white noise distribution.

ARW

[
deg√
h

]
=

10800

π

η∆V [V/
√
Hz]

s [V/rad] Fs [s]
, (4.8)

where Fs is the optical scale factor of the IFOG (as explained on Chapter 2), and s is the IFOG

sensibility to small rotations, depicted in Equation 4.9:

s =
∆Vm

∆ϕs

≈ R
I0
2
sinϕm [V/rad], (4.9)

where I0 is the maximum photocurrent generated at the photodiode (proportional to the light

source power), R is the transimpedance feedback resistor, and ϕm is the modulation depth.

4.2.2 Modulation Circuit Noise Sources

As shown in Section 3.1.2.2, the modulation circuit is mainly composed of a DAC

and three amplifying stages: two to convert the current output from the DAC to a voltage be-

tween ±2.5 V, and a final, fully differential amplifier for a differential voltage output that drives

the MIOC. It is important to note that the following analysis will not take into account noise

originating from the reference voltage source, as it was considered to be less dominant than the

other sources.

Starting on the DAC, quantization noise is one of the most dominant noise sources

of the circuit, being the noise due to the error in conversion from digitally represented analog

values to voltage values. It can be depicted as:

DAQ =
Vout

2N√
12

(VRMS), (4.10)
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where Vout is the maximum output voltage of the modulator driver (after every gain stage),

and N is the DAC number of bits. Therefore, increasing the resolution of the DAC decreases

quantization noise.

Thermal noise is another dominant source on the circuit. On the DAC internal

architecture, the R-2R ladder and the feedback resistor are the main contributors to thermal

noise, and their values can be found in the device datasheet. Meanwhile, every other resistor

that is used to set the gains of the subsequent amplification stages is also contributing to this

source. Thermal noise spectral density is depicted as:

ηTH =
√
4kTkR

[
V√
Hz

]
, (4.11)

where k is the Boltzmann Constant (1.380658 ·10−23J/K); Tk is the temperature in Kelvin; and

R is the resistor value.

Lastly, every op-amp has voltage input noise described in their datasheet, being car-

ried on throughout each subsequent amplifying stage. Those noise sources were also considered

in the analysis. Many examples of DAC and op-amp noise modeling can be found in the lit-

erature, such as [44, 46, 47]. Finally, the total modulation circuit noise spectral density can be

calculated as:

ηm =

√(
DAQ

2

∆f
+ η2D

) [
V√
Hz

]
, (4.12)

where DAQ is the DAC quantization noise (in VRMS) and ∆f is its operation bandwidth; ηD

represents the combination of all electronic noise from the modulation driver circuit, account-

ing for the different stage amplifications of op-amps input noise and resistors thermal noise.

Combining equations 4.12 and 4.3, and then using Equation 4.5, we get the desired value of ηM

(resultant noise in the acquisition circuit).

Figures 4.10 and 4.11 show simulation results considering the previous and up-

dated noise-to-ARW model, respectively. It is clear how the modulation circuit noise is being

modeled as one of the dominant noise sources in this design. The ARW measured with the

experimental setup, with modulation depth equal to 150◦, and using the Allan Variance method

is equal to 5.4 · 10−4 ◦/
√
h. The theoretical ARW computed through the previous simulation,

at the same modulation depth, was 4.3 · 10−4 ◦/
√
h, and through the updated simulation was

5.5 · 10−4 ◦/
√
h.

It can be seen that, in both noise model simulations, all noise sources reach around

the same level of contribution when close to the 150◦ modulation depth. This is due to the major
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(a) (b)

Figure 4.10 – Noise model simulation before including modulation circuit noises. (a): IFOG
Noise Spectral Density with respect to modulation depth. (b): Theoretical and
Experimental IFOG ARW comparison.

(a) (b)

Figure 4.11 – Noise model simulation after including modulation circuit noises. (a): IFOG
Noise Spectral Density with respect to modulation depth. (b): Theoretical and
Experimental IFOG ARW comparison.

contributor (optical noise) becoming less relevant as incoming optical power on the photode-

tector decreases. Therefore, the optimal modulation depth for both cases, depicted as the red

marker in Figures 4.10b and 4.11b, is close to 146◦ for both the previous and new model.

Moreover, these simulations show that we can decrease the gyroscope ARW by in-

creasing the optical source power, while also increasing the modulation depth. As optical power

increases, SNR will improve with respect to shot noise (Section 2.4.2), and the optical noise will

predominate further with respect to the other noise sources. Then, the optimal modulation depth

should move closer to 180◦.

Finally, one should notice that the new model (Figure 4.11) shows that theoretical

ARW values are higher than the experimentally obtained ones. This indicates that the approach
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taken to describe the modulator circuit noise is not entirely correct. To investigate and un-

derstand the cause of this behavior, experiments that are described in the next section were

performed. As it will be shown, this disparity between model and experimental data is due to

the fact that not every noise source is accurately described as a white noise source.

4.2.3 Modulation Circuit Noise Analysis

To assess the modulation circuit noise behavior, an experiment consisting of truncat-

ing DAC bits was done, and it shows that it takes a significant amount of truncated bits to affect

the IFOG ARW. Modulation depth was kept at 150◦. This is an unexpected result when looking

at the noise model that includes DA quantization noise (Figure 4.11), as for each reduced bit

the quantization noise should be doubled, as Equation 4.10 shows. The analysis presented in

Figure 4.11 indicates that DAC quantization noise should predominate over the other sources at

this modulation depth.

Table 4.1 – IFOG ARW when zeroing DAC bits.

DAC number of bits ARW ◦/
√
h

16 0.00054
15 0.00054
14 0.00054
13 0.00054
12 0.00055
11 0.00055
10 0.00061
9 0.00079
8 0.00129

These results show that noise in the modulation chain of the IFOG system must be

addressed in a different manner from those directly in the system acquisition chain. In fact,

we can see through a discrete closed-loop IFOG model (adapted from [45]), depicted in Figure

4.12, where the modulation noise sources are introduced in the signal chain.

Figure 4.12 model represents the IFOG sensing rotational speed as the input X(z),

and the interferometer’s optical scale factor as the proportional gain Ks. Then, the signal repre-

senting the interferometer’s response on closed-loop E(z) goes through the acquisition signal

chain. Kpd represents the photodiode responsivity and the TIA gain that converts E(z) into

volts, and the ADC acquisition is the proportional lag unit KADZ
−1. Lastly, D(z) is the angu-

lar rate demodulation integrator, that outputs the sensor signal Y (z).
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The feedback loop represents the staircase wave ramp generator as the integra-

tor, followed by a proportional lag KDAZ
−1 unit representing the modulator driving circuit,

and, finally, the phase modulator (MIOC) is represented by a proportional differential unit

KY (1− Z−1).

Figure 4.12 – Discrete closed-loop IFOG model. The blue block represents the modulator
driver. The red block represents the MIOC as a proportional differential unit.

Electronic noise (including quantization noise) in the modulation circuit driver is

introduced between the red and blue blocks (signal W (z)), as they are at the output of the

modulator driver circuit. With this, the noise at this output gets differentiated before being

added to the other noises in the acquisition chain, which causes a "noise shaping" effect. For

white noise, this leads to a noise spectrum that rises with high frequency (known as "purple" or

"violet" noise), depicted in Figure 4.13.

In our IFOG implementation, the signal is sampled at approximately 74 kHz, then

multiple samples are averaged, bringing the sampling bandwidth down closer to 1 kHz, and the

signal is further processed through a digital lowpass filter. This leads to a low contribution of

the modulation circuit noise over the gyroscope output, as most of the noise power is contained

in the high frequencies of the spectrum that were cut from the signal of interest.

An experiment was carried out to assess this "noise shaping" behavior in the data

outputted by the IFOG system. Data was acquired in closed-loop operation with a modulation

depth of 150◦, using a two-level two-stage modulation scheme, with a lowpass filter of approxi-

mately 300 Hz. The DAC was truncated to a different number of bits to increase its quantization

noise, and the measurement spectral density was monitored. Figure 4.14 shows the results from

this experiment, and it can be seen that, when the modulation circuit noise is sufficiently high,

a slope appears in the data spectrum analysis (Figure 4.14b).

Another approach that leads to the conclusion of the small contribution from the

modulation circuit noise comes from Lefèvre [5]. He claims that "phase defects" generated by
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(a) (b)

Figure 4.13 – Noise shaping process simulation. (a): White noise spectrum. (b): Differentiated
white noise spectrum.

(a) (b)

Figure 4.14 – Noise shaping process experiment. (a): 16 bit DAC data. (b): 6 bit DAC data.

the modulation driver are canceled out during the IFOG phase modulation process. Below, we

will present an analysis based on this assertion that enables us to account for a noise reduction

factor in our noise model.

The dynamic phase modulation is the process responsible for generating the optical

phase difference that causes the IFOG output signal to behave like Figure 4.15 when a two-

level modulation is employed. The phase difference that corresponds to each of the voltage

levels at the TIA output signal is obtained through the difference between two phase steps on

the modulator, delayed of a propagation time τ .

∆ϕM = ϕm(τ) − ϕm(τ+1). (4.13)

We can think of any modulation phase difference ∆ϕM as a sum of an ideal phase

step ϕi and a phase defect (or error) due to noise ϕd. Then, the phase difference can be described
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Figure 4.15 – Signal outputted by the IFOG acquisition circuit during two-level square-wave
modulation.

as:

∆ϕM = ∆ϕi +∆ϕd. (4.14)

Finally, as with any phase modulation, the noisy phase difference is given through

the delay of τ due to the interferometer. Hence:

∆ϕd = ϕd(τ) − ϕd(τ+1). (4.15)

In operation, the IFOG output signal is averaged over N samples at the embedded

system firmware. In order to get a signal level change (such as xn in Figure 4.15), phase differ-

ence between two modulation steps is required. Therefore, in order to compute N samples of

the desired output (which is the difference between xn and xn+1 in Figure 4.15), the light waves

have to go through the phase modulator in 2N different modulation states, due the dynamic

modulation. Thus, the average phase defect is given by:

< ∆ϕd >=
[(ϕd(τ) − ϕd(τ+1)) + (ϕd(τ+1) − ϕd(τ+2)) + ...+ (ϕd(τ+N−2) − ϕd(τ+N−1)) + (ϕd(τ+N−1) − 0)]

2N

< ∆ϕd >=
ϕd(τ)

2N
.

(4.16)

The modulation noise distribution can be estimated by evaluating the standard de-

viation of the modulation defect:

V ar(< ∆ϕd >) =
(σm)

2

4N2
. (4.17)

Std(< ∆ϕd >) =
(σm)

2N
. (4.18)

Here, we can see that, due to the interferometer delay, most of the phase defects due

to noise ϕd(τ+i) will cancel out over the averaging process. This renders a final noise distribution
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that has its amplitude divided by a factor of N . The noise spectral density can be computed by

dividing the resulting standard deviation by the averaged signal Nyquist bandwidth B.

However, this last approach has to be validated as well, experimentally or through

simulation. Future works with respect to this are expected, as this should enable modulation

circuit noises to be accounted for in our noise-to-ARW model. Finally, it can be concluded from

both the "noise shaping" and the Lefèvre approaches that in typical IFOG implementations, in

which high bandwidth is not a concern, lower resolution DACs can be employed for phase

modulation.

In the next section, we will present experimental validation for the other electronic

noise sources as well as the optical ones. Unlike modulation noise, these sources are directly at

the acquisition signal chain and are not affected by the modulator noise shaping process. Hence,

it is reasonable to assume that their white noise distribution approximation holds valid for most

of these sources.

4.2.4 Validating the Noise Model

In order to validate the theoretical noise model, we propose a series of experiments

to compare the behavior of each noise source with respect to the model, analyzing each one

separately, when possible. We will use the IFOG embedded system to evaluate the voltage

noise at the output of the acquisition circuit, as each sample obtained represents a digitized

voltage signal that contains this noise.

To estimate the overall noise contribution, we compute the root-mean-square (RMS)

value of the AC component of the sampled signal over a window of 3 s during acquisition on the

embedded system. In order to evaluate only the AC component, we subtract from the computed

RMS value the signal average over the same window (an estimate of the DC component).

Then, the final RMS value provides a measurement of the AC amplitude over the

signal - considering that after demodulation, most of the noise in the output is white noise [15].

Therefore, this measurement represents an approximation to the mean noise value distributed

across the bandwidth of the desired signal. Finally, with the white noise assumption, the noise

spectral density of the measurement can be computed by dividing the RMS value by the acqui-

sition bandwidth. RMS is computed through:

RMS(x[n]) =

√
1

N

∑
n

x2[n], (4.19)
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where x[n] represents the discrete data array over which the RMS value is being computed, and

N is the total number of samples used to compute it.

In the following subsections, we will present preliminary results of our investiga-

tions on ADC noise, overall noise on the acquisition circuit, and insights on our modulation

circuit noise modeling. The IFOG embedded system itself will be used to evaluate the dif-

ferent noise sources’ behavior. The main goal is to verify, correct, and validate the proposed

noise model, by validating the noise sources (or group of noise sources) independently. Lastly,

every set of measurements was done using the previous PCB design except when otherwise

mentioned.

4.2.4.1 RMS to ARW Conversion

Firstly, we will evaluate how well the RMS computed through the embedded system

describes the sensor ARW. To assess this, we measured the RMS value of the output on different

modulation depths, with the gyroscope on a stationary workbench, only sensing Earth’s rota-

tion. Then, we converted RMS to noise spectral density by dividing the computed value by

the acquired signal bandwidth. In this experiment, the signal was processed through a digital

lowpass filter with a 5 Hz cutoff frequency. Figure 4.16 depicts the result of this experiment,

after converting the RMS to ARW.

The ARW value computed through this experiment, for a modulation depth of 150◦,

is equal to 5.2 · 10−4 ◦/
√
h, comparable to the 5.4 · 10−4 ◦/

√
h measured through the Allan

Variance method. With this, we can conclude that measuring the RMS value is, in fact, a

reasonable approximation to overall system noise and use it for the noise-model evaluation.

4.2.4.2 ADC Quantization Noise

It can be seen through the noise model simulation Figures (4.10 and 4.11) that the

ADC quantization noise is one of the most dominant noise sources. According to the employed

ADC datasheet, this converter should be able to provide up to 16 noise-free bits under ideal

conditions [43]. This can be affected by many external sources, such as voltage reference noise,

clock jittering, power supply noise, and poor PCB design [48].

A usual experiment to verify this parameter is to short-circuit the ADC inputs and

monitor its output code in software. This will quantify the ADC internal noise during conver-

sion. The output code should be stable up until a specific number of bits, meaning that they are
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Figure 4.16 – Experimental RMS noise evaluation. Converted IFOG output signal RMS to
ARW in respect to modulation depth.

unaffected by peak-to-peak noise, and those are the noise-free bits. This experiment was done

to test our design. It was noticed that the number of noise-free bits was, in fact, 15 bits; one

less than the datasheet specification. This means that there are improvements to be made to the

PCB design, as the noise floor at the ADC input is higher than expected.

To assess the degrading effects of a lower-resolution AD converter, an experiment

was done by truncating, via software, the ADC bits. The modulation depth was kept at 150◦ and

the sensor ARW was monitored. The results from this experiment are shown in Table 4.2. It

can be seen that minimal changes occur until 15 bits. This can be explained by the higher-than-

expected AD input noise predominating over quantization noise, as the free noise resolution

is, in fact, 15 bits. This table also shows the ARW estimate from the noise-to-ARW model

simulation.

Table 4.2 – IFOG ARW when truncating ADC bits.

ADC number of bits ARW ◦/
√
h ARW Estimate ◦/

√
h

16 0.00054 0.00042
15 0.00055 0.00054
14 0.00066 0.00084
13 0.00092 0.00150
12 0.00173 0.00300
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It can be noted that the error between the experimental ARW and the model estimate

increases as the number of truncated bits gets higher. This indicates that modeling quantization

noise as a white noise source is not completely accurate.

4.2.4.3 Overall Electronic Noise

In order to investigate noise at the acquisition circuit, we kept the optical source

powered off, maintaining the photodiode connected to the circuit input, allowing us to mea-

sure the amplifier circuit noise at the ADC. Following the noise model simulation results, the

feedback resistor thermal noise is the highest contributor noise source at the acquisition circuit,

along with ADC quantization noise. Therefore, we were able to increase the feedback resistor

(Rf ) value at the TIA while monitoring the output to analyze the acquisition circuit’s electronic

noise behavior.

With the optical source powered off, the embedded firmware was programmed to

sample data in the same manner as in the IFOG operation condition, with a sampling frequency

of approximately 1 kHz, applying a 5 Hz low-pass filter. Data was acquired for distinct TIA

resistors values (33 kΩ, 100 kΩ, 220 kΩ), therefore with different expected thermal noise con-

tributions. The RMS value of the measured voltage was computed, and the result was divided

by the square root of the corresponding signal bandwidth to compute the approximate noise

spectral density value. This bandwidth was considered to be equal to the digital filter cutoff

frequency (5 Hz).

To ensure that the RMS value is correctly computed and that it is a reasonable rep-

resentation of the noise power in the acquired signal, this value was compared to the square root

of the signal’s power spectral density (PSD) integral. It was noted that the relative difference

between both results was in the order of 0.03%, meaning that, in fact, the computed RMS is a

good representation of the noise over the acquired signal.

Finally, to ensure that most of the noise power is comprehended in the filter band-

width, it was found through the PSD that the bandwidth interval that contains 99% of the signal

power is from 0 to 5.8 Hz, approximately. Figure 4.17, below, depicts this.

Table 4.3 shows the comparison between the expected theoretical and experimen-

tally obtained values for different feedback resistor values. Theoretical noise is computed as the

sum of thermal noise (from the feedback resistor), ADC quantization noise, and op-amp voltage

and current noises, following the model used to compute the simulation.
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Figure 4.17 – Example of the Power Spectral Density (PSD) of a signal. The highlighted area
contains 99% of the signal power. X axis ranges from 0 to 50 Hz (Nyquist Fre-
quency), but is limited to 10 Hz to aid visualization.

Table 4.3 – Electronic Noise Spectral Density (previous PCB design).

TIA Resistor Values [Ω] 33 k 100 k 220 k
Experimental [µV/

√
Hz] 0.184 0.256 0.358

Theoretical [µV/
√
Hz] 0.176 0.218 0.283

Experimental/Theoretical 1.046 1.164 1.265

In the employed IFOG implementation, a 100 kΩ feedback resistor is employed. In

this experiment, higher resistor values were employed in order for the thermal noise to predom-

inate over the other electronic noise sources (ADC quantization and op-amp noises). Results

show that electronic noise is well described by our noise model, however, it can be noticed that

the error between the model and experimental data rises as we increase the TIA resistor (Rf )

value.

The same experiment was repeated with the new PCB design and the results are

shown in Table 4.4. Comparing these results with the previous PCB design shows that the

overall electronic noise in the acquisition circuit is slightly higher in the new design. Moreover,

it can be noted by analyzing Figure 4.10 that, when electronic noise predominates, increasing it

should lead to a proportional ARW increase.

The overall increase in electronic noise can be explained by: (1) sub-optimal PCB

layout; (2) lack of power supply filtering on the analog board, as the supply rails are only filtered
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at the connector input in the digital board. These are the most likely causes, as the components

employed to assemble the new PCBs are the same as those used in the previous design assembly.

Table 4.4 – Electronic Noise Spectral Density (new PCB design).

TIA Resistor Value [Ω] 100 k
New PCB 1 [µV/

√
Hz] 0.368

New PCB 2 [µV/
√
Hz] 0.325

The relative electronic noise increase with respect to the previous design (for the

same Rf value) is approximately 1.44 (1.27 for the second board). Hence, the relative increase

in ARW should be around the same, yielding 7.7 · 10−4 ◦/
√
h (and 6.8 · 10−4 ◦/

√
h). Table

3.3 shows that experimental data exhibits a slightly higher ARW value when compared to the

aforementioned theoretical analysis. This small difference between theoretical and experimen-

tally obtained data is expected to be caused by external interferences, as data was acquired with

the IFOG in a non-ideal environment. As the optical assembly is the same in all tests, optical

noise contribution is expected to remain equal.

4.2.4.4 Optical Noise

In order to measure optical noise (shot and intensity noise), the same IFOG acquisi-

tion circuit was used, meaning that electronic noises cannot be separated from the optical noises

on the acquired signal. Nevertheless, optical noise dominates over electronic noise when the

optical power is sufficiently high, as discussed in Chapters 2 and 4. Arriving optical power at

the photodetector can be varied by changing the modulation depth of the IFOG square wave

modulation scheme.

Therefore, the same methodology from the electronic noise measurements was re-

peated. The optical source was powered on, and the feedback resistor of the TIA was kept the

same throughout all of the measurements, with the corresponding value of 33 kΩ, in order to

avoid voltage saturation of the acquisition circuit op-amp. Modulation depth was set to different

values in order to achieve distinct optical powers and, therefore, overall signal noise.

Theoretical noise is computed as the sum of optical shot and intensity noise, and

electronic thermal, AD quantization, and op-amp noises. Table 4.5 compares both theoretically

computed and experimentally obtained noise spectral density for different modulation depths.

It is noticeable that experimentally obtained results are higher than the theoretically

computed ones and that the error between the model and experimental data increases with mod-
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Table 4.5 – Optical Spectral Noise Density Comparison.

Modulation Depth [deg] 10 30 40 50
Optical Power [µW] 18.46 17.35 16.42 15.28

Experimental [µV/
√
Hz] 0.963 0.921 0.910 0.875

Theoretical [µV/
√
Hz] 0.807 0.763 0.726 0.680

Experimental/Theoretical 1.19 1.21 1.25 1.28

ulation depth. The latter is expected as sensitivity is also being increased (for ϕM between 0◦

and 90◦), and data was acquired through the interferometer, therefore, the resulting signal is

more susceptible to external interference.

Figure 4.18 – Optical noise data. Experimental and theoretical optical noise spectral density
with respect to modulation depth.

Figure 4.18 depicts optical noise spectral density behavior with respect to the mod-

ulation depth for 0 < ϕM < 180◦. It is noticeable that the error between experimental and

theoretical computed values increases as the system sensitivity is increased, and decreases as

modulation depth is sufficiently high. When electronic noise sources overcome the optical ones

and become the main contributor (ϕM between 160◦ and 170◦), the relative error is minimal,

indicating that electronic noise is well estimated. This result, along with the low disparity be-

tween the theoretical and measured ARW, shown in Figure 4.10b, indicates that optical noise

is underestimated in our model. One possible cause is that the optical noises model used in

our simulation may be slightly different depending on the light source used and the degree of

polarization [49].

In conclusion, the experimental ARW data shows similar behavior to the theoretical

model, which indicates that the model is describing well the gyroscope ARW, even though it is
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not completely accurate. Both results from the electronic and optical noise validation show that

they are underestimated in the theoretical analysis. To further investigate how small changes to

our modeled noise sources’ spectral density values alter our model, we present in Appendix B

an interactive application that allows for real-time corrections and assessment of the main noise

contributors’ effects on the IFOG ARW.

4.3 Chapter Round-Up

In this chapter, we have seen a new approach to the Intensity Modulation problem.

An improved explanation of the phenomenon was provided, as well as a solution and software

routine to compensate for it. Moreover, we discussed how the modulation circuit voltage noise

is seen at the acquisition circuit after affecting the optical signal, and why it has to be addressed

in a different manner than other noise sources. Finally, experimental validation and discussion

over some of the most relevant characteristics of the noise model were provided, including the

voltage noise to ARW conversion, acquisition circuit noise, and optical noises.
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5 CONCLUSIONS AND FUTURE PERSPECTIVES

We have come a long way since the ancient seafarers who relied on celestial obser-

vations and external references to be able to find orientation and navigate. Nowadays, advanced

sensors to track position, speed, and acceleration, such as accelerometers and gyroscopes, en-

able us to embed a self-contained inertial navigation system (INS) that is capable of performing

this task. Still, the need for better-performing sensors (mostly gyroscopes) capable of con-

tinuously keeping accurate track for longer periods is of great interest to the community. In

particular, the development of this kind of sensor in our country (Brazil) has become manda-

tory to establish independence in terms of military and aerospace dominance. To this end, this

project has a more practical character, in which we aimed for a novel design, better suited for

INS applications, investigated through a new approach a phase modulator (MIOC) intrinsic is-

sue, and discussed improvements over a general noise model for IFOGs that can be used for

further design enhancements.

From a technical point of view, this work presented design fundamentals, construc-

tion guidelines, and a novel instrumentation project that provides great insight into all-digital

IFOG embedded system implementations, particularly of the one developed in this work. All

of these combined are of great value to support further investigations from our research group.

The presented final design is modular and has multi-axis sensing capabilities through a single

processing unit. Through careful component selection and PCB design techniques, this novel

design is still among the top-performing grades for this kind of sensor, achieving an ARW of

7.0 · 10−4 ◦/
√
h.

Employing a modern microcontroller along with advanced peripheral usage tech-

niques in its firmware programming are key aspects that enable this design approach, as min-

imal processing unit workload is required. This upgrade also eases maintenance and better

supports future developments when compared to the previous project. With a better ADC, the

new design has an 34% faster conversion time, meaning it can sample gyroscopes with lower

propagation time (less optical fiber length), which allows for a more compact structure. Also,

the higher modulation voltage span enables closed-loop operation at higher speeds before 2π

resetting becomes too frequent (which degrades performance), improving the sensor’s full-scale

range.
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Although designed, the new electronic project has yet to be fully tested. The short-

age in electronic components availability due to the recent COVID-19 pandemic, combined

with delays in international import processes and shipping, prevented the manufacturing com-

pletion. Even so, we were able to salvage components from previous versions of PCBs and

assemble two different sets of the new design, testing the embedded firmware to most of its

extent. Future works should be easily able to implement and experiment with the full multi-axis

assembly, given the already developed firmware from this work.

We’ve also investigated a performance degrading effect intrinsic to LiNbO3 phase

modulator constructions that, to the best of our knowledge, is relatively unaddressed in the liter-

ature. A deep understanding of the IFOG dynamic modulation scheme made possible the mea-

surement and quantification of the Intensity Modulation effect. We propose a novel approach to

identify and compensate for this effect that differs from literature mainstream approaches as it

allows for a self-calibrating system that does not require external characterization of the phase

modulator, relying on the IFOG acquisition circuit itself, and can be implemented on already

existing IFOG systems as a firmware update. Our approach has been tested through simulation

(with real data) and shows great potential to address this problem.

Finally, we presented validation and discussion on improvements on our IFOG

noise-to-ARW model. It is clear that being able to accurately describe the major noise contribu-

tors of this system is a trending topic in the literature, as it is mandatory to push its performance

even further. To this extent, we have modeled how modulation circuit electronic noise sources

contribute towards degrading the gyroscope performance. We concluded that it has to be ad-

dressed in a different manner than the other contributors of the system, as the noise is "shaped"

into high frequencies. To the best of our knowledge, none of the literature has presented the

modulation noise source contribution nor an analysis of its behavior on the system.

We’ve also experimentally measured the major electronic and optical noise sources

of our IFOG, comparing the absolute noise spectral density values with the theoretical modeled

ones. These results allowed us to conclude that electronic noise is better estimated than optical

noise. Still, our noise-to-ARW model presents a good estimate of the noise contributors and

theoretical ARW, allowing for bottleneck assessment in terms of overall system design. From

this model, we can also estimate the optimal modulation depth that minimizes the ARW, as well

as its improvement with increasing optical source power. Thus, it is clear that the noise model

provides a useful tool for improving IFOGs design, and validating as well as improving it is of
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great value to future research.

Nevertheless, we believe that instrumentation is a long-term, iterative task. Hence,

the system documentation and techniques description provide a solid basis for future develop-

ments and experiments. In the future, we hope to see the extent of an optimized IFOG system

fully developed in national territory and its application on high-end inertial navigation systems.

The implementation of the multi-axis design should aid the development in this direction.
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APPENDIX A – MODULATOR DRIVER GAIN ADJUSTMENT

Adjusting the modulator driving circuit gain is essential to optimize the modulation

span of the IFOG, as well as to ensure the circuit will be able to output the minimum voltage

required by the employed modulation technique. Therefore, in this appendix, we will discuss

this adjustment procedure, both in hardware and firmware, that the two-level two-stage mod-

ulation scheme (which is the employed technique of the developed IFOG) requires. However,

the following discussion should be enough to enable the setup for any other technique.

A.1 Required Voltage Span

First of all, it is important to notice that the modulation span is tied to the MIOC

half-wave voltage. The voltage produced by the circuit will be converted to phase-shift follow-

ing the expression:

∆ϕ =
VM · π
Vπ

, (A.1)

where VM is the output voltage (in V) produced by the modulator, Vπ is the MIOC half-wave

voltage (in V/π rad), and ∆ϕ is the resulting phase-shift in radians. Through Equation A.1, one

can see how the total modulation span, in radians, is, in practice, limited by the driver output

voltage.

Considering the IFOG operating in closed-loop mode, it is ideal to get the highest

possible output voltage from the modulation circuit driver. This is because a higher voltage span

(and thus a higher modulation span) allows for higher speed assessment, as 2π resets should take

longer to happen; and frequent resets can increase the output noise (Section 2.2.1).

When taking the modulation technique into account, there is a minimum voltage

span that is necessary in order to enable its application. In particular, the developed IFOG

employs a two-level two-stage modulation scheme [15], meaning that the driving circuit needs

to be able to produce a minimum voltage that corresponds to a phase-shift of 2π − ϕM radians

(where ϕM is the modulation depth) in open-loop operation. In closed-loop operation, the reset

has to be taken into account, therefore, the total minimum voltage should correspond to:

Vmin = V (2π − ϕM) + V (2π) [V ], (A.2)

where V (ϕ) is the voltage that corresponds to a phase-shift of ϕ.
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Particularly, in the developed IFOG, the voltage output is given through a differ-

ential driver, and the optimal modulation depth is around 150◦. Hence, the output is better

described as:

Vmin = ±V (210◦) + V (360◦)

2
[V ]. (A.3)

Finally, taking into account that the employed MIOC Vπ is 3.54 V, and by combining

equations A.3 and A.1, our driver has to be able to output a minimum voltage of ±5.6 V.

Next, the modulation circuit equations will be briefly discussed along with the gain

adjustment procedure.

A.2 Modulation Circuit Equations

The whole modulation circuit is based on two digital-to-analog converters: a 20-

bit DAC and a 16-bit DAC. The former is used to enable a fine output voltage adjustment by

controlling the reference voltage input of the 16-bit DA, and it is mainly responsible for the

"2π" control loop. The latter is responsible for setting the modulation depth and managing its

control loop.

Figure A.1 – 2 Pi Control 20-bit DAC circuit schematic. The red rectangle highlights the output
section of the DAC.

Figure A.1 depicts the 20-bit DAC circuit schematic. It was designed to enable a 1 V

voltage span control between 2 and 3 V at the output. This can be found by solving Kirchhoff’s
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Current Law for R48 and R49, knowing that its ends are connected to an op-amp (acting as a

buffer) input, as;
VR48

4R
= −VR49

R
=> VR48 = 4VR49. (A.4)

Here, VR48 is equal to the difference between DAC1220 Vout (0 ≤ Vout ≤ 5 V in the

developed circuit) and the voltage V at the buffer input (therefore the 16-bit DAC VREF16 input);

VR49 is equal to the difference between DAC1220 VREF20 (2.5 V in the developed circuit), and

the voltage at the buffer input V . Therefore, using equation A.4, the voltage at the buffer input

V is described by:

VREF16 = V = 2 +
Vout

5
, 0 ≤ Vout ≤ 5 (A.5)

Next, the 16-bit DAC (AD5543) circuit is designed to output a voltage that spans

from −VREF16 ≤ V ≤ VREF16 V, and this output voltage is fed through a fully-differential

amplifier with a gain stage. This final gain stage is depicted in Figure A.2, where the gain is set

by the combination of resistors R50 and R52 on the inverting input branch and, symmetrically,

resistors R63 and R56 on the non-inverting input branch. The gain Av is described by:

Av =
R50

R52

=
R63

R56

. (A.6)

In the circuit depicted in Figure A.2, the Av is equal to 2.333. Also, VREF16 maxi-

mum value is equal to 3 V. This means that the theoretical maximum output of the driver, under

these conditions, is approximately 7 V.

Finally, having discussed the circuits involved in generating the MIOC driving volt-

age, the gain setting procedure will be discussed in the next section.

A.3 Gain Setting Procedure

To ensure proper gain setting, one should adjust the final stage resistors in order

to provide the widest voltage span at the output according to the employed fully-differential

driver. In the developed IFOG, the employed op-amp is the LMP8350, capable of outputting a

voltage of around 9 V when supplied with ±5 V. This means the theoretical gain can be further

increased in respect to the ones shown at the circuit design schematic.

The first step to correctly set the gain is to ensure the 20-bit DAC is outputting

its maximum value. This can be done via firmware, by writing the value that corresponds to

0xFFFFF through the SPI bus. 16-bit DAC reference voltage (VREF16) should be now set to its

maximum value.
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Figure A.2 – MIOC Driver final gain stage through a fully-differential amplifier.

Then, the maximum value should be written to the 16-bit DAC as well, through

another SPI write with the value of 0XFFFF. With both DACs at their maximum output setting,

one can start adjusting the final stage gain resistor values in order to reach the maximum output

voltage of the driver.

Finally, with the maximum gain set on hardware, the firmware must be adjusted to

ensure proper writing to the phase modulator. In order to do this, the 20-bit DAC is set to half of

its maximum output by writing the value of 0x7FFFF via SPI bus. Then, the 16-bit DAC should

be set to both its maximum (0xFFFF) and mininum (0x0) value, and the driver output voltage

must be recorded for both cases. At last, at the firmware, the sum of both of these values is used

as the DAC voltage limit along with the MIOC half-wave voltage in order to find the conversion

between the desired phase modulation value and digital write value to the DAC.
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APPENDIX B – INTERACTIVE NOISE MODEL

In this appendix, we will briefly present an interactive noise model application that

computes the overall system electronic and optical noise, as well as the noise-to-ARW conver-

sion, following the model proposed by Bacurau in [15] and discussed in Chapter 4. The idea

of this application is to serve both as a didactic tool, enabling an easy and visual representation

of how each noise source alters the gyroscope performance, and as an auxiliary tool in order to

make small adjustments in our noise model. Figure B.1 shows the application interface.

Figure B.1 – Interactive noise model application user interface.

The current version of the application enables the user to increase (or decrease) a

multiplying factor that changes the values of the electronic noise (red line), the optical RIN

(green line), and the optical shot noise (blue line). The optical source power can also be in-

creased or decreased by a multiplying factor. Finally, our experimental ARW data is also

displayed in the ARW plot as blue dots, and this data can also be corrected with an x-axis

(modulation depth) offset factor.

This tool can be found at [50] as a standalone Windows application.
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ANNEX A – ANALOG BOARD ELECTRONIC SCHEMATIC
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