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Abstract

The big data concept has been gaining strength over the last few years. With the arise and dissemination of social media
and high access easiness to information through applications, there is a necessity for all kinds of service providers to
collect and analyze data, improving the quality of their services and products. In this regard, the relevance and coverage
of this niche of study are notorious. It is not a coincidence that governments, supported by companies and startups,
are investing in platforms to collect and analyze data, aiming at the better efficiency of the services provided to the
citizens. Considering the aforementioned aspects, this work makes contextualization of the Big Data and ITS (Intelligent
Transportation System) concepts by gathering recently published articles, from 2017 to 2021, considering a survey
and case studies to demonstrate the importance of those themes in current days. Within the scope of big data applied
to ITS, this study proposes a database for public transportation in the city of Campinas (Brazil), enabling its improve-
ment according to the population demands. Finally, this study tries to present clearly and objectively the methodology
employed with the maximum number of characteristics, applying statistical analyses (box-and-whisker diagrams and
Pearson correlation), highlighting the limitations, and expanding the studied concepts to describe the application of
an Advanced Traveler Information System (ATIS), a branch of Intelligent Transportation System (ITS), in a real situation.
Therefore, besides the survey of the applied concepts, this work develops a specific case study, highlighting the identi-
fied deficiencies and proposing solutions. Future works are also contemplated to expand this study and improve the
accuracy of the achieved results.

Keywords Intelligent Transportation System - Big data - Data collection - Data analysis - Public transportation - Urban
mobility

1 Introduction

Over the last decades, it has been possible to notice that people’s way of living has been changing, aiming for the welfare
of themselves and their families. Therefore, there is a worldwide trend of people living near their workplaces, facilitating
their daily mobility [1].

A study published by the Journal of Urban Economics [2] shows, based on data from the Danish population, the pref-
erences adopted by scientists and engineers for their workplace choices. The results achieved in this study indicate that
the technical workers show a substantial sensitivity to wage differences, but they have stronger preferences for living
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near their families and friends. According to [3], a person spends, on average, 1.1 h every day traveling and dedicating a
predictable fraction of the income to move to the workplace.

For the reasons presented above, the ITS (Intelligent Transportation System) integrates information and technologies
of data communication and applies them in the transportation field to develop an integrated system of people, roads,
and vehicles. It can establish a transportation management system that is fully functional, accurate, and efficient [4, 5].

Intelligent Transportation Systems work with information and control technologies that are the core of their func-
tions [6]. One of its key components is the Advanced Traveler Information Systems [7], which involves data collection,
i.e., a strategic action of automatically recording the system’s information and parameters in the short and long term.
Nowadays, data collection has become increasingly crucial for road transportation operations, especially concerning
public transport, creating a big data problem [8].

The expression "big data" is extensive and was first used by NASA scientists to describe a problem of graphical comput-
ing. This issue was named "big data" because it occurs when the dataset does not fit into the hardware’s main memory
or does not fit even into the local disk [9].

The application of the ITS concept is a global trend and, as shown by do Nascimento et al. [10], even countries with
a history of technological backwardness are discussing this theme. For that reason, this approach is considered suit-
able for the proposal of a methodology that could improve the achievement and analysis of data regarding the public
transportation service.

This work takes all the aforementioned factors into account and proposes a methodology that quantifies essential
parameters for analysis of public transportation service, provided by the government. Therefore, the main contribution
of this paper is to provide database parameters of such a service, in order to be possible to connect to an ATIS afterward.
The collected and studied variables were temperature, noise, number of people, speed, and delay, and the methodology
aims to contextualize the application of ITS, in particular, the Advanced Traveler Information System, whose benefits
affect traffic dynamics as a whole [11]. According to the report [12], developed by the United Nations in 2021 and named
“Sustainable Transport, Sustainable Development,’it is necessary to implement in cities all over the world, independent
of their size, projects of intelligent sustainable transport, aimed at the creation of integrated ecosystems that are capable
of ensuring the quality of life to the current and upcoming generations. From this perspective, the main objective of
this work is to present data and information about urban mobility through innovative technologies and mathematical
modeling, making it possible to improve progressively the intelligent transport in the studied city.

Within the presented scope, this work addresses the urban mobility theme and is divided into six sections. The current
one has an introductory character for the studied subject and its issues worldwide. The second section presents a survey
about the concepts applied to this research: big data and ITS. The third section discusses the materials and methods
employed in the development of the proposed methodology, which is described in the fourth section with the metrics
adopted to achieve the desired results. The fifth section shows the achieved results and the respective interpretations
based on parameters established by health authorities and public agents for the measurement of human comfort in a
vehicle. Finally, the last section presents the conclusions of this research, highlighting its relevance in the global scenario,
and proposes future works to improve the quality and accuracy of the applied methodology.

2 Literature review

This section is divided into two subsections: Sect. 2.1 demonstrates recently published works with the same scope
approached in this research, and Sect. 2.2 shows some case studies applied worldwide.

2.1 Theoretical background

The paper [13] presents a methodology for scientific research concerning the use of big data in transportation systems.
The authors gathered and analyzed 115 works of different types (journal papers, conference papers, and dissertations/
theses) published from 2003 to 2017. They observed the growing interest of the scientific community (number of pub-
lications) for the subject during the aforementioned period.

The work [14] shows an overview of architectures and devices for data collection directed to the application of big
data in Intelligent Transportation Systems (ITS). The authors relate three elements of data collection: data sources, tools
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through which the data are collected from the sources, and the data that can be achieved from each source. They also
propose a machine learning architecture to handle the data within the ITS scope.

The article [15] uses the same methodology of work [14] with a slight difference: it is directed to the application of big
data in public transportation, instead of transportation in general. This research focuses on data sources and how much
they have been used over the years, e.g., the authors demonstrate that mobile phone data has stood out from 2017 on.

The authors of the paper [16] present concepts and applications of big data in the transportation domain. They also
show the challenges of this kind of application, which are depicted in Fig. 1.

In [17], there is a complete architecture for data collection in Intelligent Transportation Systems. The authors struc-
tured their architecture from the data source to the visualization and user interface, passing through protocols and
frameworks, as shown in Fig. 2.

In work [18], the authors gathered articles concerning state-of-the-art algorithms (machine learning and deep learn-
ing) for applications in Intelligent Transportation Systems, showing the evolution of that subject. They presented a variety
of models and correspondent applications, as well as a roadmap for future research.

The work [19] presents a computational evolution towards cloud and fog big data analysis, aiming at the intelligent trans-
portation and Internet of Vehicles. The authors are concerned about the necessity of real-time response in latent-sensitive
applications, such as unmanned vehicles, and, thinking about it, they propose an architecture to reduce the latency of those
applications and provide the basis for further investigation. With a similar concern about the performance of big data analysis
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in transportation systems, the authors of work [20] propose an applicable, scalable, efficient algorithm for data storage, which
is paramount since, according to the authors, speed measurements of the vehicles of one only carrier in a single day can
generate a dataset of multiple Gigabytes.

As shown previously, the ITS concept is currently very well regarded by the global scientific community as a preliminary
concept that could solve a problem that affects all countries, especially the large cities: the transportation systems [21, 22].

Within ITS, this work will focus on the Advanced Traveler Information System branch. This theme was first discussed at
the end of century XX due to the perception that travelers are an essential part of the transportation systems [23]. For that
reason, some assessment metrics started to be studied.

As an example of an application, one can cite the work of Cats et al. [24], which presents a traffic simulation model, called
BusMezzo, that aims to evaluate the impacts of real-time traffic information for travelers. In a newer study [25], presents a
model, based on Fuzzy logic, to simulate the drivers’ choices when an ATIS is applied. Besides the academic works, there are
government initiatives that encourage the development of tools for ITS, such as the ITS CodeHub (https://www.its.dot.gov/
code) from the U.S. Department of Transportation.

With all those examples in mind, the analyzed data quantify some variables that allow the assessment of comfort and
quality of the service provided in the means of public transportation.

This work aims to highlight the importance of information for both the managers and the users of public transportation.
A real system of data acquisition and sharing would use the big data concept, but this work makes a small-scale study in one
only bus line in the city of Campinas (Brazil) to show how those data would be treated on a municipal scale.

In the following paragraphs, some metrics will be described to justify the collection and analysis of the studied variables
and point out the deficiencies in public transportation.

In a document published by the World Health Organization (WHO) [26], establishes that the limits of human comfort for
the environmental temperature are 17 °Cand 31 °C. Not considering the clothes people wear and the air circulation, which
affect the individual thermal feeling, the further the temperature is from this range, the higher the risks for human health,
which go from sleepiness and mental slowing to blood pressure problems and heart failure.

In the same document [26], presents a study that relates the noise level with the number of complaining participants.
The study showed that the percentage of complaints decreases from 85 to 33% when the noise level decreases from 80 to
55 dBA, and it reaches just 5% when the noise decreases to 50 dBA. The noise, like the temperature, has negative impacts on
people’s health, which vary from irritability and anxiety to permanent damage to hearing function.

As [27] demonstrated, the roads are dimensioned with specific calculations for civil construction to identify the speed limit
on the concerned road, assuring the safety of the users. Those calculations take into account the conditions that increase the
accident risk and, therefore, limit the maximum speed. In a case study [28], shows that a hike in speed limit can be associ-
ated with the fatality rate in traffic accidents, highlighting the importance of the proper design of roads and respect to the
established limits.

In the studies carried out in [29], the basic requirements and parameters for the comfort of public transportation passen-
gers were assessed. One of those studies showed that, beyond a specific level of occupancy, travelers start feeling uncom-
fortable, and their physiological functions are negatively affected. Thus, the itinerary planning must consider the occupancy
level to meet the dynamic needs of the passengers. Therefore, the collection of these data is important as well for the public
transport operators to make better planning aiming at the population welfare.

According to [30], public transportation means tend to suffer unpredictable delays, especially in large cities (e.g., New York,
Los Angeles, Tokyo, London, and Sao Paulo), where the users usually travel via a chain of different means (e.g., underground,
train, bus, Bus Rapid Transit, Light Rail Transit, and ferry) to move to their destination, a little delay at the beginning of the
journey may result in a large delay at its end. For that reason, it is of fundamental importance the synchronization of the
transportation systems in these cities and the ITS application because, through this concept, one can integrate the diverse
means of a city. It is important to highlight that small and medium-sized cities (e.g., Campinas) do not have a wide variety of
transportation means, but they can take advantage of the ITS as well since the public transport operators can improve the
quality of the provided services if they have access to the relevant information.

2.2 Case studies
As shown in the previous subsection, in recent years, there is a growing interest in Intelligent Transportation Systems,

especially when they are related to big data and data analysis. There are, also, many practical solutions that were
developed based on those studies, and some of them are discussed below.
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One of the most traditional problems in transportation systems is the management of traffic flow. In [31], the
authors apply the concept of Cyber-Physical-Social Systems (CPSS) to achieve signals from both the physical and
social spaces. The proposed CPSS-based Transportation System (CTS) is a software-defined transportation system that
creates an environment where human factors, transportation systems, and computing technologies are integrated
and interact to provide intelligent responses that affect the real world (Fig. 3).

Another conventional approach concerning Intelligent Transportation Systems is traffic light control to optimize
the traffic flow. The work [32] proposes a solution in this regard. The authors compared the traditional traffic light
control with two algorithms (experiential fuzzy control rule and fuzzy control rule gained by genetic algorithm). Both
achieved better results than the traditional model, and, when the second one was used, the vehicles’ average waiting
time in traffic lights was up to 48.72% lower than the waiting time with the traditional model.

In recent years, new technologies, such as the Internet of Things (loT) and Machine Learning, have arisen, and
many of them can be applied to improve solutions to longstanding problems. It is shown in [33], whose authors
gathered real applications around the world and described the problems and how each technology was employed
to solve them. As examples, one can cite the use of big data and loT to solve problems with road irregularities in
Boston (USA) and how big data, |oT, and Machine Learning were applied to identify road sections with a high risk of
road transportation accidents in Moscow (Russia).

Most works apply the previously mentioned technologies to solve problems, but they can be used to gather
knowledge about a transportation system as well. An example is the work [34], which uses carpooling big data to
identify multiple centers within a metropolitan region and, based on that information, study strategies to improve
the traffic flow between the centers.

Most applications of ITS and big data are performed in developed countries but developing countries have been
taking advantage of the improvement of those technologies. As an example, one can cite the article [35], which
presents a management system employed in Fortaleza (Brazil) to support smart urban mobility directed to bus trans-
portation. The solution has three layers: data acquisition and processing through big data techniques, investigation
of patterns and correlations among the studied variables, and a visualization environment to support urban plan-
ners’ decisions. This kind of work can also help evaluate the interaction between different smart city urban mobility
programs.

3 Methodology

This section is split into two subsections: the first one presents how the studied dataset was built, with details about
the analyzed road and data sources (sensors and applications) that were applied; the second subsection highlights
the methodology adopted for the developed research.

3.1 Data collection

All the researched data were collected in one only stretch (Fig. 4) to validate and compare the data. It is necessary to
observe that the image on the left side shows the whole itinerary from the Bardo Geraldo bus station to the Central bus
station, and the image on the right side indicates the studied stretch, which goes from point A (430 Albino José Barbosa
de Oliveira Ave.) to point B (1968 Carolina Florence St.) by the Professor ZeferinoVaz Highway. The measurements were
always made in the same stretch, avoiding interference and ensuring the presented data accuracy.

Fig.3 CPSS-based Transporta- 7
tion System [31] Human Factors, Intelligent Interactions,
Human Driver Experiment, Emergency Vehicle Real-time
Behavioral Analysis and Modeling, Navigation, Intellidrive, Autonomous
etc Driving, etc
%
11
2 ! : ‘bel Sensing,
Intersection Designs, Traffic Control, | | Transp. / Cyber 3 enslng
. ks . Svys / Svs Computing,
Emergency Transportation b bl Data Fusi
Operations, etc ‘/ \ ) . oo,
pexe . e o > Communication & Networking, ete
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The data presented in this work were collected with the following tools:

1 decibel meter Benetech model GM1351 with measuring range from 30 to 130 dBA, accuracy of £ 1.5 dB, frequency

range from 31.5 Hz to 8 kHz, and sample rate of 2 times/second [36];

e 1 thermometer Benetech model GM320 with a digital infrared, temperature range from — 50 °C to 400 °C, accuracy
of £ 1.5 °C, resolution of 0.1 °C, repeatability of 1 °C, response time of 500 ms, spectral response from 8 to 14 pm, emis-
sivity of 0.95 preset, distance to spot size of 12:1, operating temperature from 0 °C to 40 °C, operating humidity from
10 to 90 RH, storage temperature from — 20 °C to 60 °C, and power supply of 3V (2 AAA 1.5V batteries) [37];

1 digital chronometer Tak Shun model TS-1809 with dimensions 95 x 65 x 26 mm and a string of 50 cm [38];

o Application Waze Navigation& Live Traffic (https://www.waze.com), version 4.69.4.900.

All the measurements performed with sensors were collected from a height of 1.5 m.
3.2 Data analysis

After the data collection, the programming language Python 3.8.5 (https://www.python.org) was used in the develop-
ment environment JupyterLab 2.2.6 (https://jupyter.org) with the libraries Matplotlib 3.3.2 (https://matplotlib.org), Numpy
1.19.2 (https://numpy.org), Pandas 1.1.3 (https://pandas.pydata.org), and Plotly 4.14.3 (https://plotly.com), aiming to
organize and analyze the data that will be shown in the results.

The data comprise five variables (temperature, noise, number of people, speed, and delay), meeting the criteria pre-
sented on the following topics.

Fig. 4 Studied route (https://www.maps.ie)
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3.2.1 Temperature

Since the thermometer described in Sect. 3.1 collects just the temperature in one specific point instead of the ambient
temperature, 20 points were selected inside the bus to improve the analyzed data. The metric applied to choose the
measurement points was based on the different materials (synthetic fabric, plastics, and metals) and covered the whole
extension of the bus from the front end to the back end.

3.2.2 Noise

The decibel meter mentioned in Sect. 3.1 records two values: the minimum noise and the maximum noise. Therefore, in
each travel, two values of this variable were collected.

3.2.3 Speed

Two speed values were collected in each travel: the bus speed when it takes the highway, Professor ZeferinoVaz, between
points A and B described in Sect. 3.1, and its speed when it enters downtown, after the highway.

3.2.4 Number of people

Two perspectives were observed to collect these data: the number of people who took the bus at the beginning of the
itinerary and the number of passengers after the only bus stop in the analyzed stretch, where people could get on and
get off the bus.

3.2.5 Delay

This variable refers to the bus departure delay at the start point, i.e., Barao Geraldo’s terminal. The time was measured
with the digital chronometer, and the reference was the app CittaMobi (https://www.cittamobi.com.br), whose objective
is daily to orient the passengers concerning the buses’schedules and itineraries.

4 Results

A database was created for posterior analyses via software through the collection tools presented in Sect. 3.1. The col-
lections were always made in the same itineraries: 08:50 a.m., 01:05 p.m., and 06:51 p.m. The collected data were stored
in five CSV (Comma-Separated Values) files, i.e., one file for each variable (temperature, noise, number of people, speed,
and delay).On each travel, a total of 27 pieces of data were collected: 20 points of temperature, minimum and maximum
noise, two speeds, two numbers of people, and the delay. The measurements were made in three periods each day
(morning, afternoon, and evening) and seven days per week, i.e., there were 567 data collected weekly. With the purpose
of ensuring more significant coverage of the data, 3 weeks with different characteristics (vacation, carnival, and school)
were selected. Therefore, during the research, a total of 1701 raw data were collected, analyzed, and studied.

4.1 Pre-processing

The first step of the data analysis consists of assessing the collected data quality, i.e., the identification of possible meas-
urements and typing errors, focusing on the outliers that must be analyzed more carefully. The atypical data are those
whose values are higher than the third quartile plus 1.5IQR (Interquartile Range) or lower than the first quartile minus
1.5IQR [39].

The box-and-whisker diagram is used to make this analysis. As described in the library Plotly (https://plotly.com)
documentation, this diagram is built from five points: the minimum value, the three quartiles, and the maximum value,
where the second quartile corresponds to the median of the whole data set, the first quartile is the median of the data
between the minimum value and the second quartile, and the third quartile is the median of the data between the
second quartile and the maximum value.
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Once these values are computed, the box-and-whisker diagram is built according to the following steps: a rectangle
is defined with the lower end in the first quartile and the upper end in the third quartile, the second quartile is plotted
inside the rectangle, and two line segments (whiskers) are created on each side of the rectangle to represent the atypical
data limits (1st quartile — 1.51QR and 3rd quartile + 1.5IQR). All the data outside these limits are considered outliers [39].

The collected data were grouped by days (Monday to Sunday) and by period (morning, afternoon, and evening). The
following subsections show each variable distribution in the referred data sets.

4.1.1 Temperature

It is possible to see in the temperature distributions (Fig. 5) that, in the evening period, they tend to be lower due to
the nature of the weather, while, in the morning and afternoon periods, the central values are always within the same
interval (25 °C to 30 °C), even though the distributions sometimes extrapolate these values. The outliers result from the
different materials where the measurements were made, e.g., metal surfaces tend to have a lower specific heat than
other materials. That means they heat up or cool down more easily, i.e., the metals have a greater temperature on hot
days than the other materials inside the bus, and the opposite occurs on cold days [40].

4.1.2 Noise

The noise values distributions (Fig. 6) have medians concentrated on the interval between 70 and 75 dBA. This trend
derives from the constant noise of the combustion engine. The wider distributions occur due to random variables, e.g.,
people talking, air conditioning, and external noises, resulting from the traffic and occasional civil works. Due to these
variables’randomness, it is not possible to observe a pattern in the distributions when the data of a given period of day
are compared.

An important detail is that the noise is measured in dBA, i.e., it is a logarithmic variable, which differentiates it from
the other collected variables. However, as demonstrated by Golmohammadi et al. [41], concerning the data types, it does
not prevent the comparison with continuous or discrete variables.

4.1.3 Number of people

Itis not possible to identify a clear pattern in the number of people distributions (Fig. 7). It happens because of the great
availability of buses for the studied route, which permits the passengers to take the bus at another time, different from
those studied in this research, i.e., the people who take the bus at a given time do not take necessarily the same bus
every day. Besides, it is essential to mention the diversity of alternatives to public transportation so that, on some days,
the buses are less used.

In the evening period, there is a greater distribution due to the flow of students of the State University of Campinas
who use the studied bus line to move to the evening classes.

Temperature
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Fig. 5 Temperature measurements distributions
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4.1.4 Speed

In the morning period, there are more discrepancies among the daily speed distributions (Fig. 8). It results from the
larger number of vehicles on the road at the measurement time, which sometimes causes heavier traffic congestion in
this period of the day.

In the other periods, it is possible to note that the central values are, in most cases, close to the maximum road speed
(50 km/h +7 km/h of margin error) defined by the regulatory agency [42]. It suggests that bus drivers mostly drive at
the road speed limit with some overrunning of this value. In the evening period, there is a stronger trend of exceeding
the speed limit because of many factors, e.g., the lower number of vehicles on the highway and higher flexibility of the
speed supervision due to the insecurity at that time.

4.1.5 Delay

The diagrams that represent the delays (Fig. 9) show that, on the weekends, the wait time tends to be lower than on the
other days.

Considering the workdays, there is a broader distribution of the collected values in the morning, with a central trend
between 5 and 6 min and most of the values below these medians (some of them are zero). It happens due to the char-
acteristic traffic jam in this period of the day.
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This variable behaves in the same way in the afternoon, but the central trend is higher, between 6 and 7 min. How-
ever, the minimum values are concentrated between 2 and 3 min. It results from the measurement time, which matches
people’s lunchtime, so traffic congestion is more intense.

4.2 Results analyses

In the previous subsection, each variable was presented and discussed individually, highlighting the different behaviors
in each studied day and period. In this section, the correlation between the variables will be computed and analyzed
through the Pearson correlation, which is a linear association between variables, and does not depend on the units. This
method results in a coefficient (p) for each correlation that ranges from — 1 to + 1, where the absolute value refers to the
correlation strength, and the sign shows whether the relationship is positive or negative [43].

The correlation level between two variables obeys the following threshold values [44]:

0.0 < |p| < 0.3:Negligible correlation;
0.3 < |p| < 0.5: Weak correlation;

0.5 < |p| < 0.7: Moderate correlation;
0.7 < |p| < 0.9: Strong correlation;

0.9 < |p| < 1.0:Very strong correlation;
|p| = 1.0: Perfect correlation.
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All the studied variables were correlated between them, resulting in ten correlation values for each analyzed period.
In the first analysis, the collected values were grouped by days of the week, whereas, in the second analysis, they were
grouped by week (vacation, carnival, and school). The computed coefficients were presented in ten heatmaps, whose
graded color scale ranges from — 1 to+ 1, the same range as the Pearson coefficients.

Following the metric adopted in this work, just the moderate and strong correlations were considered. In this research,
there were not very strong and perfect correlations.

4.2.1 Daily correlations

In the heatmaps of Fig. 10, there are Pearson coefficients with an absolute value above 0.5 just in the following correla-
tions: temperature and number of people, noise and speed, noise and delay, number of people and speed, and number
of people and delay.

e Temperature vs. Number of people: This correlation arises on Mondays (p = 0.51). As shown in the diagram of Fig. 5,
on Mondays, especially in the morning and evening periods, the number of passengers tends to be lower, resulting
in better air conditioning system efficiency and, therefore, in a lower temperature, which characterizes a positive
correlation on this day.

¢ Noise vs. Speed: This correlation occurs on Saturdays (p = —0.6). There are many sources of noise inside and outside
the bus, but, in this case, the combustion engine may be mentioned because it tends to be less noisy when a constant
speed is kept (50 km/h in the studied stretch). Figure 6 shows that, on Saturdays, specifically in the morning, the speed
tends to remain below the road speed limit, a result of more braking and acceleration, which are noise sources related
to the combustion engine.

o Noise vs. Delay: This correlation happens on Thursdays (p = —0.64) and Fridays (p = —0.64). In this case, it was not
possible to identify relevant correlations between the noise and other variables that could directly affect the delay
time, i.e,, the noise variance is due to external factors. On Thursdays and Fridays, there is a behavioral tendency for
people to use their own car to go to work, and that causes more external noise. However, the correlations between
the number of people and the delay are just weak and moderate these days. Specifically, in the morning period, the
number of passengers is lower, and consequently, the delay is lower as well.

¢ Number of people vs. Speed: This correlation arises on Thursdays (p = 0.53). In this case, there is a lack of variables
that could support the correlation and also a broad variance among the individual heatmaps (Fig. 10), with values
ranging from —0.34 to+0.53. It suggests that the greater dispersion of the data collected on Thursdays concerning
the number of people (Fig. 7) and speed (Fig. 8) resulted in a false positive in this correlation.

o Number of people vs. Delay: This correlation occurs on Fridays (p = 0.53) and Sundays (p = 0.7). These days are among
those when there are fewer passengers on the bus (Fig. 7). It reduces the boarding time at the line beginning and
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Fig. 10 Daily correlations heatmaps
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the stop time during the travel. Therefore, the lower the number of people, the lower the delay time is. Likewise the
previous case, there are correlation values on other days that disagree with this analysis, but those days also have a
broader dispersion of the collected data.

4.2.2 Weekly correlations

In the heatmaps of Fig. 11, there are Pearson coefficients whose absolute values are greater than 0.5 just in the correla-
tion between the number of people and the delay.

This correlation happens during the vacation week (p = 0.58). The analyzed bus line is widely used by students from
the State University of Campinas. Therefore, during the vacation period, the passenger flow is smaller. From the analysis
of this same correlation in the previous subsection, it is possible to conclude that the lower the number of people, the
lower the delay time is.

5 Discussion

Based on the achieved results, this work demonstrates the feasibility of the use of data analysis techniques in the public
transportation field. The implementation of technological tools and the use of well-established methods for data correla-
tion allowed the identification of problems that would serve as a basis for policies to improve the public transportation
service.

The methodology presented was validated in a bus environment but could be extended to any other transportation
mean and would be applied in any city, given its applicability. However, some issues that were observed during this study
must be taken into account. The first one is the measurements’ accuracy because there were cases, like the correlation
between the number of people and speed, where the data points were very spread, and they ended up resulting in a
false positive correlation. The same occurred in the correlation between the number of people and the delay, though it
was less evident.

The second problem was the lack of variables to make a thorough analysis of the correlations. That happened in the
correlation between the noise and the delay, in which it was found that there was a neglected external variable affecting
the results. Another case that can be mentioned is the temperature which was not strongly correlated with any other
variable. Still, it could correlate, for example, with the temperature outside the bus, which was not analyzed. This issue is
relevant because it shows the importance of having a complete overview of the investigated conditions.

The third difficulty was the amount of analyzed data. Although there were more than 1700 data collected and studied,
there was not enough information to understand the behavior of the variables on holidays, for example, because, in the
studied period, there was just one day with this characteristic. Likewise, from the ten possible correlations between the
five studied variables, only five could be analyzed with a correlation of at least moderate, and one of them was repeated in
both the daily and weekly analyses. With more data, the correlations that were not analyzed could be better understood.
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Fig. 11 Weekly correlations heatmap
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6 Conclusion

This research proposed a methodology for data acquisition and processing within the scope of urban mobility. With the
collected data, it was possible to identify the particular characteristics of each studied variable and analyze the way they
interact among themselves. Different approaches were used to cluster and correlate the data, and each one brought
new insights to help improve the quality of the public transportation service in the studied city.

In the same way as variables and people have dynamic behavior, the analyses must also be dynamic and ample, group-
ing the data by periods of the day and days of the week, for example. Thus, it could be possible to draw up improvement
strategies for each studied period. Considering the analyses made in this work, even on a small scale, one can observe
that, nowadays, the data are important to determine and establish standards and actions in the discussed scenario.

Concerning the transparency for the users and the information for the managers, the implementation of some con-
cepts must be considered. The big data would be applied to create a volume of data that enables relevant analyses and
outcomes for planning and managing public transportation. With the same thing in mind, one can mention the Intel-
ligent Transportation System (ITS) and, in particular, the Advanced Traveler Information System (ATIS) may improve the
quality of the transportation service regarding the users’communication, comfort, and welfare.

In this regard, this research can serve as a basis for future works by developing automatic systems for data collection,
which could generate a more robust dataset and, as consequence, achieve higher accuracy for the decision-making
process.
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