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RESUMO 

Os dados sísmicos 4D contêm informações relacionadas às mudanças dinâmicas dos 

reservatórios de óleo e gás, como mudanças de pressão e saturação. Essas informações são 

frequentemente combinadas com os dados de produção para atualizar os modelos de simulação 

de reservatórios. O processo de atualização de modelos com os dados observados é denominado 

assimilação de dados. Ao usar dados sísmicos 4D, este processo tradicionalmente usa uma 

modelagem direta de dados sísmicos 4D com duas etapas conectadas executadas em sequência 

com 2 modelos: petro-elástico (PEM) e sísmico. Cada uma dessas etapas possui 

particularidades que tornam o processo de assimilação desafiador. O PEM é incerto, 

especialmente para alguns casos como reservatórios carbonáticos. A modelagem sísmica é 

tipicamente demorada, o que aumenta o tempo de resposta do uso de informações sísmicas 4D 

para atualizar os modelos de simulação especialmente nos casos mais recentes com 

monitoramento permanente. Este trabalho pretende abordar essas duas questões e propor 

modelos proxy como possíveis formas de substituir a tradicional modelagem direta de dados 

sísmicos 4D. O trabalho compreende quatro abordagens usando modelos proxy para substituir 

a modelagem direta. A primeira abordagem  propõe uma proxy para o PEM e assimila os dados 

sísmicos 4D em conjunto com os dados de produção. A segunda abordagem melhora a proxy 

para o PEM (proposto no primeiro artigo) ao adicionar a porosidade do reservatório em sua 

formulação; nesta também propomos  maneiras de considerar o erro da proxy no processo de 

assimilação de dados. A terceira abordagem oferece uma proxy para substituir as duas etapas 

conectadas (PEM mais modelo sísmico) usando modelos de aprendizado de máquina. Por fim, 

no quarto artigo, fizemos um estudo para avaliar o impacto do conjunto de treinamento no 

algoritmo de rede neural profunda  usado na proxy para modelagem direta sísmica 4D.  

As implementações dos dois modelos proxy para o PEM na assimilação de dados forneceram 

resultados satisfatórios comparados à aplicação do PEM. As funções objetivo de dados sísmicos 

4D e de produção mostraram respostas semelhantes para as implementações proxy e PEM. Em 

termos de quantificação de incerteza e previsão de produção, adicionar porosidade à formulação 

proxy e contabilizar o erro do modelo proxy forneceram respostas semelhantes ao PEM. 

Portanto, as duas primeiras abordagens mostraram ser uma boa solução para substituir o PEM 

nos procedimentos de assimilação de dados, tornando-o mais simples e rápido. Na terceira 

abordagem, os modelos de aprendizado de máquina foram desenvolvidos como uma 

substituição à abordagem passo a passo tradicional (PEM mais modelo sísmico). A comparação 



 

  

dos resultados dos modelos de aprendizado de máquina e da abordagem tradicional mostrou 

que os modelos proxy são capazes de gerar sinais sísmicos 4D semelhantes aos da abordagem 

tradicional (modelagem direta). Os modelos de aprendizado de máquina automatizam a 

modelagem sísmica direta completa (modelagem PEM e sísmica), evitando passos custoso 

como transferência de escala e  conversão de profundidade a tempo dos dados. No quarto artigo, 

um algoritmo de rede neural profunda é avaliado para investigar as melhores práticas de 

treinamento para o desenvolvimento de proxy. Esta proxy permite que os engenheiros realizem 

a assimilação de dados no domínio da amplitude sísmica, o que pode ser uma grande vantagem 

em termos do uso rápido desta informação. Este tipo de ferramenta tem grande valor 

especialmente para reservatórios com monitoramento permanente, onde a assimilação rápida 

de dados sísmicos 4D é altamente necessária.  

Palavras-Chave: Dados sísmicos 4D; Assimilação de dados; Modelagem direta; 

Modelo proxy.



 

  

ABSTRACT 

Time-lapse seismic data (4D seismic) has information related to the dynamic 

changes in the oil and gas reservoirs such as saturation-pressure changes. This information is 

often combined with the production data to update reservoir simulation models. The process of 

model updating with observed data is called data assimilation. When using 4D seismic data, 

this process traditionally involves with a 4D seismic forward model with two consecutive steps.  

The first step is a petro-elastic model (PEM) and the second is a seismic model. Each step of 

the traditional 4D seismic forward has some particularities making the assimilation process 

challenging. The PEM is uncertain and it might not be easy to develop a reliable one for some 

cases. The seismic modelling is time-consuming, increasing the turnaround time of using 4D 

seismic information to update the simulation models. This work addresses these issues and 

proposes proxy models to replace the traditional 4D seismic forward modelling. The work 

comprises four research papers to address the gap in the literature and to use proxy models to 

replace the traditional approach. The first paper proposes a proxy for the PEM and assimilates 

4D seismic data jointly with the production data. The second paper improves the proxy for the 

PEM (proposed in the first paper) by adding reservoir porosity in the proxy formulation. 

Moreover, as the proxy approximates the PEM, its application has a model error. The second 

paper introduces ways to account for the proxy model error in the data assimilation process. 

The third paper offers a proxy to replace the two connected steps (PEM plus seismic model). 

Machine learning models are developed and proposed as an alternative to the traditional PEM 

plus seismic model. Finally, in the fourth paper, we evaluate a deep neural network algorithm 

as a proxy for 4D seismic forward modeling. The training phase of model development is 

analyzed and investigated.   

The implementations of two proxy models for PEM in the data assimilation provide 

satisfactory data match quality when compared to the PEM application. Both production and 

4D seismic data objective functions show similar responses for the proxy and PEM 

implementations. Regarding uncertainty quantification and production forecast, adding 

porosity to the proxy formulation and accounting for the proxy model error provide a similar 

response to the PEM results. Therefore, the first two approaches showed to be good solutions 

to replace the PEM in the data assimilation procedures, making it simpler and faster. In the third 

approach, machine learning models are developed to replace the complete seismic forward 



 

  

modeling (PEM plus seismic model). Comparing the results from the machine learning models 

and the traditional approach shows that the proxy models can generate 4D seismic signals 

similar to those from the traditional approach but in a much cheaper procedure. Machine 

learning models automate the PEM and seismic modeling task and reduce cycle time of the 4D 

seismic forward modeling. Moreover, they avoid scale transformation and depth-to-time 

conversion of the traditional 4D seismic forward modeling. The fourth paper evaluates a deep 

neural network algorithm to investigate the best training practices for proxy development. The 

proxy models enable petroleum engineers to perform joint data assimilation in the amplitude 

domain while accelerating the data assimilation process. All these benefits make the proxy 

model valuable especially for permanent reservoir monitoring systems where fast 4D seismic 

data assimilation is highly demanded.  

 

Key Word: 4D seismic data; Data assimilation; Forward modeling; Proxy model 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

  

List of Figures 

Figure 1-1: 4D seismic forward modeling in the joint assimilation of production data and 4D 

seismic data. ………………………………………………………………………………….24 

Figure 1-2: (a) proxy for petro-elastic modelling (PEM-Proxy) which is the focus of the first 

two chapters (chapter 2 and 3); (b) proxy for the combination of PEM and seismic model 

(S4D-Proxy) which is described in the last two chapters (chapters 4 and 5). .......................... 28 

Figure 2-1: Diagram showing the process of PEM-Proxies development (part 1).................. 43 

Figure 2-2: Coupling the PEM-Proxies with the ES-MDA algorithm (part 2). ...................... 43 

Figure 2-3: UNISIM-I benchmark case study. (a) 3D porosity for one model in the ensemble. 

(b) 4DAI-Real map for data assimilation, and (c) 4DAI-Ideal map. ........................................ 45 

Figure 2-4: Steps to generate 4D seismic data for UNISIM-I benchmark. ............................. 47 

Figure 2-5: Distribution histogram for coefficients a, and b. (a) Histogram for coefficient a. 

(b) Histogram for coefficient b. ................................................................................................ 50 

Figure 2-6: synthetic 4DAIs generated using the PEM and PEM-Proxies for a randomly 

selected model (model 163). ..................................................................................................... 51 

Figure 2-7: NQDS values for BHP of producer wells, light gray boxes show the prior models. 

(a) Using 4DAI-Real map with posterior models for different cases are indicated by their 

corresponding colors and (b) using 4DAI-Ideal map as observed data. ................................... 52 

Figure 2-8: Water rate curves for prior models in gray and posterior models with each case 

color coded. .............................................................................................................................. 54 

Figure 2-9: Ranking of posterior models for each case based on NQDS values of its well 

objective functions. In (a), the ranking result is shown for 4DAI real map assimilation and in 

(b), the ranking for 4DAI ideal is shown. ................................................................................. 55 

Figure 2-10: Division of observed 4D seismic maps into 7 areas. (a) 4DAI-Real map and (b) 

4DAI-Ideal map ........................................................................................................................ 56 

Figure 2-11: Quality of 4D seismic data assimilation based on NQDS measure for overall and 

different areas of the observed maps; The posterior models are shown in (a) when the 4DAI-

Real map was used and in (b) for the 4DAI-Ideal map data assimilation. ............................... 57 

Figure 2-12: (a) observed data, (b) shows the mean 4DAI for prior models, (c), (d), and (e) 

indicate the mean posterior 4DAI with PEM, PUC, and PFC for data assimilation. ............... 59 

Figure 2-13: (a) observed data, (b) shows the mean 4DAI for prior models, (c), (d), and (e) 

indicate the mean posterior 4DAI with PEM, PUC, and PFC for data assimilation. ............... 60 



 

  

Figure 2-14: Posterior values for global uncertain parameters. In (a) shows the rock 

compressibility for posterior model, (b) shows depth of oil-water contact, (c) displays the 

Corey exponent, and (d) indicates the maximum water relative permeability. ........................ 61 

Figure 2-15: Mean porosity of prior and posterior models for different cases for layer 9. ..... 62 

Figure 2-16: Standard deviation for porosity of prior and posterior models (layer 9). ........... 63 

Figure 2-17: Production forecast of oil rates (PROD005). Black vertical line shows history-

forecast transition and black dots indicate the actual responses from reference model. .......... 65 

Figure 2-18: Cumulative field production forecast. The black dashed line represents the 

transition between history and forecast. Data assimilation cases are shown with their color 

codes while the actual responses from the reference model are given with black dots. .......... 66 

Figure 3-1: Steps to develop the DAI-Proxy model. ............................................................... 81 

Figure 3-2: Assimilation of observed data using the ES-MDA with the DAI-Proxies and their 

model error treatment approaches. ........................................................................................... 84 

Figure 3-3: UNISIM-I-H which is a synthetic dataset. (a) petrophysical property porosity of a 

simulation model randomly selected from the ensemble and (b) map of 4D difference of 

acoustic impedance (4DAI) used in joint well-production and 4D seismic data assimilation . 85 

Figure 3-4: Histograms for the DAI-Proxy coefficients. (a), and (b) are the coefficients for 

the water saturation change term while (c), (d), and (e) are the coefficients for the pressure 

change term............................................................................................................................... 88 

Figure 3-5: (a) 4DAI for randomly selected model in the ensemble (model 115) calculated 

using the PEM (b) 4DAI map through the DUC model and (c) 4DAI map using the DFC 

model. ....................................................................................................................................... 89 

Figure 3-6: NDQS measure for different data assimilation cases. In (a), the NQDS values are 

shown for the BHP producers with different data assimilation cases and in (b), the NQDS 

values for the BHP injectors. .................................................................................................... 90 

Figure 3-7: Number of accepted models in each NQDS range for different cases. ................ 91 

Figure 3-8: Match quality for the 4D seismic data, (a) fragments of the 4DAI observed map 

and (b) shows the NQDS indicator of different cases for each fragment of the 4DAI and also 

the entire map. .......................................................................................................................... 93 

Figure 3-9: (a) the observed 4DAI map used for the data assimilation, (b) is the mean prior 

4DAI map, and the mean posterior 4DAI maps are provided for the PEM case (c), WS-DUC 

case (d), and WS-DFCE case (e). ............................................................................................. 95 

Figure 3-10: Uncertainty assessment for scalar uncertain parameters from different data 

assimilation cases ..................................................................................................................... 96 



 

  

Figure 3-11: Prior models mean porosity (a), and posterior means for OW case (b), WS-PEM 

case (c), WS-DUC case (d), and WS-DFCE case (e). .............................................................. 96 

Figure 3-12: Standard deviation of porosity calculated for layer 9 of prior models (a), 

posterior models in the ensemble for the OW case (b), WS-PEM case (c), WS-DUC case (d), 

and WS-DFCE case (e)............................................................................................................. 97 

Figure 3-13: Cumulative field production forecast for different data assimilation cases. (a) 

OW case with posterior models in green; WS-PEM in (b), WS-DUC in (c), and WS-DFCE in 

(d). ............................................................................................................................................ 98 

Figure 3-14: Oil production rate forecast (PROD005) for posterior models of different data 

assimilation cases. .................................................................................................................... 99 

Figure 3-15: Comparison between the WS-DFCE with the proxy model error treatment and 

the WS-DFC without the treatment. ....................................................................................... 100 

Figure 3-16: Cumulative field oil production forecast for the WS-DFC case posterior models.

 ................................................................................................................................................ 101 

Figure 4-1: The DNN structure used as proxy to replace the traditional PEM plus seismic 

model in 4D seismic applications. .......................................................................................... 111 

Figure 4-2: (a) standard strategy to train the ML algorithms where each black point in the 

input features is assigned to one specific target. (b) 3x3 neighbourhood strategy to train the 

ML algorithms where each black point is represented with itself and its 3x3 neighbours and 

are related to the target. .......................................................................................................... 113 

Figure 4-3: Steps for dataset preparation using an ensemble of 3D reservoir models. ......... 117 

Figure 4-4: The second step in the proposed method where the ML algorithms are trained 

using the training and the validation datasets with the training strategies. ............................ 118 

Figure 4-5: The last step in the proposed method. ML models are evaluated based on 

different criteria. ..................................................................................................................... 118 

Figure 4-6: (a) a random simulation model in the ensemble showing the locations of 

producers and injectors; (b) 4D seismic signals showing the main softening (red) and 

hardening (blue) signals for the reservoir. .............................................................................. 120 

Figure 4-7: Boxplots for different ML models with their respective colours in (a); Histograms 

for the XGB, XGB-3x3, and DNN-3x3 with their colours. ................................................... 122 

Figure 4-8: Visual comparison between the proxy dRMS predictions with those from the 

reference solution. .................................................................................................................. 124 

Figure 4-9: dRMS predictions with different ML models and the reference solution. ......... 125 



 

  

Figure 4-10: small-scale softening 4D signals around injectors I5 and I6. Here, proxy 

predictions are presented where the DNN-3x3 has more details compared to other two ML 

models. .................................................................................................................................... 126 

Figure 4-11: small-scale 4D softening signal around injector I2 which captured by the DNN-

3x3 model. .............................................................................................................................. 126 

Figure 4-12: Performance of different ML models for a test model in the medium category.

 ................................................................................................................................................ 127 

Figure 4-13: close-up of the softening (red) signal located in the centre of the reservoir near 

injector I2. ............................................................................................................................... 128 

Figure 5-1: DNN architecture custom-tailored for our application. ...................................... 140 

Figure 5-2: (a) steps to develop the proxy for the 4D seismic forward modeling (S4D-Proxy); 

(b) different steps to prepare training and test datasets using ensemble of reservoir models. 142 

Figure 5-3: First experiment where the DNN algorithm is trained on the prior reservoir model               

ensemble, the posterior ensemble from the production data assimilation, and the posterior 

ensemble from the joint assimilation of 4D seismic and production data. ............................. 143 

Figure 5-4: Strategies to capture neighboring information from a grid point. In (a) 3x3 

strategy which captures neighboring information within a 3x3 square; (b) 5x5 strategy to 

capture information within a 5x5 square; and (c) 7x7 strategy to obtain spatial information in 

a 7x7 square. ........................................................................................................................... 145 

Figure 5-5: (a) a random 3D porosity model with all the producers and injectors around the 

reservoir; (b) 4D seismic amplitude map (dRMS) with the main 4D signals in the location of 

injectors and a main softening signal in the middle of the reservoir and around some injectors

 ................................................................................................................................................ 146 

Figure 5-6: (a) 3D porosity model for a model in the prior ensemble; In (b), the 3D static 

model from posterior ensemble after production data assimilation; (c) 3D porosity model from 

the posterior ensemble of production plus 4D seismic data assimilation. .............................. 149 

Figure 5-7: Standard deviation for porosity field for different ensemble of reservoir models.

 ................................................................................................................................................ 149 

Figure 5-8: training and test datasets preparation from the prior ensemble of reservoir models.

 ................................................................................................................................................ 151 

Figure 5-9: performance of the DNN-Prior model on the test dataset. ................................. 152 

Figure 5-10: visual comparison of the DNN-Prior model performance on different test 

models. (a) on a test model in Test-Prior, (b) on a model in Test-Post-W, and (c) on a model 

in Test-Post-WS. ..................................................................................................................... 153 



 

  

Figure 5-11: boxplots of the DNN-Post-W model performance on different test models. ... 154 

Figure 5-12: dRMS mean for the models in the training (a), mean dRMS for the test models 

in the Test-Prior (b) and, in (c), the mean map is provided for dRMS from models in the Test-

Post-WS. ................................................................................................................................. 155 

Figure 5-13:  boxplots for the DNN-Post-WS performance on the test dataset. ................... 156 

Figure 5-14: visual comparison of the DNN-Post-WS model on the test models in the Test-

Prior (a), the Test-Post-W (b), and the Test-Post-WS (c). ..................................................... 157 

Figure 5-15: cross-comparison between different DNN models. .......................................... 158 

Figure 5-16: DNN-Mix performance on the test models....................................................... 159 

Figure 5-17: Different strategies (3x3, 5x5, and 7x7) to capture the spatial information in the 

input features and their respective DNN model performances (For the DNN-Prior model). 159 

Figure 5-18: visual comparison of different DNN models trained on 3x3, 5x5, and 7x7        

strategies. At the top, the ground truth from the traditional approach and, at the bottom, 

predictions of different DNN models ..................................................................................... 161 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

  

List of Tables 

 

 

 

Table 2-1: Uncertain parameters with their parameterizations ................................................ 44 

Table 2-2: Various cases of data assimilation for our research ............................................... 49 

Table 3-1: Different cases of data assimilation........................................................................ 86 

Table 4-1: Three ML models to predict the desired output ................................................... 121 

Table 5-1: Different DNN models developed for our experiments. ...................................... 150 

 

 

 

 



 

  

Table of Contents 
 

1 Introduction .................................................................................................................... 22 

1.1 Summary of previous research on proxy for 4D seismic forward modeling

 25 

1.1.1 Proxy models for PEM (PEM-Proxy).................................................................... 25 

1.1.2 Proxy models for PEM plus seismic model (S4D-Proxy) ..................................... 26 

1.2 Motivation ................................................................................................. 26 

1.3 Objectives .................................................................................................. 27 

1.4 Structure of the work ................................................................................. 28 

1.4.1 First research paper ................................................................................................ 29 

1.4.2 Second research paper ........................................................................................... 30 

1.4.3 Third research paper .............................................................................................. 31 

1.4.4 Fourth research paper ............................................................................................ 33 

2 Using petro-elastic proxy model to integrate 4D seismic in ensemble-based data 

assimilation .............................................................................................................................. 35 

2.1 Abstract ..................................................................................................... 35 

2.2 Introduction ............................................................................................... 36 

2.3 Objectives and scope ................................................................................. 37 

2.4 Theoretical background ............................................................................. 38 

2.4.1 Ensemble Smoother with Multiple Data Assimilation (ES-MDA) ....................... 38 

2.4.2 Data match quality ................................................................................................. 39 

2.4.3 Petro-elastic proxy model (PEM-Proxy) ............................................................... 40 

2.5 Methodology ............................................................................................. 41 

2.6 Application ................................................................................................ 44 



 

  

2.6.1 Dataset description................................................................................................. 44 

2.6.2 Data assimilation conditions .................................................................................. 45 

2.6.3 Observed 4DAI maps (Real and Ideal) .................................................................. 46 

2.6.4 Design of data assimilation cases .......................................................................... 48 

2.7 Results ....................................................................................................... 49 

2.7.1 PEM-Proxies construction for UNISIM-I-M......................................................... 49 

2.7.2 Data assimilation quality for well objective functions .......................................... 51 

2.7.3 Data assimilation quality for 4D seismic objective function ................................. 56 

2.7.4 Uncertainty assessment .......................................................................................... 60 

2.7.5 Production forecast ................................................................................................ 63 

2.8 Discussion ................................................................................................. 67 

2.9 Conclusions ............................................................................................... 69 

2.10 Acknowledgment ............................................................................... 70 

3 Substituting petro-elastic model with a new proxy to assimilate time-lapse seismic 

data considering model errors ............................................................................................... 72 

3.1 Abstract ..................................................................................................... 72 

3.2 Introduction ............................................................................................... 73 

3.3 Objectives and scope ................................................................................. 76 

3.4 Theoretical background and literature review .......................................... 76 

3.4.1 Assimilation of observed data with ensemble-based algorithms ........................... 76 

3.4.2 Data match quality ................................................................................................. 76 

3.4.3 Proxy for petro-elastic model (PEM-Proxy) ......................................................... 77 

3.5 Methodology ............................................................................................. 80 

3.5.1 How to formulate the DAI-Proxy .......................................................................... 80 

3.5.2 Proxy model error .................................................................................................. 82 



 

  

3.5.3 DAI-Proxies incorporation in the ES-MDA .......................................................... 83 

3.6 Application ................................................................................................ 84 

3.6.1 Different cases for assimilation of observed data .................................................. 86 

3.7 Results ....................................................................................................... 87 

3.7.1 DAI-Proxy model development ............................................................................. 87 

3.7.2 Match quality for well-production data ................................................................. 88 

3.7.3 Match quality for 4D seismic data ......................................................................... 91 

3.7.4 Uncertainty assessment .......................................................................................... 94 

3.7.5 Production forecast ................................................................................................ 97 

3.7.6 The role of the proxy model error.......................................................................... 99 

3.8 Discussion ............................................................................................... 101 

3.9 Conclusion ............................................................................................... 103 

3.10 Acknowledgment ............................................................................. 104 

4 All-in-one proxy to replace 4D seismic forward modeling with machine learning 

algorithms .............................................................................................................................. 105 

4.1 Abstract ................................................................................................... 105 

4.2 Introduction ............................................................................................. 106 

4.3 Research objectives and scope ................................................................ 109 

4.4 Theoretical background ........................................................................... 110 

4.4.1 Machine learning algorithms ............................................................................... 110 

4.4.2 Training strategies ............................................................................................... 112 

4.4.3 Quantitative measure for ML model evaluation .................................................. 114 

4.5 Methodology ........................................................................................... 114 

4.5.1 First step (dataset preparation)............................................................................. 115 

4.5.2 Second step (train the ML algorithms) ................................................................ 117 



 

  

4.5.3 Third step (evaluate the ML models)................................................................... 118 

4.6 Application .............................................................................................. 119 

4.7 Results ..................................................................................................... 121 

4.7.1 Data preparation and training phase .................................................................... 121 

4.7.2 Quantitative measure R-squared .......................................................................... 121 

4.7.3 Visual comparison of ML models predictions..................................................... 123 

4.7.4 Computational time of the S4D-Proxy versus the traditional approach .............. 128 

4.8 S4D-Proxy applications in 4D seismic data analysis .............................. 129 

4.8.1 4D seismic forward model in the joint production and 4D seismic data 

assimilation ..................................................................................................................... 129 

4.8.2 4D seismic forward model in saturation-pressure changes inversion ................. 130 

4.8.3 S4D-Proxy model and permanent reservoir monitoring (PRM).......................... 130 

4.8.4 Limitations of the proxy model ........................................................................... 131 

4.9 Conclusions and future work .................................................................. 132 

4.10 Acknowledgment ............................................................................. 133 

5 Evaluation of a deep neural network algorithm as a proxy for 4D seismic forward 

modeling ................................................................................................................................ 135 

5.1 Abstract ................................................................................................... 135 

5.2 Introduction ............................................................................................. 136 

5.3 Objectives ................................................................................................ 138 

5.4 Deep neural network (DNN) architecture ............................................... 139 

5.5 Methodology ........................................................................................... 140 

5.5.1 Dataset preparation .............................................................................................. 141 

5.5.2 First experiment ................................................................................................... 142 

5.5.3 Second experiment............................................................................................... 143 



 

  

5.6 Application .............................................................................................. 145 

5.6.1 Different deep neural network models ................................................................ 149 

5.7 Results and discussions ........................................................................... 150 

5.7.1 Dataset preparation .............................................................................................. 150 

5.7.2 Performance of the DNN-Prior model ................................................................. 152 

5.7.3 Performance of the DNN-Post-W model ............................................................. 153 

5.7.4 Performance of the DNN-Post-WS model .......................................................... 155 

5.7.5 Cross-comparison of different DNN models ....................................................... 157 

5.7.6 Influence of spatial information in the feature extraction ................................... 159 

5.8 Conclusions ............................................................................................. 161 

5.9 Acknowledgments ................................................................................... 163 

6 Conclusions ................................................................................................................... 164 

7 Future Studies ............................................................................................................... 168 

References.............................................................................................................................. 171 

Appendix A: ES-MDA algorithm ........................................................................................ 178 

Appendix B: Petro-elastic model for UNISIM case ........................................................... 179 

Appendix C: Petro-elastic model and seismic model for S-Field ..................................... 182 

Appendix D: Complementary results for petro-elastic proxy modeling ......................... 186 

Appendix E: Complementary results for the proxy of 4D seismic forward modeling ... 192 

 

 

 

 

 

 

 

 



22 

 

  

1 Introduction 

     Time-lapse (4D) seismic data is a sophisticated geophysical data for reservoir surveillance 

whose significance is acknowledged by the oil and gas industry. The data consists of timely 

different 3D seismic surveys acquired over the same reservoir during its productive life. 

Production activities induce changes in the reservoir such as saturation-pressure changes. 4D 

seismic data analysis relies on this fact and might reveal these changes. Reservoir density and 

stiffness alter with these changes, affecting seismic parameters such as primary and secondary 

waves. Analysing timely changes in the seismic parameters (4D seismic data analysis) could be 

useful for understanding reservoir behaviour. For example, this analysis could provide 

important insights into fluid flow patterns and pressure distribution in the reservoir (Pathak et 

al., 2018) or the analysis helps in placing infill wells in the optimum locations (Gee et al., 2017). 

Overall, there are good examples of using 4D seismic data for reservoir monitoring and 

management activities as shown in Buksh et al. (2015) and Mateeva et al. (2015).  

     The general sentiment of the 4D seismic data analysis intends to use the information 

qualitatively by applying different 4D seismic attributes. Reservoir fluid movements could be 

depicted visually and might explain how the reservoir behaves with the applied production 

strategies. The analysis of this data qualitatively can establish causal factors and carries useful 

information about each 4D seismic signal. The qualitative interpretation could also reveal facts 

behind 4D signals regarding dynamic reservoir changes such as saturation-pressure changes. 

This interpretation is commonly used to monitor reservoir fluid movements and generally 

utilizes different seismic attributes, geological information, rock-physics relations, and 

reservoir simulation model. For example, Danaei et al. (2018) used different 4D seismic 

attributes to interpret qualitatively 4D signals in a field located in Southeast Asia. The authors 

analysed different 4D seismic attributes and their interpretation revealed hidden channels in the 

reservoir and also answered questions related to the early breakthrough for some producers. 

Maleki et al. (2021) presented another example of the 4D seismic qualitative interpretation. The 

authors used various 4D seismic attributes, rock-physics relations, and reservoir simulation 

models for qualitative interpretation. A cohesive 4D seismic qualitative interpretation has 

proven useful for detecting reservoir model deficiencies (Maleki et al., 2018a, 2021).   

     Besides qualitative interpretation which is helpful, 4D seismic data could be used 

quantitatively to estimate saturation-pressure changes or to update reservoir simulation models. 

For example, Landrø (2001) estimated saturation-pressure changes from 4D seismic data or 
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Lang and Grana (2019) recently proposed an approach to estimate these parameters. To update 

reservoir simulation models, 4D seismic data could be used simultaneously with production 

data to calibrate the reservoir models. For instance, a joint 4D seismic and production data 

assimilation is shown in Emerick (2016) and Luo et al. (2017). Quantitative use of the 

production and 4D seismic data poses some problems as the seismic and engineering data have 

different characteristics and are related to different scientific disciplines. This requires close 

collaboration among geologists, geophysicists, and petroleum engineers.  

     One of the problems in the quantitative applications is the 4D seismic forward modelling to 

generate simulated 4D signals in the same domain with the observed data. There are different 

domains to generate synthetic 4D seismic signals; one possible domain is elastic attributes such 

as time-lapse acoustic impedance or Poisson’s ratio. Here, the forward model only includes a 

petro-elastic model (PEM) linking reservoir properties such as lithology, porosity, initial 

reservoir pressure, and temperature to synthetic seismic parameters like a compressional wave 

(P-wave), shear wave (S-wave), and density. The other domain to integrate 4D seismic data 

could be amplitude or its attribute domain.  Here, the forward model not only includes the PEM 

but also a seismic model to simulate wave propagation inside the oil and gas reservoir. This 

forward modelling is a combination of a PEM and a seismic model (usually 1D convolution). 

Figure 1-1 shows 4D seismic forward modeling in a typical joint assimilation of production and 

4D seismic data. As shown in the figure, the elastic domain for 4D seismic data assimilation 

needs a single step of PEM and the amplitude domain needs back-to-back PEM and seismic 

modeling. The forward model for the elastic domain (PEM) and the one for the amplitude 

domain (PEM and seismic model) bring multifaceted problems in the 4D seismic data 

integration. The traditional 4D seismic forward model approach has a PEM which typically is 

composed of some equations to relate rock and fluid properties. The seismic model usually is 

the 1D convolutional model which convolves a wavelet to the reflection coefficients (the 

contrast of the reflection between two layers) to simulate the seismic data. The 1D convolution 

is a relatively simple mathematical process, but to compute it, we need to perform time-

consuming steps such as scale transference (from a stratigraphic grid to a regular seismic grid) 

and depth to time conversion. Therefore, running this procedure thousands of times is very 

challenging and fast-track approaches are desired. This work aims to address these problems, 

fill gaps in the literature, and offer solutions for these problems.  
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Figure 1-1: 4D seismic forward modeling in the joint assimilation of production data and 4D 

seismic data 

     One main difficulty with the PEM is its uncertainty in both the input variables and the rock 

and fluid models (Danaei et al., 2022). Moreover, the calibration of the PEM to the observed 

data might be difficult due to the errors in well-log data and laboratory measurements or lack 

of these measurements. Therefore, what we have as the outputs from the PEMs are wrapped in 

various uncertainties. In fact, it is difficult to develop a reliable PEM for some 4D seismic 

quantitative applications. In joint production and 4D seismic data assimilation, the problem 

with the PEMs is compounded by the fact that we need various grid variables to be extracted 

from the reservoir simulation models for the forward model calculations. This could be time-

consuming for the simulation models of giant reservoirs. The combination of PEM and seismic 

model also brings problems in the quantitative applications of 4D seismic data. On top of the 

problems related to PEM, we have the traditional combination of PEM and the seismic model 

with its own main problem. It has time-consuming steps, such as scaling (from the simulation 

model grid to a regular seismic grid-SEGY) and depth-to-time conversion. These issues become 

a problem especially when they apply in 4D seismic history matching using several iterations 

to update simulation models. In these applications, PEM and seismic model are executed 

hundreds or, most likely, thousands of times to update simulation models. Furthermore, PEM 

and seismic modelling in 4D seismic history matching is a highly multidisciplinary task. 

Geophysicists and petroleum engineers are involved to develop and implement them in these 

algorithms. Based on the problems with PEM or the traditional PEM plus seismic model, the 
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natural preference is to use a proxy to replace them in the 4D seismic quantitative applications. 

Previous studies showed wide choices of proxy models for 4D seismic data analysis. 

1.1 Summary of previous research on a proxy for 4D seismic forward modeling 

     The previous research showed that there had been several attempts to replace the PEM or 

the traditional PEM plus seismic model with proxy models. Several proxy models are suggested 

to replace the 4D seismic forward model to estimate saturation-pressure changes. The first and 

the most important point in the literature is the lack of enough research to replace 4D seismic 

forward modelling with proxy models in the 4D seismic history matching procedure. It is worth 

noting that to be consistent in the entire text, we call the proxy for PEM in the 4D seismic 

applications, PEM-Proxy and the proxy for the combination of PEM and seismic model S4D-

Proxy. A summary of previous research is presented here and a detailed literature review is 

presented in the research papers which followed this chapter. 

1.1.1 Proxy models for PEM (PEM-Proxy) 

     Many existing studies have proposed the PEM-Proxy mainly to invert saturation-pressure 

changes from 4D seismic data. The first proxy model was reported in Landrø (2001) where the 

seismic parameters (P-wave, S-wave, and density) are related to the saturation change with a 

first order approximation and the seismic P, and S-waves are related with a second order 

approximation to the pressure change. The author used the PEM-Proxy for two main reasons. 

Firstly, the author performed 4D AVO inversion of saturation-pressure changes where 4D AVO 

intercept and gradient attributes are inverted to these changes. This inversion through a regular 

PEM could be costly and time-consuming; therefore, the author used the PEM-Proxy to relate 

4D AVO parameters to saturation-pressure changes with coefficients. Secondly, using a proxy 

model was justified as the author mentioned the lack of reliable laboratory measurements to 

calibrate the PEM. Several modifications to the PEM-Proxy in Landrø (2001) are reported in 

the literature such as Meadows (2001), Trani et al. (2011), Bhakta and Landrø (2014), and Lang 

and Grana (2019). For instance, Lang and Grana (2019) included reservoir heterogeneity such 

as porosity, initial saturation, and initial pressure in the PEM-Proxy model. The authors 

performed 4D AVO saturation-pressure inversion using an ensemble-based method (Ensemble 

Smoother with Multiple Data Assimilation, ES-MDA). As we have used machine learning 

(ML) algorithms in our study, it is worth mentioning that these algorithms also could avoid 

PEM and invert saturation-pressure changes directly from 4D seismic data as shown in 
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Weinzierl and Wiese (2020) and Zhong et al. (2020). Previous studies have focused mainly on 

the PEM-Proxy applications in the 4D saturation-pressure changes inversion. To our 

knowledge, no study has examined the PEM-Proxy model in 4D seismic history matching 

which was our motivation and incentive to investigate and address this gap (Danaei et al., 2020).     

1.1.2 Proxy models for PEM plus seismic model (S4D-Proxy) 

     Proxy models can also replace PEM plus seismic model in the 4D seismic quantitative 

applications. A map-based 4D saturation-pressure changes inversion is shown in Floricich et 

al. (2005) where the PEM plus seismic model was replaced with a proxy model. Here, the 

combination of PEM and seismic model is replaced with a linear summation of saturation-

pressure changes with coefficients and is related directly to 4D seismic attribute (MacBeth et 

al., 2006). It must be pointed out that Alvarez and MacBeth (2014) comprehensively analysed  

how the PEM parameters impact and manifest themselves in the linear coefficients. They 

concluded that the reservoir porosity has an important role in proxy construction and they 

discussed how time-lapse seismic signature scales with this parameter. It is worth noting that 

they did not suggest an explicit proxy equation which contains reservoir porosity in the proxy 

formulation. Falahat et al. (2013) expanded the linear summation in Floricich et al. (2005) to 

include the gas saturation change. ML algorithms are soon intertwined to invert saturation-

pressure changes from 4D seismic data. Corte et al. (2020),  Dramsch et al. (2019b, 2019a), 

Maleki et al. (2022), and Xue et al. (2019) have used the ML models to directly invert 

saturation-pressure changes from 4D seismic data. It is interesting that the S4D-Proxy models 

also were proposed to jointly assimilate production and 4D seismic data to update reservoir 

simulation models. MacBeth et al. (2016) presented a proxy to replace the combination of PEM 

and seismic model in 4D seismic history matching and applied that in a synthetic case.  

1.2 Motivation 

     Given the problems with the traditional 4D seismic forward modelling which includes PEM 

and a seismic model, we are interested in finding proxy models to replace them. In addition, 

few studies have investigated the proxy model (neither PEM-Proxy nor S4D-Proxy) 

applications for joint production and 4D seismic data assimilation. To shed light on this 

uncharted area, we were incentivised to address this gap in the literature and assess the impact 

of the PEM-Proxy and S4D-Proxy in 4D seismic history matching. As the oil and gas industry 

moves toward permanent reservoir monitoring settings (PRM), fast-track using of 4D seismic 
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information is essential and could benefit model-based reservoir development and management. 

We believe that the PEM-Proxy and S4D-Proxy could reduce the cycle time in the 4D seismic 

data integration to update the reservoir simulation models. Future belongs to proxy model 

applications in 4D seismic quantitative data integration to help decision-makers to use 4D 

seismic data timely and properly.  

1.3 Objectives 

     This work aims to find alternative proxy models to replace the traditional PEM and the 

combination of PEM and seismic model in 4D seismic quantitative applications. We use the 

proxy models in 4D seismic history matching, which makes it different from previous works 

reported in the literature. We believe that the traditional 4D seismic forward modelling can be 

replaced with faster, lighter, and more accessible proxy models without sacrificing the quality 

and accuracy of the traditional estimations. Figure 1-2 illustrates the overall objectives of the 

thesis schematically. In Figure 1-2a, proxy models are used to replace the traditional petro-

elastic model and in Figure 1-2b, machine learning models are introduced to substitute PEM 

plus seismic forward modelling. The specific objectives of this work are as follows: 

1- To develop the PEM-Proxy model and use it in ensemble-based data assimilation 

algorithms. 

2- To improve the PEM-Proxy model and its applications and use the improved version in 

the ensemble-based data assimilation algorithms. 

3- To use machine learning models as S4D-Proxy to replace the traditional PEM plus 

seismic model in the quantitative applications of 4D seismic data 

4- To evaluate the impact of different training sets on deep neural network proxy models 

to replace 4D seismic forward modelling  

It is worth noting that each objective is addressed as a research paper.  
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Figure 1-2: (a) proxy for petro-elastic modelling (PEM-Proxy) which is the focus of the first 

two chapters (chapters 2 and 3); (b) proxy for the combination of PEM and seismic model 

(S4D-Proxy) which is described in the last two chapters (chapters 4 and 5). 

1.4 Structure of the work 

     This work is divided into four scientific research articles and has five appendixes. In this 

section, we present a summary of each article. The full manuscript of each article is presented 

in the following chapters. Appendix A presents the ensemble-base data assimilation algorithm 
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we used for our research; Appendixes B describes in details the petro-elastic model for 

UNISIM-I case; and Appendix C presents the petro-elastic and the seismic models for the S-

field. Two remaining appendixes present complimentary results for PEM-Proxy and S4D-Proxy 

models 

1.4.1 First research paper 

Title: Using petro-elastic proxy model to integrate 4D seismic in ensemeble-based data 

assimilation 

Status of the paper: published (https://doi.org/10.1016/j.petrol.2020.107457) 

Authors: Danaei, S.; Silva Neto, G. M.; Schiozer, D. J.; Davolio, A. 

Published in: Journal of petroleum science and engineering, 2020 

 

     In general, this work proposes using the PEM-Proxy models to replace the traditional petro-

elastic modelling in 4D seismic data assimilation algorithms. We develop a PEM-Proxy which 

relates time-lapse acoustic impedance change (4DAI) to a linear summation of saturation-

pressure changes with two coefficients. The developed PEM-Proxy model is then applied to 

UNISIM-I-H case study for 4D seismic history matching. The main objectives of the work 

includes: (1) To develop a PEM-Proxy model to replace the PEM, (2) To use the PEM-Proxy 

model for 4D seismic history matching, and (3) To compare the data assimilation results from 

the PEM-Proxy applications and the PEM. This comparison shows how the proxy model 

behaves compared to the PEM application in the data assimilation process. Different data 

assimilation cases are developed using the proxy model and the PEM to compare their 

responses. The comparison is based on the data match quality for both production and 4D 

seismic data, uncertainty quantification for the grid properties and scalar uncertain model 

parameters and production forecast.   

     The results show that the traditional PEM could be replaced with simpler equations and a 

computationally less expensive or light model to integrate 4D seismic and production data. The 

comparison of the PEM-Proxy application results with those from the PEM shows that the data 

match quality is similar when using the proxy compared to the PEM case. In terms of 

uncertainty quantification, the PEM-Proxy has different responses compared to the PEM case. 

Mainly, the difference is observed in the grid parameter porosity when comparing the results 

of the PEM-Proxy case with those from the PEM case. The comparison of the results for 

production forecast reveals that the proxy model application overestimates or underestimates 

the reservoir’s future behaviour compared to the PEM application. Based on these shortcomings 

https://doi.org/10.1016/j.petrol.2020.107457
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of the PEM-Proxy, we decided to improve the proxy model and its application in the second 

scientific research paper.  

     This work presents key contributions when using 4D seismic and production data to update 

simulation models. Firstly, the work was the first to propose using a PEM-Proxy in 4D seismic 

history matching. The significant benefit of the PEM-Proxy is for the cases where a reliable 

PEM is hard to be developed (for example, carbonate reservoir) or challenging to calibrate the 

PEM with the observed data (for example, lack of the laboratory measured data). For these 

cases, using a PEM-Proxy could be beneficial. Moreover, the PEM-Proxy has few input 

variables compared to the rock and fluid models in the PEM. Therefore, a few grid variables 

must be extracted from the simulation models for the proxy calculations compared to the PEM. 

This fact is important, especially for large-scale simulation models where PEM-Proxy could 

save time and facilities the data handling of grid variable extraction. The PEM-Proxy is a lighter 

model than the PEM, making the data assimilation straightforward and could help petroleum 

engineers. Appendix D presents extra statistical analysis for PEM-Proxy model versus the 

PEM. 

1.4.2 Second research paper 

Title: Substituting petro-elastic model with a new proxy to assimilate time-lapse seismic data 

considering model errors  

Status of the paper: published (https://doi.org/10.1016/j.petrol.2021.109970) 

Authors: Danaei, S.; Silva Neto, G. M.; Schiozer, D. J.; Davolio, A. 

Published in: Journal of petroleum science and engineering, 2021 

 

     This work is an extension of our previous published work. In the previous work, the 

importance of reservoir porosity was mentioned that could improve the results. Two main 

modifications are considered for this research. The first modification is related to adding 

reservoir porosity to the PEM-Proxy equation. Porosity is included as a function of the 

coefficients of the PEM-Proxy developed in the previous work. As the proxy model is different 

and also calculates 4DAI therefore, we call it “DAI-Proxy”. Adding porosity to the proxy model 

proved to be the right decision as the proxy models without porosity inclusion (proxy models 

in Landrø (2001) and MacBeth et al. (2006)) might yield biased estimation if the proxy was 

calibrated with high porosity samples and applied in low porosity sections of the reservoir. 

Adding porosity is the first main contribution of this work. Moreover, we propose including 

proxy model error in the ensemble-based data assimilation algorithm as the proper way of 

https://doi.org/10.1016/j.petrol.2021.109970
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applying proxy models in 4D seismic history matching. Therefore, the second modification 

introduces different approaches to consider the proxy model errors in the data assimilation 

procedure. The objectives for this work are: (1) to develop the DAI-Proxy, (2) to consider the 

proxy model error with two different approaches, (3) to perform 4D seismic history matching 

with the DAI-Proxy, (4) to compare the proxy and the PEM applications in the data assimilation 

process based on different criteria.  

     We apply the 4D seismic history matching to UNISIM-I-H case considering different history 

matching cases. The behaviour of the proxy and the PEM is analysed based on the observed 

data match quality, uncertainty assessment for the uncertain model parameters, and the 

production forecast. Our results show that the DAI-Proxy model application with its model 

error treatment has similar responses to the PEM application not only for the observed data 

match quality but also for the uncertainty assessment and production forecast. Compared to our 

previous work, our current results show our desired improvements.   

     The DAI-Proxy model gives a significant advantage by including reservoir heterogeneity 

(porosity) in its formulation. The lack of porosity in the proxy model is mentioned in the 

previous works, including our previous research. The contribution of this work becomes more 

significant when we account for the proxy model error in the data assimilation algorithm. To 

our knowledge, no previous studies have considered the proxy model error for data assimilation. 

Overall, the DAI-Proxy is lighter than the PEM and has few input parameters. Similar to our 

previous work, using DAI-Proxy facilitates the joint production and 4D seismic data 

assimilation. As the results of the PEM and the DAI-Proxy and its model error treatment 

approach are similar, the proxy could be considered a reliable replacement for the PEM. For 

the reservoirs in which the PEM has a high level of uncertainty, then using the DAI-Proxy could 

be beneficial. Appendix D presents statistical analysis for DAT-Proxy and comparison between 

the proxy and the PEM model. 

1.4.3 Third research paper 

Title: All-in-one proxy to replace 4D seismic forward modeling with machine learning 

algorithms  

Status of the paper: published (https://doi.org/10.1016/j.geoen.2023.211460) 

Authors: Danaei, S.; Cirne, M.; Maleki, M.; Schiozer, D. J.; Rocha, A.; Davolio, A. 

Published in: Journal of geoenergy science and engineering (formely known as the journal of 

petroleum science and engineering), 2023 

https://doi.org/10.1016/j.geoen.2023.211460
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     This work goes beyond replacing the petro-elastic model, which was the focus of our 

previous papers. Here, we develop an alternative model to replace the combination of petro-

elastic and seismic models (a complete 4D seismic forward modeling). Quantitative 

applications of 4D seismic data often require a 4D seismic forward modelling which relates the 

simulation model outputs to the synthetic seismic in the amplitude domain. Assimilation of 

observed seismic data in the amplitude domain has the benefits of being readily available after 

seismic processing (no seismic inversion is required), which makes it attractive for fast-track 

data assimilation procedures. However, the traditional seismic forward model has two 

connected forward models (PEM and seismic model) that pose some challenges for quantitative 

applications. The main problem with the PEM is uncertainty, and the seismic modelling is time-

consuming as it requires depth-to-time conversions and scale transference to be applied to 

several simulation models and repeated in the data assimilation iterations. 4D seismic data is 

helpful in reservoir management and development activities, especially when integrated 

quantitatively to calibrate reservoir simulation models. To use 4D seismic information timely 

in the management and development phases, we need to develop fast-track 4D seismic 

quantitative application workflows. Using ML algorithms to replace the traditional 4D seismic 

forward modelling could accelerate the use of 4D seismic data in these applications, especially 

4D seismic history matching. This work proposes replacing the traditional 4D seismic forward 

modelling with ML models. Basically, ML models are considered as a S4D-Proxy model. The 

proxy model could then be coupled with data assimilation algorithms for quantitative purposes. 

The objectives of this work are: (1) to develop S4D-Proxy models using ML models, (2) to 

compare the ML models’ predictions with those from the traditional 4D seismic forward model. 

Note that the input features for the ML models are reservoir properties, and time-lapse 

saturation-pressure changes. The target for these models is the timely difference in seismic 

amplitude. We compare ML models’ responses to those from the traditional approach based on 

the quantitative measure R-squared and a visual comparison. 

     In terms of the R-squared, our results indicate that the S4D-Proxy models could be 

considered as reliable proxy models to replace the traditional approach. The R-square of the 

proxy models are almost 0.68, which is an acceptable number considering the level of non-

linearity in the PEM and seismic model. Moreover, the visual comparison also indicates that 

the S4D-Proxy models predict 4D seismic signals almost similar to the traditional approach 

without sacrificing the accuracy in the predictions. The main 4D signals of the reservoir are 

captured with the S4D-Proxy models. We also investigate the elapsed time of the machine 
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learning predictions and those from the traditional approach. Our analysis indicates that the 

proxy models reduced the 4D seismic forward modelling cycle time from days to minutes, 

which could be helpful in 4D seismic history matching. In this application, reservoir models 

are updated iteratively, and using the S4D-Proxy models could save a huge amount of time in 

each history matching iteration. 

     The main benefit of the S4D-Proxy is its speed and the fact that it performs a 4D seismic 

forward model all at once, unlike the traditional stepwise approach. The S4D-Proxy models 

link the reservoir properties and dynamic changes directly to the time-lapse response of the 

desired seismic attribute. Therefore, the proxy models avert the step-by-step approach of the 

traditional 4D seismic forward modelling. Moreover, the developed proxy models avert the 

steps such as depth to time conversion and scale transference required by the traditional forward 

modelling. All these advantages make the machine learning proxy models practical and 

applicable for permanent reservoir monitoring (PRM) settings.  

1.4.4 Fourth research paper 

Title: Evaluation of a deep neural network algorithm as a proxy for 4D seismic forward 

modeling 

Status of the paper: Submitted  

Authors: Danaei, S.; Cirne, M.; Maleki, M.; Schiozer, D. J.; Rocha, A.; Davolio, A. 

Submitted to: Journal of geoenergy science and engineering, 2022 

 

     In the previous work, we proposed the S4D-Proxy as an alternative to 4D seismic forward 

modelling. As shown in the previous work, Deep Neural Network (DNN) algorithms had very 

promising results, we want to evaluate this proxy for 4D seismic forward modelling and find 

out whether using the prior ensemble models are enough to train the algorithm and analyze it 

while using the posterior ensembles for the training phase. As we want to use the proxy in joint 

production and 4D seismic data assimilation, the analysis of the proxy when trained with the 

prior ensemble is important as it is faster to be used inside the joint assimilation procedure. It 

is worth noting that using the posterior models makes sense in a closed-loop set where we have 

posterior models to train the algorithm. The choice of reservoir models for the training varies 

greatly from the prior ensemble of reservoir models (before data assimilation) to the posterior 

ensemble (after data assimilation). In this work, we train the DNN algorithm with different 

ensembles of reservoir models (prior and posterior) and investigate the prediction capability of 
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the trained models. Moreover, in map-based training, extracting information around a data point 

(neighbouring information) in input features for the training purpose might be helpful to 

develop the DNN model. We designed an experiment to investigate the impact of spatial 

information on DNN training. Here, the spatial information is gathered around a data point 

within regions of interest of sizes 3x3, 5x5, and 7x7. The objectives of this work are twofold: 

(1) to train the DNN algorithm with different ensembles of reservoir simulation models and 

compare the DNN prediction capability; (2) to train the DNN algorithm with different 

neighbourhood strategies to extract spatial information (3x3, 5x5, and 7x7).  

Two experiments are designed to investigate the objectives of this work. In the first, the DNN 

algorithm is trained with three ensembles of reservoir simulation models: (1) prior ensemble, 

(2) posterior from production data assimilation, and (3) posterior ensemble from production 

plus 4D seismic data assimilation. In the second experiment, different strategies (3x3, 5x5, and 

7x7) are used to extract spatial information from the input feature to relate them to the output. 

DNN models are developed to investigate the impact of spatial information on the prediction. 

The designed experiments are carried out on a Brazilian offshore field. The results show that 

the DNN model trained with the prior ensemble of reservoir models could generalize better 

compared to the DNN models trained with the posterior ensembles. This indicates that the 

variability in the prior ensemble plays an important role in the DNN predictions and yields 

better results than DNN models trained with the posterior ensembles. For example, the DNN 

model trained with the posterior ensemble from production plus 4D seismic data could not 

generalize well and the model has biases to predict one specific 4D seismic signals (for our 

case, softening 4D seismic signals). The results from the second experiment suggest two things. 

Firstly, in terms of elapsed time for the DNN training, the DNN model with 3x3 neighbourhood 

strategy in its training provides almost similar predictions compared to the DNN model with 

5x5 and 7x7 strategies. The training elapsed time for the 3x3 strategy is 5 hours, while the 5x5 

and 7x7 strategies use 8 and 12 hours, respectively. Secondly, for some reservoirs with complex 

geology, training the DNN with more spatial information (5x5 or 7x7) could help the model to 

predict more details. Appendix E shows information related to the machine learning algorithms 

and how the inputs are selected. 
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2 Using petro-elastic proxy model to integrate 4D seismic in 

ensemble-based data assimilation 

Authors: Danaei, S.; Silva Neto, G. M.; Schiozer, D. J.; Davolio, A. 

Published in: Journal of petroleum science and engineering, 2020 

(https://doi.org/10.1016/j.petrol.2020.107457) 

 

 

2.1 Abstract 

     4D seismic data provide valuable information for petroleum engineers to update simulation 

models using different data assimilation algorithms. To assimilate 4D seismic data, the 

conventional approach is to use a petro-elastic model (PEM) to bring simulation models to the 

same domain as the 4D seismic data, or vice-versa. PEMs are constructed using rock and fluid 

models with uncertainty in both input parameters and models. Apart from their uncertainty, 

PEMs’ inclusion in data assimilation algorithms requires an interdisciplinary team of rock 

physicists and petroleum engineers to develop and implement them. A method was developed 

in this research to replace the PEM with petro-elastic proxy model (PEM-Proxy) for 4D seismic 

data assimilation in ensemble based algorithms. PEM-Proxy used here was a linear equation 

with two coefficients linking water saturation and pore pressure changes to the 4D signal, in 

our case 4D acoustic impedance (4DAI). Two versions of the PEM-Proxy were developed 

namely PFC and PUC with fixed and uncertain coefficients, respectively. Eventually, PEM was 

replaced by the PEM-Proxies in Ensemble Smoother with Multiple Data Assimilation (ES-

MDA) algorithm to integrate 4D seismic data. Our method was applied to a benchmark case 

study, using various data assimilation cases to compare the PEM-Proxies application with the 

PEM. Results showed that the implementation of the PEM-Proxies did not change the behavior 

of well and 4D seismic objective functions through data assimilation iterations. Interestingly 

the PUC implementation was satisfactory in terms of well objective functions and even 

provided better data assimilation cases for 4D seismic objective function. Production forecast 

reliability for various cases were analyzed and wells forecast showed similar behavior 

comparing PEM and PEM-Proxies cases. Our method helps petroleum engineers avoid 

demanding rock and fluid physics equations and replace them with a straightforward and 

computationally less expensive model for 4D seismic data assimilation.  

https://doi.org/10.1016/j.petrol.2020.107457
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2.2 Introduction 

     The aim of data assimilation is to reduce uncertainty in reservoir simulation models to better 

represent the subsurface geology and pore fluid interactions, therefore improving production 

forecast and model-based decision analysis. Data assimilation algorithms update uncertain 

variables in the simulation models to reproduce available observed data (such as well 

production, 4D seismic, etc.) within a satisfactory tolerance (Alfonzo and Oliver, 2019; Oliver 

and Chen, 2011). These algorithms provide multiple reservoir models constrained by observed 

data and allow us to account for uncertainty in the production forecast. When 4D seismic data 

are used in assimilation algorithms, it offers a large number of observed data points and 

decelerates what is already known as a slow process, making it time-consuming to obtain 

acceptable models. In addition, 4D seismic data and simulation models are of different nature 

and it is necessary to bring them into a common domain and scale as discussed in Davolio et 

al. (2014), and Davolio and Schiozer (2019). However, using the 4D seismic data offers 

advantages as these provide spatial information over the reservoir and might offer a better 

calibration and forecast reliability for reservoir models (Mikkelsen et al., 2008). 

     4D seismic data are used qualitatively to infer dynamic reservoir changes (Danaei et al., 

2018; Maleki et al., 2018a, 2018b) and these data are integrated quantitatively into data 

assimilation algorithms to update reservoir models. Quantitative use of the 4D seismic data are 

found for instances in Davolio and Schiozer (2018), Emerick (2016), and Luo et al. (2017, 

2018). Conventionally, 4D seismic data assimilation is performed by comparison of the 

observed and model simulated 4D seismic signals in a common domain. Reservoir simulation 

outputs are forwarded (forward modelling) to seismic property domain or 4D seismic data are 

inverted (4D seismic inversion) to the pressure-saturation domain. Although, the most common 

domain is the elastic attributes, such as impedance, which can be considered as an intermediate 

domain between the forward modeling from simulation results and seismic inversion (Davolio 

and Schiozer, 2018). For comparison in all domains, a petro-elastic model (PEM) is needed as 

a hinge to establish an interdisciplinary connection between reservoir and seismic properties. 

The PEM is traditionally composed of the Gassmann fluid substitution to model fluid saturation 

changes in conjunction with pressure sensitivity modeling (empirical or theoretical).   

     Different uncertain parameters exist in the PEM in which their combinations yield possible 

true solutions. Despite the uncertainty, the calibration of the PEM is also challenging, especially 

for pore pressure changes. For some cases, the PEM could be a complex model such as in 

carbonate reservoirs (Xu and Payne, 2009), or when it has to be defined for different reservoir 
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facies (Grana et al., 2017). Moreover, the PEM construction and implementation in data 

assimilation algorithms are interdisciplinary activities. PEMs are constructed by rock physicists 

and implemented by petroleum engineers. Demand for a simpler equation or model to replace 

the PEM has never been greater; therefore, these problems were the catalysts to consider 

alternative approaches to replace the PEM. One possible approach which is investigated in this 

research is a proxy for the PEM (PEM-Proxy).   

     Although, there are some studies to replace the PEM with a proxy in 4D seismic inversion 

(Alvarez and MacBeth, 2014; Floricich et al., 2005; Landrø, 2001; MacBeth et al., 2006; Salako 

et al., 2018; Xue et al., 2019) few studies have focused on the impact of PEM-Proxy in 4D 

seismic data assimilation. The following is a portrait of efforts which emerged since 2015 to 

use a proxy in 4D seismic data assimilation. MacBeth et al. (2016) and Geng et al. (2017) have 

shown proxy application for seismic history matching. However, the proposed proxy was never 

implemented for the ensemble based data assimilation algorithms. Obidegwu et al. (2015) 

presented binary image as a possible approach to avert the PEM for 4D seismic history 

matching, followed by Davolio and Schiozer (2018), who showed binary image application in 

one of the ensemble based data assimilation procedures. Yin et al. (2019) recently presented a 

new approach to circumvent the PEM in ensemble based data assimilation but their approach 

requires more than one monitor seismic survey (a minimum of four seismic surveys) which 

limits the application to any field with 4D surveys except when there is a permanent reservoir 

monitoring system.    

     Based on the PEM problems and literature review, the question is how to replace the PEM 

with a simpler model in ensemble based data assimilation algorithms. In this research, a method 

is developed to answer this question by using the PEM-Proxy. The proxy is a weighted linear 

relationship with two coefficients linking the water saturation and pore pressure changes to the 

4D seismic signals (in our case 4DAI). The developed PEM-Proxy is then coupled with the ES-

MDA to integrate both production and 4D seismic data. The method was applied to a 

benchmark case (UNISIM-I-M) based on a real field in the Campos Basin, Brazil (Avansi and 

Schiozer, 2015). Various data assimilation cases were considered and compared using the 

production data only, production and 4D seismic data with the PEM, and production and 4D 

seismic data with PEM-Proxies.  

 

 

2.3 Objectives and scope 
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Three objectives have been considered in this work: 

1- Develop the PEM-Proxy to replace the PEM in 4D seismic data assimilation procedures.  

2- Couple the PEM-Proxies with the ES-MDA to assimilate production and 4D seismic 

data.   

3- Compare the behavior of the PEM-Proxies with the PEM implementation in the data 

assimilation algorithm, considering two 4D seismic data (with high and low accuracy).   

The developed method does not seek to improve the ES-MDA itself. Topics such as covariance 

localization, ensemble collapse issue, and model error are out of the scope aimed for this 

research.  

2.4 Theoretical background 

2.4.1 Ensemble Smoother with Multiple Data Assimilation (ES-MDA) 

     Reservoir models are built under various uncertainties in rock and pore fluid properties.  

Production forecast based on these uncertain models can be unreliable and inconsistent. There 

are different methods for conditioning the reservoir models to available observed data, 

including: local optimization methods (gradient methods), global optimization methods (for 

example evolutionary algorithms), and sampling method (Maschio and Schiozer, 2016). 

Ensemble based data assimilation algorithms (such as ES-MDA) are tools to reduce uncertainty 

in reservoir models and improve reliability of the models’ forecast. 

      In 1994, Ensemble Kalman Filter (EnKF) was introduced to assimilate data using an 

ensemble of models (Evensen, 1994). The first application of the EnKF in petroleum 

engineering was presented in Lorentzen et al. (2001) and followed by Lorentzen et al. (2003). 

From then on, different applications of the EnKF to assimilate data in reservoir models are 

reported, for instance, in Emerick and Reynolds (2011), Naevdal et al. (2005), and Skjervheim 

et al. (2007). Based on the data assimilation terminology, the analysis is the process of updating 

model parameters and state variables (Emerick, 2016). While applying the EnKF, it updates a 

combined parameter-state vector, which includes the reservoir uncertain parameters (porosity 

and permeability, for example) and state of dynamical system (pressure, water saturation) 

(Emerick and Reynolds, 2013). It is also possible to assimilate measured data multiple times in 

the EnKF to improve data match quality as shown in Emerick and Reynolds (2012). There are 

two problems related to the EnKF: firstly, simulation restarts are required when a new 

measurement is assimilated which makes it time-consuming and computationally inconvenient 
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for reservoir model applications. Secondly, parameter-state updates may provide inconsistent 

results, which leads to errors in the reservoir flow simulation numerical solution.  

     The ensemble smoother (ES) was proposed to simultaneously assimilate all available data 

(Van Leeuwen and Evensen, 1996). Elimination of simulation restarts is an advantage of the 

ES compared to the EnKF. Moreover, parameter estimation problem in the ES avoids 

inconsistencies in parameter-state estimation of the EnKF (Emerick and Reynolds, 2013). 

Although the ES solved the problems of the EnKF, single update scheme of the ES seems 

insufficient to properly condition reservoir models to dynamic data (Emerick, 2016; Emerick 

and Reynolds, 2013). Iterative ensemble smoother (iES) can improve the performance of the 

ES as discussed in Chen and Oliver (2013) and Luo et al. (2015) alongside, Emerick and 

Reynolds (2013) suggested assimilating data multiple times with the ES and introduced the ES-

MDA. This algorithm is similar to the ES, with the main difference being the addition of an 

inflation factor which assigns a weight to the analysis equation in each iteration of data 

assimilation (Emerick, 2016). Further description related to the ES-MDA is available in the 

Appendix A or readers are referred to (Emerick, 2016; Emerick and Reynolds, 2013).  

2.4.2 Data match quality 

     A normalized quadratic distance with sign (𝑁𝑄𝐷𝑆) is used here to assess the quality of the 

data assimilation for well and 4D seismic objective functions. It has been used in Davolio and 

Schiozer (2018, p. 263), Maschio and Schiozer (2016, p. 102), and Mesquita et al. (2015, p. 3-

4) and calculates the misfit between the simulated model and observed data. For an objective 

function (well or 4D seismic) and each model in the ensemble, this measure computes the 

deviation of simulated values from the corresponding observed data. Together with deviation, 

𝑁𝑄𝐷𝑆 provides a sign (positive or negative) which indicates deviation direction. The positive 

sign shows that the simulated model exceeds the observed data for that objective function and 

vice versa.       

     𝑁𝑂𝐹 is the number of objective functions in 𝒅𝑜𝑏𝑠 (equation A.1 presented in Appendix A) 

including well observations and 4D seismic data. The vector 𝒅𝑜𝑏𝑠𝑙
 (𝑙 = 1, 2, ⋯ , 𝑁𝑂𝐹) is the 

observed data (for example, the observed oil rate or observed 4D seismic data) for objective 

function 𝑙 in 𝒅𝑜𝑏𝑠 and for model 𝑗 in the ensemble, 𝒅𝑗𝑙

𝑓
 are its corresponding simulation results 

(for example, the simulated oil rate or simulated 4D seismic) in 𝒅𝑗
𝑓
 (equation A.1 in Appendix 

A), then the 𝑁𝑄𝐷𝑆 for objective function 𝑙 is defined as:  
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𝑵𝑸𝑫𝑺 =
𝑳𝑫𝒍

|𝑳𝑫𝒍|
𝑵𝑸𝑫𝒍                                                                                                  (𝟏) 

In this equation: 

𝑁𝑄𝐷𝑙 =  
𝑄𝐷𝑙

𝐴𝑄𝐷𝑙
                                                                                                             (2)  

𝑄𝐷𝑙 = (𝒅𝑙
𝑓

− 𝒅𝑜𝑏𝑠𝑙
)

𝑇
∗ (𝒅𝑙

𝑓
− 𝒅𝑜𝑏𝑠𝑙

)                                                                     (3) 

𝐴𝑄𝐷𝑙 = (𝑇𝑜𝑙𝑙 ∗ 𝒅𝑜𝑏𝑠𝑙
+ C𝑙 ∗ 𝟏𝑁𝑜𝑏𝑠𝑙

)
𝑇

∗ (𝑇𝑜𝑙𝑙 ∗ 𝒅𝑜𝑏𝑠𝑙
+ C𝑙 ∗ 𝟏𝑁𝑜𝑏𝑠𝑙

)            (4)   

𝐿𝐷𝑙 = (𝒅𝑙
𝑓

− 𝒅𝑜𝑏𝑠𝑙
)

𝑇
∗ 𝟏𝑁𝑜𝑜𝑏𝑠𝑙

                                                                                  (5)    

     For each objective function, 𝑁𝑜𝑏𝑠 is the number of observed data, 𝟏𝑁𝑜𝑏𝑠
 is 𝑁𝑜𝑏𝑠-long all-

ones vector. The 𝑇𝑜𝑙 is defined as a tolerance for example as a percentage of the observed data 

(𝒅𝑜𝑏𝑠𝑙
) and the Cp is a constant value to avoid division by zero (usually happens with the 

observed water rate or 4D seismic data). Values for tolerance and constant are chosen based on 

engineering judgment and they represent the uncertainty in the observed data. The term 𝐿𝐷 

provides a sign (negative or positive) to the normalized quadratic distance (𝑁𝑄𝐷) to show the 

deviation of the simulation model from the observed data. 𝑁𝑄𝐷𝑆 result close to zero shows that 

the simulation model is mimicking the observed data behavior. This measure equals to unity 

shows that the mismatch is equal to the percentage of the observed data set as tolerance. 𝑁𝑄𝐷𝑆 

used in our research to assess the data assimilation quality as this measure is a powerful tool to 

visualize and plot the deviation of a model for each objective function.   

2.4.3 Petro-elastic proxy model (PEM-Proxy) 

     Petro-elastic models make a connection between the reservoir properties and seismic 

attribute domains. This connection is needed both for the inversion of the pressure and 

saturation changes from the 4D seismic data and the forward modelling of simulation models 

for data assimilation or 4D feasibility studies. In the literature, a linear approximation between 

dynamic reservoir changes and 4D seismic attribute was proposed in Floricich et al. (2005) and 

MacBeth et al. (2006) for 4D seismic inversions. Reservoir oil saturation and pore pressure 

changes are related to the mapped 4D seismic attribute using: 

∆𝐴(𝑥,𝑦)

𝐴𝑏̅̅ ̅̅
= 𝐶𝑠

∆𝑆𝑜(𝑥,𝑦)

𝑆𝑜𝑖̅̅ ̅̅
+ 𝐶𝑝

∆𝑃(𝑥,𝑦)

𝑃�̅�
                    (6)  

     In this equation, 𝐶𝑠 and 𝐶𝑝 are constants,  𝑆𝑜𝑖
̅̅ ̅̅  is the average field oil saturation, 𝑃�̅� is the 

average field fluid pressure, and 𝐴𝑏
̅̅̅̅  is the pore-volume average weighted baseline seismic 
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amplitude. A similar approach is taken by Alvarez and MacBeth (2014) relating weighted linear 

sum of water saturation and pore pressure changes to the mapped 4D seismic attribute. This 

linear relation of mapped 4D seismic attribute and reservoir dynamic changes is reliable, based 

on a comparison in Alvarez and MacBeth (2014). However, modeling has shown that the 

linearity does break down for reservoirs with thickness greater than 40m and, at this point, a 

nonlinear term for pressure is required (Falahat et al., 2013).  

      Using a simplified equation instead of a PEM is not limited to the 4D seismic inversion. It 

also can be used for 4D seismic data assimilation to update reservoir models. One approach to 

avoid the PEM implementation is to utilize an identical PEM-Proxy model which is a simple 

formulation representing the PEM. The general form of the proxy used for history matching in 

MacBeth et al. (2016) and Geng et al. (2017) is: 

∆𝐴(𝑥, 𝑦) = (𝑎1∆𝑃 + 𝑎2∆𝑆𝑤 + 𝑎3∆𝑆𝑔 + 𝑎4∆𝑃2+𝑎5∆𝑆𝑤
2+𝑎6∆𝑆𝑔

2 + 𝑎7∆𝑃∆𝑆𝑤 +

𝑎8∆𝑃∆𝑆𝑔 + 𝑎9∆𝑆𝑔∆𝑆𝑤) ∗ 𝐴0(𝑥, 𝑦)                    (7)                                                                                

      In this equation, ∆𝑃, ∆𝑆𝑤, and ∆𝑆𝑔 are pore pressure, water saturation, and gas saturation 

changes respectively.  ∆𝐴(𝑥, 𝑦) is the 4D seismic signal and 𝐴0(𝑥, 𝑦) is the baseline seismic 

attribute. 𝑎1−9 are the proxy coefficients. The proxy equation is applicable for thin reservoirs 

and also for 4D seismic difference maps where the vertical heterogeneity in the reservoir 

simulation and seismic domains are believed to have minimal influence on the proxy equation; 

therefore, all analysis should be performed on maps when dealing with the PEM-Proxy models. 

A good practical comparison exists between the proxy model elements and seismic attributes 

when working with map based analysis (MacBeth et al., 2016). 

2.5 Methodology 

     The developed methodology comprises two parts, namely PEM-Proxy construction, and its 

implementation in ES-MDA algorithm. A description of each part is provided below: 

     Part 1: As simplicity is a central point in our approach to the PEM-Proxy construction, the 

first initiative is a weighted linear equation linking the saturation and pressure changes to the 

4D seismic attribute. For our proxy formulation, we omitted the baseline seismic attribute term 

in equation (7) for two main reasons. Firstly, the linear regression could provide a good 

representation of the target 4D seismic attribute (4DAI in our case) as shown in the result 

section; secondly, to facilitate its use in data assimilation algorithms (note that if we add the 

baseline attribute term, we would have to estimate that for all the models during data 
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assimilation which jeopardizes the concept of using a proxy). For a reservoir without free gas, 

the proxy model is written as: 

∆𝐴 =  𝑎∆𝑆𝑤 + 𝑏∆𝑃                    (8)    

     In this equation, ∆𝐴 is the time-lapse difference of the 4D seismic attribute, 4D acoustic 

impedance (4DAI) in our case, ∆𝑆𝑤 and ∆𝑃 are the water saturation and pore pressure changes 

respectively. Based on rock physics principles, two coefficients are defined as 𝑎 > 0, and 𝑏 <

0. The positive sign of coefficient 𝑎 means that the substitution of oil by water has a hardening 

effect, which increases 4DAI. Moreover, the negative sign is preserved for coefficient 𝑏 in the 

proxy equation to abide by the rock physics principles, in which a pore pressure increase (∆𝑃 >

0) leads to softening and a decrease in 4DAI. The following steps are taken to develop the PEM-

Proxies (Figure 2-1): 

     Step 1: The initial set of models (prior models) before data assimilation is simulated to 

compute the water saturation and pressure changes between the baseline and monitor seismic 

times.   

     Step 2: 4DAIs are generated for the simulated prior models through petro-elastic modelling 

using the static and dynamic properties calculated in step 1. The petro-elastic modelling is done 

separately and only in this step to calibrate the proxy models. Once the PEM-Proxies models 

are developed, the entire data assimilation is performed by them.   

     Step 3:  Linear regression is performed for each prior model to obtain the coefficients in 

PEM-Proxy (equation 8). In the regression, water saturation and pressure changes (calculated 

in step 1) acted as independent variables and 4DAI (calculated in step 2) is the dependent 

variable. Coefficients 𝑎, and 𝑏 are calculated for each model in the initial ensemble. 

     Step 4: For the prior ensemble of models the distribution histogram of each coefficient is 

plotted and their mean, standard deviation, minimum, and maximum are calculated. Based on 

how the coefficients are treated, two distinct PEM-Proxy models are developed. The first PEM-

Proxy model (PFC) considers fixed values for both a and b coefficients, which are the mean 

value calculated from the distribution histograms. The second PEM-Proxy considers a and b as 

uncertain coefficients (PUC), in this case each coefficient is parameterized based on its 

distribution histogram characteristics. 
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Figure 2-1: Diagram showing the process of PEM-Proxies development (part 1). 

 

Part 2: The developed PEM-Proxies are coupled with the ES-MDA algorithm to assimilate 

both production and 4D seismic data (Figure 2-2).  

 

Figure 2-2: Coupling the PEM-Proxies with the ES-MDA algorithm (part 2). 

 

     It is worth mentioning that another data assimilation case is run in parallel using the PEM. 

The intention of this data assimilation case with PEM implementation is for comparison 

purposes in which the results from PEM-Proxies cases are analyzed and compared with the 
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PEM case. The comparison criteria are: well objective functions behavior, 4D seismic objective 

function behavior, uncertainty quantification, and production forecast.  

2.6 Application 

2.6.1 Dataset description 

     The developed method was applied to UNISIM-I-M which is a benchmark case developed 

from an actual field located in the Campos Basin, Brazil (Avansi and Schiozer, 2015). There is 

a reference model with 326*234*157 grid cells which is considered the true earth model. There 

is also a set of simulation models built through combination of uncertain properties containing 

81*58*20 cells with 36739 active blocks. There are in total 25 wells (14 producers and 11 

injectors) scattered over the reservoir. Figure 2-3a shows the location of producers and injectors 

projected on one porosity model in the ensemble.  

     The ensemble size considered for data assimilation is 500 models. Uncertain grid parameters 

include porosity, absolute permeability in each direction, and net-to-gross ratio, sampled using 

500 petro-physical models. The uncertain global parameters, which indicate scalar quantities 

that affect all simulation model grids, are: rock compressibility, depth of the oil-water contact, 

Corey exponent for water relative permeability, and maximum water relative permeability. In 

addition, well indexes for both producers and injectors are the local uncertain parameters 

considered in the location of each well. Table 2-1 summarizes all the uncertain attributes with 

their parameterizations.      

Table 2-1: Uncertain parameters with their parameterizations 

 

Uncertainty Mean Minimum Maximum Distribution 

Porosity - 0.00 0.31 - 

Permeability (𝒌𝒙) (mD) - 1 5000 - 

Permeability (𝒌𝒚) (mD) - 1 5000 - 

Permeability (𝒌𝒛) (mD) - 1 500 - 

Net-to-gross ratio - 0 1 - 

Oil-water contact depth (m) 3174 3169 3179 Triangular 

Rock compressibility 

 (𝒌𝒈𝒇 𝒄𝒎𝟐⁄ )−𝟏 

5.3×10-5 1.0×10-5 9.6×10-5 Triangular 

Corey exponent for water 

relative permeability 

2.3 1.5 3.3 Triangular 
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Maximum water relative 

permeability 

0.33 0.15 0.52 Triangular 

Well index - 0.7 1.4 Uniform 

 

 

 

 

 

Figure 2-3: UNISIM-I benchmark case study. (a) 3D porosity for one model in the ensemble. (b) 

4DAI-Real map for data assimilation, and (c) 4DAI-Ideal map. 

2.6.2 Data assimilation conditions 

     Four iterations of ES-MDA algorithm were used to assimilate both production and 4D 

seismic data. Distance-based Kalman gain localization scheme was utilized for grid parameters 

in all data assimilation cases and for fair comparison, similar configurations were considered 

for different cases to start data assimilation, which include similar prior models and equal 
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number of iterations. For production data, 2618 days of observations were provided including 

BHP measures for all producers and injectors, liquid, water, and oil rates for all producers, and 

injected water rates for all injectors. During the data assimilation process, the producer wells 

were controlled by liquid rates and the injector wells with injected water rates. Data 

assimilations were performed using BHPs (all producers and injectors), water and oil rates (all 

producers) and an observed 4D seismic map (4DAI) defined as the monitor (2618 days after 

production started) minus the baseline (pre-production, time=0).   

2.6.3 Observed 4DAI maps (Real and Ideal) 

 

     For UNISIM-I-M benchmark case, synthetic baseline (time=0) and monitor (time= 2618 

days after production started) acoustic impedance data generated using the reference model 

(Souza et al., 2018a, 2019). The steps to generate the 4DAI dataset are as follows: 

     Step 1: Elastic attributes (P and S wave velocities and density) estimated by applying petro-

elastic modeling to the reference model’s static and dynamic properties. The PEM model used 

here consists of the Gassmann fluid substitution equation (Gassmann, 1951) to calculate the 

effects of fluid saturation changes. Matrix moduli were calculated by Hashin-Shtrikman bounds 

(Hashin and Shtrikman, 1963) and fluid properties were obtained using the Batzle-Wang 

correlations (Batzle and Wang, 1992) and the Wood’s formula (Mavko et al., 2009). Dry rock 

moduli were modeled by polynomial equations (Emerick et al., 2007), in which pressure and 

porosity dependencies are similar to Hertz-Mindlin contact theory model (Hertz, 1882; Mindlin, 

1949). For interested readers, a detailed explanation of the PEM used here is presented in the 

Appendix B.   

     Step 2: The model with elastic properties was then converted from depth to time and 

convolved with a wavelet to generate 3D volume of seismic amplitudes.  

     Step 3: Colored inversion was used to create 3D inversion result. This inversion algorithm 

is a fast tool to invert seismic data to the relative impedance cube. The operator in colored 

inversion algorithm tries to match the seismic amplitude spectrum to the impedance spectrum 

from the well-log data (Lancaster and Whitcombe, 2000). As it is relatively easy to run, this 

inversion is applied to 4D studies such as Maleki et al. (2018a) and Stephen et al. (2006) to 

quickly access 4D impedances changes. 

     Step 4: Repeating steps 1 to 3 for the baseline and monitor times gave us two 3D acoustic 

impedance datasets and eventually the 4DAI map was obtained by subtracting the monitor from 

the baseline. Figure 2-4 summarizes all the steps to generate the observed 4D dataset.  
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Figure 2-4: Steps to generate 4D seismic data for UNISIM-I benchmark. 

 

     Two 4D acoustic impedance (4DAI) maps were used separately in our research for data 

assimilation. The first 4DAI map was defined as monitor minus baseline of inversion results 

(Step 4). We call it 4DAI-Real map because it is a realistic representation of seismic impedances 

for this case which would be similar to the data available for data assimilation purpose in real 

cases (Figure 2-3b). The second 4DAI map was defined as monitor minus baseline from 

acoustic properties calculated in (Step 1). We call it 4DAI-Ideal map, as this is an ideal 

representation of seismic impedances without a proper loss of vertical resolution we know 

seismic data have (Figure 2-3c). These two 4D seismic maps were used separately for data 

assimilation in conjunction with the production data. The goal is to evaluate the impact of 

different quality of observed data into the process. Although the output in Step 2 is a noise-free 

seismic amplitude data, both 4DAI maps were perturbed by an uncorrelated Gaussian noise.  
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2.6.4 Design of data assimilation cases 

     Data assimilation cases were designed with ES-MDA algorithm considering: 

• Different 4D seismic forward models: three forward models were considered to design 

the cases: 

1) Petro-elastic model: this forward model was acronymed PEM and it uses a complete 

set of equations described in the Appendix B.   

2) Petro-elastic proxy model with fixed coefficients: this forward model developed in 

section 4 and was abbreviated PFC. 

3) petro-elastic proxy model with uncertain coefficients: it was abbreviated PUC and 

it was described in section 4.  

• Different observed data: Production data was used in conjunction with 4D seismic map 

leading to two sets of observed data:  

1) Production data with the realistic 4D difference of acoustic impedance: the 4D 

seismic map here was called 4DAI-Real in section 5.3. This set of observed data 

was abbreviated WSR. 

2) Production data with the ideal 4D difference of acoustic impedance: the 4D seismic 

map here was named 4DAI-Ideal map in section 5.3. This set of observed data was 

abbreviated WSI. 

     Combination of different 4D seismic forward models and observed data sets resulted in six 

data assimilation cases. For example, PEM as a 4D seismic forward model was used to 

assimilate WSR observed data leading to WSR-PEM case, or a combination of PFC and WSI 

created WSI-PFC data assimilation case and so on. These six cases aside, a separate case was 

designed to assimilate only production data and abbreviated as OW. Table 2-2 summarizes all 

the data assimilation cases with different color codes, designed and performed. 
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Table 2-2: Various cases of data assimilation for our research 

 

 

 

 

 

 

 

 

 

2.7 Results 

     This section is divided into five parts. Firstly, we discuss the construction of the PEM-

Proxies for UNISIM-I-M and, in sections 6.2 to 6.5, the results of data assimilation for different 

cases are presented, based on well and 4D seismic objective functions, uncertainty 

quantification, and production forecast.   

2.7.1 PEM-Proxies construction for UNISIM-I-M 

     Two versions of the PEM-Proxies were developed for our case study. The workflow includes 

four steps based on the diagram presented in Figure 2-1. Water saturation and pore pressure 

changes were calculated by considering baseline (time=0) and monitor (time=2618) seismic 

times. Time-lapse differences of 4DAI were generated for each prior model, then coefficients 𝑎, 

and 𝑏 were calculated. Figure 2-5 shows the distribution histograms and their characteristics 

obtained for two coefficients from prior models.  

Case Abbreviation Observed data Forward 

model 

Color code 

 

1 OW Only production data -  

2 WSR-PEM Production and 4DAI real map data  PEM  

3 WSR-PUC Production and 4DAI real map data PUC  

4 WSR-PFC Production and 4DAI real map data  PFC  

5 WSI-PEM Production and 4DAI ideal map data  PEM  

6 WSI-PUC Production and 4DAI ideal map data  PUC  

7 WSI-PFC Production and 4DAI ideal map data  PFC  
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Figure 2-5: Distribution histogram for coefficients a, and b. (a) Histogram for coefficient a. (b) 

Histogram for coefficient b. 

 

     The PEM-Proxy with fixed coefficients (PFC) was developed using the mean values of 

coefficients 𝑎, and 𝑏. On the other hand, coefficients 𝑎, and 𝑏 for PEM-Proxy with uncertain 

coefficients (PUC) were parameterized based on their distribution characteristics which, in our 

case, were defined by normal distribution. As the PEM-Proxy was proposed to replace the PEM 

implementation in data assimilation; therefore, the accuracy of the PEM-Proxy model was 

evaluated based on the coefficient of determination (𝑅2) of the linear regression. For our 

research, the average value of 𝑅2 is 0.88, which shows that the PEM-Proxies correctly represent 

the actual PEM. Figure 2-6 shows three estimations of 4DAIs: using the PEM and the two PEM-

Proxies. Comparison of Figure 2-6a with Figures 2-6b and c shows that the main 4D signals 

located around injectors are captured with the PEM-Proxies models. 4DAIs map generated with 

proxies (Figures 2-6b and c) show a smooth distribution of 4D signals without having the 

heterogeneities captured by the PEM model (Figure 2-6a). This comes from the equation of the 

PEM-Proxies which is a linear regression of main dynamic reservoir changes.  
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Figure 2-6: synthetic 4DAIs generated using the PEM and PEM-Proxies for a randomly selected 

model (model 163). 

 

 

 

 

 

 

2.7.2 Data assimilation quality for well objective functions 

     In terms of data match quality, Figure 2-7 shows the boxplot presentation of the NQDS 

values for BHP of producer wells for all the data assimilation cases. In NQDS measure 

(equation 1), the 𝑇𝑜𝑙 was considered 5% for BHP objective functions and 10% for all other 

objective functions, and also Cp was assumed 50 
𝑚3

𝑑𝑎𝑦
 only for produced water rate. In Figure 2-

7, the light gray box represents the prior models which have the highest uncertainty and show 

high variability for all well objective functions. The final sets of models after data assimilation 

(posterior) for all cases are represented by their respective colors and the low variability in each 

set indicates uncertainty reduction after data assimilation. This reduction is more pronounced 

when 4D seismic maps were used for both real and ideal 4DAI maps as we used more observed 
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data for these cases (for example, one must compare the OW case to the WSR-PEM case for 

PROD014 in Figure 2-7a). 

 

Figure 2-7: NQDS values for BHP of producer wells, light gray boxes show the prior models. (a) 

Using 4DAI-Real map with posterior models for different cases are indicated by their 

corresponding colors and (b) using 4DAI-Ideal map as observed data. 
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     By comparing well objective functions in Figure 2-7, it is clear that PUC and PFC cases 

provided similar results compared to the PEM cases. The behavior of WSR-PEM case 

compared to WSR-PUC and WSR-PFC cases are identical for wells such as NA1A, NA2, and 

NA3D in Figure 2-7a, and even better results were achieved by the PEM-Proxies for some wells 

such as PROD009. In general, data assimilation was more efficient when 4DAI-Ideal map was 

used because the assimilated 4D seismic map was an ideal map (section 5.3) without a proper 

resolution loss. Other well objective functions provided similar results between the PEM and 

PEM-Proxies cases, which highlights that the PUC and PFC implementations did not change 

the production data assimilation behavior in terms of well objective functions. Figure 2-8 

illustrates water rate curves for well (NA2) using PEM, PUC, and PFC for 4D seismic data 

assimilation. For Figure 2-8 the prior models are in light gray and only cases with 4D seismic 

data assimilation are shown to compare the results. 
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Figure 2-8: Water rate curves for prior models in gray and posterior models with each case 

color coded. 

 

         To analyze the behavior of each case for all the well objective functions as a whole, we 

used NQDS to rank the posterior models. Ranking assigns an overall matching quality to the 

posterior model, based on the behavior of all well objective functions. It means that if a posterior 

model is ranked with −1 < 𝑁𝑄𝐷𝑆 < 1 (an excellent match quality) or with −5 < 𝑁𝑄𝐷𝑆 < 5 
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(a moderate match quality), it means that all its well objective functions have−1 < 𝑁𝑄𝐷𝑆 < 1 

or −5 < 𝑁𝑄𝐷𝑆 < 5, respectively. All posterior models for different cases were ranked and the 

number of models in each rank was counted. Figure 2-9 shows the ranking of posterior models 

for different cases using the 4DAI-Real map (Figure 2-9a) and the 4DAI-Ideal map (Figure 2-

9b). The results in Figure 2-9 demonstrate the efficiency of data assimilation for PEM-Proxies 

cases when 4D seismic objective function was added to well objective functions.  

 

 

Figure 2-9: Ranking of posterior models for each case based on NQDS values of its well objective 

functions. In (a), the ranking result is shown for 4DAI real map assimilation and in (b), the 

ranking for 4DAI ideal is shown. 

 

 

     Our results showed that using PUC and PFC for 4D seismic data assimilation (for both 

seismic maps) yielded more models with low NQDS values (Figure 2-9) which means PEM-

Proxies implementation performed efficiently in data assimilation, being the PUC 

implementation the best case.   
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2.7.3 Data assimilation quality for 4D seismic objective function 

     The qualities of 4D seismic data match (for both maps) were calculated based on NQDS 

measure for six cases which used both production and 4D seismic data. For NQDS calculation 

based on equation 1, the 𝑇𝑜𝑙 was considered 10% with 30 
𝑘𝑃𝑎.𝑠

𝑚
 used for Cp. NQDS was 

calculated based on the observed 4DAI maps to show an overall quality of 4D seismic match. 

We call it “overall” as it represents an overall match quality for the entire maps. In another 

investigation, both observed maps were divided into some areas to obtain a better understanding 

of match quality in these areas for different cases (Figure 2-10). These areas were defined in 

such a way to cover the entire map from east to west, and northward areas down to the 

southward locations.  

Figure 2-10: Division of observed 4D seismic maps into 7 areas. (a) 4DAI-Real map and (b) 

4DAI-Ideal map 

 

     Figure 2-11 represents the 4D seismic match quality with boxplots for different cases 

calculated for the entire maps and also different areas. The light gray boxes represent the prior 

models and posterior models for each case are displayed in their respective colors. As shown 

in Figure 2-11a, PUC cases provided equal or even better results in some areas compared to the 

other cases. 4D seismic match quality for the ideal map lead to the similar superior cases for 

PUC implementation in data assimilation. The results for 4D seismic objective function (both 

maps) indicate an efficient data assimilation for PUC cases similar to the results for well 

objective functions. Comparison of the results between the 4DAI-Real and ideal maps 

implementations (Figures 2-11a and b respectively) indicates that the data assimilation for 

4DAI-Ideal map was more efficient which are shown in low values of NQDS measure for all 
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the areas. For example, area 1 in Figure 2-11b has lower NQDS values compared to the same 

area in Figure 2-11a. The comparison shows a good match quality for 4DAI-Ideal map. The 

reason might be related to the resolution loss through inversion algorithm.  

 

Figure 2-11: Quality of 4D seismic data assimilation based on NQDS measure for overall and 

different areas of the observed maps; The posterior models are shown in (a) when the 4DAI-

Real map was used and in (b) for the 4DAI-Ideal map data assimilation. 
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     Figure 2-12 shows the observed 4DAI-Real map (Figure 2-12a) and the mean of 4DAI for 

the prior (Figure 2-12b) and posterior (Figures 2-12c, d, and e) models for cases which used 

4DAI-Real map in the data assimilation (WSR-PEM, WSR-PUC, and WSR-PFC). The 

hardening effects caused by injected water in observed data are captured by both PEM and 

PEM-Proxies cases. It shows that the PEM-Proxies do not change 4D seismic objective function 

and behaves similar to the PEM implementation in data assimilation. Mean 4DAI for prior 

models (Figure 2-12b) shows predominant hardening effects caused by water injection in the 

location of injector wells. After data assimilation, these effects were ameliorated and 4D signals 

around injector wells weakened, showing efficient data assimilation for all cases. Overall, the 

4D seismic data match for the 4DAI-Ideal map also indicates that the PEM and PEM-Proxies 

cases are very similar (Figure 2-13). 

 

     There are some areas where the behavior of the PEM and PEM-Proxies cases are different. 

For example, a comparison of Figure 2-12c with Figures 2-12d and e indicates that the north-

west area is different for WSR-PEM case with WSR-PUC and WSR-PFC cases (blue arrow). 

Different behavior in the north-west area is also seen in Figure 2-13 (compare Figure 2-13c 

with Figures 2-13d and e). This difference means that the responses of the PEM-Proxies model 

do not replicate the PEM model responses. 
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Figure 2-12: (a) observed data, (b) shows the mean 4DAI for prior models, (c), (d), and (e) 

indicate the mean posterior 4DAI with PEM, PUC, and PFC for data assimilation. 
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Figure 2-13: (a) observed data, (b) shows the mean 4DAI for prior models, (c), (d), and (e) 

indicate the mean posterior 4DAI with PEM, PUC, and PFC for data assimilation. 

2.7.4 Uncertainty assessment 

     Matching qualities in terms of well and 4D seismic objective functions are important, but 

the data assimilation tries to reduce uncertainties in reservoir simulation models to have a better 

future forecast. Thus, uncertainty assessment is also essential for a successful data assimilation 

process. In terms of global uncertain parameters, Figure 2-14 shows the uncertainty reduction 

results after data assimilation for different cases. A noticeable uncertainty reduction occurred 

for all global uncertain parameters when 4DAI maps were assimilated. In fact, ensemble 
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collapse for global uncertain parameters for 4D seismic data assimilation are reported in the 

literature (Chen and Oliver, 2014; da Nóbrega et al., 2018; Emerick, 2016). 

  
Figure 2-14: Posterior values for global uncertain parameters. In (a) shows the rock 

compressibility for posterior model, (b) shows depth of oil-water contact, (c) displays the Corey 

exponent, and (d) indicates the maximum water relative permeability. 

 

     According to Figure 2-14a, the uncertainty reduction for rock compressibility is different for 

the PEM and PEM-Proxies cases. A shift towards higher values in rock compressibility is 

detected when using the PUC and PFC models for 4DAI data assimilation. The pattern remains 

the same for both (Real and Ideal) 4DAI maps. For depth of oil-water contact, assimilation of 

data returned the same posterior values for different cases (Figure 2-14b). Although the 

behaviour of the PEM and PEM-Proxies cases were different in terms of maximum water 

relative permeability (Figure 2-14d), for Corey exponent of the water relative permeability, all 

the cases collapsed to a single value, which is the minimum value in its parameterization (Figure 

2-14c). 

     In terms of grid parameters, Figures 2-15 and 16 show the mean porosity and standard 

deviation of porosity for the prior and posterior models for seven cases. Production data 

assimilation did not change the prior mean porosity significantly, but assimilating 4DAI maps 
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resulted in changes in posterior porosity models, compared to the prior. The mean porosity for 

the WSR-PEM case is different from WSR-PUC and WSR-PFC (compare Figure 2-15c with 

Figures 2-15d and e), for 4DAI-Ideal map assimilation cases likewise. The different pattern in 

mean porosity between the PEM and PEM-Proxies cases is mostly seen in the north-west area 

of the reservoir (red arrows in Figure 2-15). 

 

 
Figure 2-15: Mean porosity of prior and posterior models for different cases for layer 9. 
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Figure 2-16: Standard deviation for porosity of prior and posterior models (layer 9). 

2.7.5 Production forecast 

     Using a benchmark case study (controlled environment with known properties) gives us the 

ability to compare the production forecasts with the known future forecasts (after history data) 

for data assimilation cases. A total of 2618 days of production with a 4DAI map data were used 

for data assimilation (history data). For forecast, 3014 days from the end of history data were 

considered with forecast conditions and all the posterior models from different cases were run 

to analyze the production forecast. It is worth mentioning that adding 4DAI data to the 

assimilation provided better models for production forecast. Comparison of the results of Figure 

2-18a with Figure 2-18b shows the impact of adding 4DAI information in cumulative field 

production. Figure 2-17 shows the oil rate forecast of producer (PROD005) for different cases. 

The PUC and PFC cases behave closely to the PEM cases for both 4DAI maps data assimilation. 

Although well-by-well analysis proved that the PEM-Proxies and PEM cases have similar 

behavior for production forecast, the cumulative field oil production showed that the PEM cases 

(Figures 2-18b, and e) provide more reliable models compared to PEM-Proxies cases (Figures 



64 

 

  

2-18c, d, f, and g). This difference is explained by the fact that PEM-Proxies models have 

utilized a straightforward equation and lack the heterogeneities of the PEM model; therefore, 

the overall cumulative field production shows different behaviours. Another explanation might 

be related to insufficient grid properties updates by the PEM-Proxies cases, which already are 

seen in uncertainty assessment in Figure 2-15 leading to differences in cumulative field 

production forecast. 
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Figure 2-17: Production forecast of oil rates (PROD005). Black vertical line shows history-

forecast transition and black dots indicate the actual responses from reference model. 

a) 

b) e) 

c) f) 

d) g) 
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Figure 2-18: Cumulative field production forecast. The black dashed line represents the 

transition between history and forecast. Data assimilation cases are shown with their color codes 

while the actual responses from the reference model are given with black dots. 

a) 

b) e) 

c) f) 

d) g) 
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2.8 Discussion 

     Our research presents an alternative approach to replace the PEM implementation in data 

assimilation algorithms. PEM-Proxies are developed and coupled with the ES-MDA to 

assimilate both production and 4D seismic data. The results highlight that the PEM can be 

successfully replaced by a simpler rock/fluid model (PEM-Proxy model) for data assimilation 

in ensemble based algorithms. PEM-Proxy model is favored by petroleum engineers as it averts 

the interdisciplinary nature of the PEM construction using a computationally less expensive and 

a straightforward rock/fluid model. Given the uncomplicated nature of the PEM-Proxy 

equation, implementation of this approximation model proves to be efficient for data 

assimilation and satisfactory for production forecast.  

     It is important to analyze the efficiency of the 4D seismic forward modelling using the PEM-

Proxies models in the context of the ES-MDA algorithm. The forward modelling is 

straightforward using the PUC and PFC models. A simulation model in the ensemble needs 

only water saturation and pressure changes to calculate the 4DAI. A similar forward modelling 

with the PEM, in addition to water saturation and pressure, needs porosity, fluid densities and 

their compressibility, the gas solubility ratio, and the oil formation volume for both times of 

baseline and monitor seismic surveys. Using the PEM-Proxy reduces the amount of data 

required to be extracted from simulation models, stored, and read to calculate the 4DAIs; 

therefore, it can have impact on the average turnaround time of the data assimilation especially 

when the PEM is an external program and the reservoir flow simulation is commercial software. 

For instance, in our application and for our reservoir, we needed 18 files to be extracted from 

every simulation model in the ensemble to generate 4DAI with the PEM. The number of files 

reduced to only 4 files using the PEM-Proxy models.  Due to this reason and for our case, the 

data assimilation cycle time was 13 hours for PEM-Proxies implementations compared to 18 

hours for the PEM application. The use of proxy reduced the data assimilation time in around 

28% on average for our case study. However, this reduction is subjected to fluctuations in the 

network (cluster of computers) performance. It is also worth noting that the PEM 

implementation in the data assimilation could be optimized and performed faster, nonetheless 

this was not tried in our application. 

     In our study, 4D seismic data were assimilated using PEM-Proxies models and the results 

were compared with PEM implementation. 4D seismic data here helped us to have reliable 

models in terms of production forecast. Comparison of production forecast between OW case 

(Figure 2-18a) with WSR-PEM and WSI-PEM (Figures 2-18b and c respectively) highlights 
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that those latter cases with 4D seismic data assimilation provide reliable models for production 

forecast. The implementation of PEM-Proxy models to assimilate both production and 4D 

seismic were analyzed based on different criteria.  

     The results showed that the PEM-Proxies implementation for data assimilation did not 

change the well objective functions behavior (Figure 2-7 and Figure 2-8) and even led to a 

higher number of matched models to the observed production data, which indicates efficient 

data assimilation (Figure 2-9). To explain this behavior, we should consider that the PEM-Proxy 

is a straightforward equation and does not consider uncertain parameters such as porosity; 

therefore, in data assimilation of both production and 4D seismic, production data in PEM-

Proxy cases tends to update uncertain parameters in its favour. This matter is clear as we see 

lack of sufficient updates for porosity in PEM-Proxy cases (Figures 2-15d, e, g, and h) 

compared to the PEM cases (Figures 2-15c, and f). This tendency of production data to move 

updates to its favor is observed in production forecast and uncertainty quantification as well. In 

Figure 2-18, the forecast for PEM-Proxy cases (Figures 2-18c, d, f, and g) is relatively close to 

the OW forecast (Figure 2-18a). For uncertainty quantification, the pattern (not magnitude) of 

porosity updates in PEM-Proxy cases (Figures 2-15d, e, g, and h) resembles the OW case 

(Figure 2-15b) and also for uncertain global parameter in Figure 2-14d, the updates for the OW 

case is similar to WSR-PFC, WSR-PUC, WSI-PFC, and WSI-PUC cases. For the future 

research, we consider to put more weight on 4D seismic in data assimilation to ameliorate the 

effect caused by production data when PEM-Proxy models are implemented. The results also 

demonstrated that the PUC implementation in data assimilation led to better matched models 

for the 4D seismic data (Figure 2-11). This superiority is explained by degrees of freedom given 

to the uncertain coefficients in PUC model to minimize 4D seismic objective function. This 

suggests that PUC coefficients were updated alongside uncertain parameters in simulation 

model. It is unclear whether this behavior is suitable for data assimilation, since part of the 

updates is done on PEM-Proxy coefficients. It is important to note that, although the uncertainty 

quantification assessment was different for PEM and PEM-Proxies cases, proxy models 

describe uncertainties in rock/fluid modeling with only two coefficients. This advantage of 

using proxies is more noticeable when a certain PEM is hard to construct or not available (such 

as PEM in carbonate reservoirs); in these cases, PEM-Proxy implementation in data 

assimilation is more efficient compared to a PEM implementation.  

     Different behavior in uncertainty quantification was seen in grid parameter porosity and 

global uncertain parameter rock compressibility. For PEM-Proxies cases, unlike PEM, posterior 
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values of rock compressibility shifted to higher values while the posterior mean porosity 

decreased, exhibiting inefficient updates in terms of porosity. This behavior in PEM-Proxies 

cases is explained by the pressure diffusivity equation, where the rock compressibility and the 

porosity render similar effects on the pressure disturbance caused by production and injection 

activities. For a pressure disturbance here, the decrease in porosity is compensated by the 

increase in rock compressibility values. The different behaviour compared to PEM cases is 

explained by PEM and PEM-Proxy equations. On the one hand, PEM equations depend on 

porosity, on the other PEM-Proxy linear equation disregards porosity influence on impedances 

calculated from water and pressure changes. The dependency to porosity in PEM 

implementation offers this uncertain parameter more chances to be updated through data 

assimilation iterations. Future work will consider a heterogeneity scaling factor for the proxies’ 

equation. Adding a scaling factor to account for heterogeneity could help uncertainty 

quantification for the PEM-Proxy implementation in data assimilation and will possibly 

improve its forecast reliability. A lack of reservoir heterogeneity in the PEM-Proxy model may 

also be the reason why the PEM cases provided better cumulative field production forecast. 

Another reason might be related to the PEM model, as the petro-elastic model used here is ideal, 

with no uncertainty or error in its modelling (the same PEM used to generate the 4D seismic 

data, step 1 in Figure 2-4, was used in the data assimilation). PEM-Proxy models can also be 

calibrated directly to the well-log data and laboratory measurements as shown in Landrø (2001), 

and Salako et al. (2018) for the 4D seismic inversion. Lastly, the coefficient of determination 

of the linear regression for PEM-Proxy construction was high for our case study. For other cases 

where the linear fit is not good, attention should be given to the interpretation of the results. 

 

2.9 Conclusions 

     Two versions of PEM-Proxies (PFC and PUC) were developed and coupled successfully 

with ES-MDA algorithm using different cases to assimilate production and 4D seismic data. 

Compared to the PEM, the PEM-Proxies are very straightforward models using linear 

regression of water saturation and pore pressure changes to calculate 4DAIs. We proposed a 

methodology to use the PEM-Proxy models in data assimilation ES-MDA algorithm. The 

methodology was applied to a synthetic case study and its robustness were analyzed based on 

past reservoir behaviour, uncertainty quantification, and reservoir production forecast. The 

results were promising and led to the following specific conclusions: 
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• The PEM-Proxies are successful in reproducing past reservoir behavior. Results showed 

that the PEM-Proxies cases provided similar conditioned models to reservoir history 

data, compared to the PEM cases.  

• PUC and PFC models simplify the 4D seismic forward modeling in data assimilation 

algorithm. The results showed that a proper data assimilation was performed using PUC 

model in terms of history data match qualities. Being said that the suggestion is to use 

PUC model as an approximation for the PEM in 4D seismic data assimilation.  

• In terms of reservoir future behavior (after history data), the PEM implementation in 

data assimilation provided more reliable forecast, compared to the PEM-Proxies cases. 

However, considering the straightforward equation of the PEM-Proxy (that has its own 

model error), the proxy behavior was satisfactory as the results were similar to the PEM 

cases.  

• Unlike the PEM model, PEM-Proxy provides a straightforward and computationally 

less expensive model. Compared to the PEM, the PEM-Proxy models avoid demanding 

equations that require the definition/calibration of several rock and fluid parameters. 

Moreover, the PEM-Proxies require much less files to be exported from reservoir 

simulation models to compute the 4D seismic attributes to be matched during data 

assimilation. This strength of PEM-Proxy is very appealing for practical applications of 

data assimilation for petroleum engineers. 
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3.1 Abstract 

     Dynamic data from oil and gas reservoirs (such as well-production or 4D seismic data) have 

been used often to reduce uncertainty in reservoir simulation models. These data are assimilated 

in the simulation models separately or jointly. Assimilation of 4D seismic data conventionally 

involves with a petro-elastic model (PEM) to transform outputs from the simulation models to 

elastic properties. The PEM is a set of different equations with uncertain parameters and its 

inclusion in assimilation algorithms calls on multidisciplinary teams of geoscientists and 

engineers. Moreover, PEM requires extraction of different outputs from the simulation models 

for the seismic forward model calculations. The extraction process can be costly for large-scale 

simulation models of giant reservoirs. This research presents a new petro-elastic proxy model 

(named DAI-Proxy) with a novel formulation to substitute the PEM and integrate 4D seismic 

data. DAI-Proxy relates time-lapse acoustic impedance to a summation of saturation and 

pressure changes with two coefficients which are functions of porosity. As the proxy is an 

approximation of the PEM, its application is affected by model error. We introduce two 

approaches to account for the proxy model error: (1) considering uncertain coefficients for the 

DAI-Proxy and (2) using fixed coefficients in the proxy while estimating model errors statistics 

from the prior ensemble of models. We incorporate these two approaches with a data 

assimilation algorithm to assimilate simultaneously 4D seismic and well-production data. A 

benchmark case is used with different cases of data assimilation to compare the DAI-Proxy and 

the PEM applications. Results show that data match quality for 4D seismic and well-production 

have similar responses for the PEM and DAI-Proxy implementations. In terms of production 

forecast, using fixed coefficients in the proxy with its model error treatment create a data 

assimilation framework comparable to the PEM case. Our results indicate that the traditional 

PEM application to integrate jointly 4D seismic and well-production data can be replaced with 

our new DAI-Proxy application. Given the degree of uncertainty in the PEM, related to the rock 

https://doi.org/10.1016/j.petrol.2021.109970
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and fluid models, our proxy provides similar results with fewer uncertain inputs. The proxy 

offers further advantage as it needs less outputs from the simulation models for seismic forward 

model calculations. In addition, it helps petroleum engineers to use a computationally less 

expensive model (light model) as a substitute for the PEM to assimilate 4D seismic data.  

3.2 Introduction 

     Time-lapse seismic (4D seismic) is defined as seismic surveys repeated over a same 

reservoir in different time spans of its production history. 4D seismic data offer spatial 

information related to the dynamic reservoir changes, such as saturation, pore pressure, 

temperature, and compaction changes. Interpretation of these data is divided into two broad 

schemes of qualitative and quantitative interpretations. Qualitative interpretation seeks to 

display different dynamic changes and explain the causal effects of each 4D seismic signal 

(Danaei et al., 2018; Maleki et al., 2018a). Quantitative interpretation estimates production 

related changes such as saturation-pressure changes (Landrø, 2002; Lumley et al., 2003; 

MacBeth et al., 2006). Alongside interpretation, 4D seismic data could be used together with 

the well-production data to update reservoir simulation models and improve the reliability of 

model forecasts. In this scheme, 4D seismic and well-production data could be incorporated 

through data assimilation algorithms to constrain simulation models and allow better forecasts 

(Huang et al., 1997; Mikkelsen et al., 2008).  

     Simulation models have different uncertainties in subsurface rock properties and fluid 

characteristics. Available well-production data (scarce in space) and 3D or 4D seismic data 

(abundant in space) could be assimilated to update these models (Chassagne and Aranha, 2020). 

Using ensemble-based data assimilation algorithms, multiple simulation models are updated 

constantly and reservoir past behaviors are reproduced within a tolerance of field observed data 

(Alfonzo and Oliver, 2019). In these algorithms, 4D seismic data integration remains an open 

challenge due to the different nature of the seismic data and the simulation outputs (Davolio 

and Schiozer, 2019; Lorentzen et al., 2020; Luo et al., 2018). Firstly, 4D seismic data provide 

many observed data points to be assimilated and secondly, we should take the observed data 

and the simulation outputs to a common domain and scale for proper data assimilation. In terms 

of common scale, 4D seismic data are brought into the simulation model scale, or vice versa. 

There are three ways to make the simulation outputs and 4D seismic data be in a common 

domain. The first way is the time-lapse amplitude (or its attributes) domain. Here, the observed 

4D seismic data is already in that domain and the simulation outputs are forward modeled to 
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meet the seismic data. The second way is the time-lapse elastic attributes domain. Here, 4D 

seismic data are inverted to elastic properties to meet the simulation outputs which are forward 

modeled to those properties. The last way is the saturation-pressure changes domain. The 

simulation outputs are already in that domain while the observed seismic data are inverted to 

fluid saturations and pore-pressure changes to meet the simulation outputs. It is worth 

mentioning that we require a petro-elastic model (PEM) conventionally for each domain where 

4D seismic data are assimilated.   

     PEMs are sets of different equations that relate reservoir static and dynamic properties to 

their corresponding elastic features. The main problem with the PEMs is uncertainty, both in 

the models (model uncertainty) and the input parameters (variable uncertainty). Limitations in 

the rock-physical models to represent the earth’s actual elastic properties and variability in the 

input parameters render the PEMs uncertain with not unique responses.  As a result, various 

combinations of input parameters yield possible true estimates of the elastic properties. In 

addition to the uncertainty, calibrating the rock and fluid models to the field data remains a 

challenge (Amini and Alvarez, 2014; Silva Neto et al., 2020). The PEMs likewise present 

problems in simultaneous assimilation of 4D seismic and well-production data. They call for 

an interdisciplinary teamwork of rock physicists and petroleum engineers to build and apply 

them in the data assimilation algorithms. Moreover, PEMs require a great variety of grid 

variables to be obtained from the simulation models for seismic forward model calculations. 

The extraction of the grid variables could be costly in some cases, especially for large-scale 

simulation models of giant reservoirs or when large sets of simulation models are chosen for 

the data assimilation algorithms. Based on these problems, there are growing appeals for 

methods to avert the PEMs (for example, binary image tools) or to replace them in 4D seismic 

applications with proxy models (PEM-Proxy). The emergence of the PEM-Proxy is a 

noteworthy event, much to the delight of the rock physicists and petroleum engineers in their 

applications of 4D seismic data. In general, the PEMs are different rock and fluid models with 

full mathematical equations and all aforementioned complexities while the PEM-Proxy models 

are computationally less expensive (light models), which represent the PEMs lightly in 4D 

seismic applications.   

     A closer look at the literature reveals that few studies have dispensed the PEMs for joint 

well-production and 4D seismic data assimilation. There are some alternative ways to avert 

PEMs or substitute them in the joint data assimilation scheme. One possible way is to use a 

proxy model in the form of an equation (linear or non-linear) that links dynamic changes in the 
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reservoir (such as saturation-pressure changes) to time-lapse change in seismic attributes. In 

this context, MacBeth et al. (2016) proposed a formula (a proxy equation) to circumvent the 

PEM plus seismic modeling for the 4D seismic history matching. Geng et al. (2017) presented 

its application and discussed the importance of reservoir properties such as porosity for proxy 

construction. Danaei et al. (2020) showed the application of the PEM-Proxy for joint 4D seismic 

and well-production data assimilation in ensemble-based algorithms. In Danaei et al. (2020), 

they used a PEM-Proxy which linked time-lapse difference of acoustic impedance (4DAI) to a 

linear summation of saturation and pressure changes with two coefficients. Although they did 

not consider porosity in the linear formulation, its importance was mentioned, which may affect 

the assimilation results in terms of production forecast and uncertainty assessment. Moreover, 

the PEM-Proxy is an approximation of the PEM and its application is therefore affected by 

model error. To our knowledge, neither of the cited studies considered the impact of the proxy 

model error. Considering its effect in the data assimilation process could avoid unnecessary 

updates for the uncertain parameters and improve the production forecast, so we should tailor 

an approach to treat the impact of the proxy model error.  

     For this research, the question is twofold: how to formulate the PEM-Proxy in a way that 

includes porosity and how to address the proxy model error. Here, we propose a new PEM-

Proxy (we call it DAI-Proxy) by considering porosity in its formulation. The DAI-Proxy relates 

4DAI to a summation of saturation and pressure changes with two coefficients, which are 

functions of porosity; the proxy model is then coupled with the Ensemble Smoother with 

Multiple Data Assimilation (ES-MDA) algorithm to assimilate simultaneously well-production 

and 4DAI data. It is also of special interest to account for the proxy model error in the data 

assimilation; therefore, the model error is included in the ES-MDA algorithm using different 

approaches and its effect reduced during the assimilation procedure. To evaluate the DAI-Proxy 

implementation in the ES-MDA, different cases of data assimilation were organized and 

compared using the DAI-Proxy and the PEM implementations. A benchmark case (UNISIM-I-

H) was used to apply different cases of data assimilation. The dataset of this controlled case 

study is driven from a real Brazilian offshore field and has all the complexities and 

characteristics of an actual field (Avansi and Schiozer, 2015). These comparative analyses on 

a controlled case study enabled us to assess the behavior of the proxy application not only for 

reservoir past behavior (observed data match quality) but also for its future behavior (forecast 

capability) and uncertainty reduction assessment.  
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3.3 Objectives and scope 

     Current research aims to substitute the PEM with a light model when 4D seismic and well-

production data are used jointly in the data assimilation algorithms. The specific objectives are: 

1- To formulate and develop the DAI-Proxy 

2- To characterize the proxy model error to include it in the data assimilation procedure 

3- To couple the DAI-Proxy with the ES-MDA while considering the proxy model error 

     Finally, a comparison is performed between the DAI-Proxy and the PEM implementations 

based on different criteria such as history data match quality, uncertainty reduction assessment, 

and production forecast capability.  

3.4 Theoretical background and literature review 

3.4.1 Assimilation of observed data with ensemble-based algorithms 

     Ensemble-based methods could be considered convenient alternatives to assimilate well-

production and 4D seismic data (Emerick, 2016; Luo et al., 2015). These algorithms integrate 

available observed data to update reservoir models and offer an ensemble of posterior models. 

Within this framework, the Ensemble Smoother with MDA (Multiple Data Assimilation) or 

ES-MDA was suggested for data assimilation (Emerick and Reynolds, 2013). As it is self-

evident from its name, the ES-MDA has two main characteristics: (1) it uses Ensemble 

Smoother (ES) algorithm (Van Leeuwen and Evensen, 1996) to assimilate observed data, and 

(2) it assimilates observed data through several iterations (multiple times). Using the ES 

algorithm enables simultaneous assimilation of all observed data while the iterative procedure 

improves data match quality. The main difference of the ES-MDA from the ES is an inflation 

factor in its analysis equation (Emerick and Reynolds, 2013). This inflation factor reduces 

model updates in each data assimilation iteration. In this research, ES-MDA is used to 

simultaneously assimilate 4D seismic and well-production data. Further information about the 

ES-MDA is in Appendix A. Danaei et al. (2020), Emerick (2016), and Silva Neto et al. (2020) 

present some examples of its applications.  

3.4.2 Data match quality 

     There are various equations to assess the quality of simulation models and compare different 

models (Bertolini and Schiozer, 2011; Heidaryan, 2019). In this research, the model quality is 

measured based on a Normalized Quadratic Distance with Sign (NQDS) equation (Avansi et 

al., 2016; Danaei et al., 2020; Davolio and Schiozer, 2018). For each observed data (for 
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example, water rate of a well or 4D seismic data), this equation shows the accuracy of the 

model’s simulated outputs versus the observation. The NQDS equation has two main parts; the 

normalized quadratic deviation part and the sign part.  

𝑁𝑄𝐷𝑆𝑙 =
𝐿𝐷𝑙

|𝐿𝐷𝑙|
𝑁𝑄𝐷𝑙                                                                                    (1) 

     The normalized quadratic deviation (𝑁𝑄𝐷𝑙) calculates the discrepancy between simulated 

values and the observed data that indicates the deviation of each model. The sign part comprises 

a linear deviation (𝐿𝐷𝑙) divided by its absolute value which shows the deviation direction with 

a positive or negative sign. If the model values exceed the observed data then the sign is positive 

and the negative sign is assigned when the model values fall short of reproducing the 

observation. It should be pointed out that Equation (1) and the following equations are valid for 

each simulation model (𝑗) in the ensemble. 

𝑁𝑄𝐷𝑙 =  
𝑄𝐷𝑙

𝐴𝑄𝐷𝑙
                                                                                                       (2)  

𝑄𝐷𝑙 = (𝒅𝑙
𝑓

− 𝒅𝑜𝑏𝑠𝑙
)

𝑇
∗ (𝒅𝑙

𝑓
− 𝒅𝑜𝑏𝑠𝑙

)                                                              (3) 

𝐴𝑄𝐷𝑙 = (𝑇𝑜𝑙𝑙 ∗ 𝒅𝑜𝑏𝑠𝑙
+ C𝑙 ∗ 𝟏𝑁𝑜𝑏𝑠𝑙

)
𝑇

∗ (𝑇𝑜𝑙𝑙 ∗ 𝒅𝑜𝑏𝑠𝑙
+ C𝑙 ∗ 𝟏𝑁𝑜𝑏𝑠𝑙

)            (4)   

𝐿𝐷𝑙 = (𝒅𝑙
𝑓

− 𝒅𝑜𝑏𝑠𝑙
)

𝑇
∗ 𝟏𝑁𝑜𝑜𝑏𝑠𝑙

                                                                               (5)    

     In the above equations, 𝑙 indexes each well or 4D seismic objective function. The vector of 

observed and simulated data are 𝒅𝑜𝑏𝑠𝑙
 and 𝒅𝑙

𝑓
 respectively. 𝟏𝑁𝑜𝑏𝑠𝑙

 is a vector of all ones with 

𝑁𝑜𝑏𝑠 size for each objective function (𝑙), C𝑙 is a constant to prevent division by zero (for 

example, zero can be a 4D seismic observed value), and 𝑇𝑜𝑙𝑙 defines a tolerance which is a 

percentage of observed data. The tolerance value is chosen based on the uncertainty in the 

observed data. Its value is taken by an engineering judgment on the reliability of each observed 

data. The NQDS equals to zero shows that the observed data is reproduced exactly by the 

model’s simulated values. The NQDS indicator grows in magnitude as the simulated data 

becomes distant from the observed data.  

3.4.3 Proxy for petro-elastic model (PEM-Proxy) 

This section is divided into two parts to first mention the PEM-Proxy models used in the 

literature, to invert for saturation-pressure change from 4D seismic data, and secondly the proxy 

models which are used as a seismic forward model for joint assimilation of well-production and 

4D seismic data. 
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3.4.3.1 PEM-Proxy in 4D seismic inversion of saturation-pressure changes 

     The first application of the PEM-Proxy for 4D inversion of saturation-pressure changes was 

presented in Landrø (2001). Time lapse changes in reservoir velocities were considered as linear 

summation of saturation and pressure changes. Here, density change was approximated linearly 

only with saturation change. Since then, there have been modifications to the PEM-Proxy in 

Landrø (2001). Meadows (2001) modified it by considering second-order approximation for 

saturation change to relate it to the changes in velocities. Other modifications were reported in 

Trani et al. (2011) and Bhakta and Landrø (2014). In another attempt, Angelov et al. (2004) 

presented the PEM-Proxy where the time lapse changes in elastic impedances were related 

linearly to the saturation change and with logarithmic function to the pressure change. In all 

these studies, the regression coefficients of the linear equations in the PEM-Proxy were 

considered constant for the entire reservoir (Lang and Grana, 2019). To include reservoir 

heterogeneity, Lang and Grana (2019) presented the PEM-Proxy in which its coefficients were 

functions of porosity, initial water saturation, and initial pore pressure.  

     Using direct link between saturation-pressure change and 4D seismic attributes also averts 

the PEM plus seismic modeling in the 4D seismic inversion algorithms. This direct link was 

shown in Floricich et al. (2005) and a year later in MacBeth et al. (2006) to make a connection 

between 4D seismic attributes and saturation-pressure changes:  

∆𝐴(𝑥,𝑦)

𝐴𝑏̅̅ ̅̅
= 𝐶𝑠

∆𝑆𝑜(𝑥,𝑦)

𝑆𝑜𝑖̅̅ ̅̅
+ 𝐶𝑝

∆𝑃(𝑥,𝑦)

𝑃�̅�
                                                                       (6)  

     Where, 𝐶𝑠 and 𝐶𝑝 are constants,  𝑆𝑜𝑖
̅̅ ̅̅ , and 𝑃�̅� indicate the average field oil saturation and 

pressure respectively, and 𝐴𝑏
̅̅̅̅  is the pore-volume weighted average baseline seismic response. 

For interpretation of 4D seismic data, Alvarez and MacBeth (2014) used the same linear 

summation and also a similar equation was discussed in Falahat et al. (2013). In these studies, 

insightful investigations are provided on how the PEM parameters manifest themselves in the 

weights of the linear summation. More recently Corte et al. (2020), Weinzierl and Wiese (2020), 

and Xue et al. (2019) showed the application of machine learning algorithms for the 4D seismic 

inversion of dynamic reservoir changes. These algorithms are considered as a proxy for the 

PEM and seismic modeling, in which dynamic reservoir changes are linked directly to seismic 

properties. One must keep in mind that, in these studies, proxy models are used to invert 

saturation-pressure changes from 4D seismic data. Basically, their uncertain model parameters 

are saturation-pressure changes. Proxy models can also be used as seismic forward model to 

simultaneously assimilate 4D seismic and well-production data. This joint assimilation is used 
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to invert uncertain model parameters, such as porosity, permeability, rock compressibility and 

related reservoir properties.   

3.4.3.2 PEM-Proxy in joint assimilation of well-production and 4D seismic data 

     In this section, we consider the ways that the PEM-Proxy can be used beyond the 4D seismic 

inversion of saturation-pressure changes and interpretation. Proxy models can also be used to 

assimilate 4D seismic and available field data (such as well-production data) to update reservoir 

simulation models. A binary map of the 4D seismic signal is one way to circumvent the PEM 

plus seismic modeling in joint well-production and 4D seismic data assimilation (Davolio and 

Schiozer, 2018a; Jin et al., 2011; Obidegwu et al., 2017; Tillier et al., 2013). One must note that 

binary maps do not have information related to the couple (saturation-pressure changes) effects 

to update the simulation models. Geng et al. (2017) and MacBeth et al. (2016) proposed using 

a proxy to substitute the PEM and seismic modeling: 

∆𝐴(𝑥, 𝑦) = (𝑎1∆𝑃 + 𝑎2∆𝑆𝑤 + 𝑎3∆𝑆𝑔 + 𝑎4∆𝑃2+𝑎5∆𝑆𝑤
2+𝑎6∆𝑆𝑔

2 + 𝑎7∆𝑃∆𝑆𝑤 +

𝑎8∆𝑃∆𝑆𝑔 + 𝑎9∆𝑆𝑔∆𝑆𝑤) ∗ 𝐴0(𝑥, 𝑦)                                                               (7)                                                                                  

     Where, ∆𝐴(𝑥, 𝑦) stands for the time-lapse seismic data, and 𝐴0(𝑥, 𝑦) is the baseline seismic 

response. ∆𝑆𝑤, and ∆𝑆𝑔 represent changes in saturation for water and gas. ∆𝑃 defines pressure 

change while 𝑎1−9 are the proxy coefficients.  Danaei et al. (2020) presented a PEM-Proxy to 

simultaneously assimilate 4D seismic and well-production data in impedance domain. The 

proxy they employed relates 4DAI to saturation-pressure changes (∆𝑆𝑤, ∆𝑃) with two 

coefficients (𝑎, and 𝑏) using: 

4𝐷𝐴𝐼 =  𝑎∆𝑆𝑤 + 𝑏∆𝑃                                                                                    (8) 

     Porosity is considered constant throughout the reservoir in this equation. Although using this 

equation provided satisfactory data assimilation results, model parameters updating and 

production forecasts might benefit by adding porosity to this equation (Danaei et al., 2020a). 

This research is an extension of Danaei et al. (2020) where we propose DAI-Proxy to include 

porosity in Equation (8). We also offer a way to consider the proxy model error in the data 

assimilation procedure. We emphasize that, compared to Equation (7), which has the baseline 

seismic attribute, porosity is easier to be included in the data assimilation algorithm. Porosity 

can be extracted from the simulation outputs and with porosity inclusion, we avoid the forward 

model to calculate the baseline seismic attribute in Equation (7).   
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3.5 Methodology 

     The methodology is divided into three parts: The first describes the DAI-Proxy formulation, 

the second explains the proxy model error and approaches to treat it, and the third couples the 

DAI-Proxy and its model error with the ES-MDA algorithm. 

3.5.1 How to formulate the DAI-Proxy 

     As one might expect, the PEM-Proxy should represent the rock/fluid models in the PEM. 

While Equation (8) is dominated by the dynamic changes of an oil-water system, the PEM has 

many other parameters, such as porosity. To include porosity in Equation (8), the 4DAI for an 

oil-water system is considered as two independent effects of saturation and pressure changes 

which are weighted by porosity functions. Note that the pressure here is the reservoir pressure 

and its time-lapse change. The DAI-Proxy is written as: 

4𝐷𝐴𝐼 =  4𝐷𝐴𝐼(∆𝑆𝑤,0) +   4𝐷𝐴𝐼(0,∆𝑃)  =  𝑓𝑠(𝜑)∆𝑆𝑤 +  𝑓𝑝(𝜑)∆𝑃            (9) 

     Here, 4𝐷𝐴𝐼 defines time-lapse acoustic impedance, 4𝐷𝐴𝐼(∆𝑆𝑤,0), and  4𝐷𝐴𝐼(0,∆𝑃) are the 

contributions of each individual term water saturation (∆𝑆𝑤 ) and pressure (∆𝑃) changes. The 

coefficients of the saturation-pressure change, 𝑓𝑠(𝜑) and 𝑓𝑝(𝜑) are functions of porosity. These 

coefficients should reflect the rock/fluid models which they represent therefore, the water 

saturation change coefficient (𝑓𝑠(𝜑)) is positive. It means that the replacement of oil by water 

in the oil-water system increases the 4𝐷𝐴𝐼. The pressure change coefficient (𝑓𝑝(𝜑)) is negative, 

which shows an increase in the pressure (∆𝑃 > 0) has a softening effect that decreases 

the 4𝐷𝐴𝐼. Equation (9) carries important quantities of each 4D seismic signal, which are the 

dynamic reservoir changes and porosity. The linear decomposition of 4D seismic attribute (e.g. 

4𝐷𝐴𝐼) to the independent effects of saturation-pressure changes (e.g. 4𝐷𝐴𝐼(∆𝑆𝑤,0), and 

 4𝐷𝐴𝐼(0,∆𝑃)) was proposed by Falahat et al. (2013) and also reported in Salako et al. (2018). It 

is important to mention that in Falahat et al. (2013), saturation-pressure changes were scaled by 

the thickness or pore-volume. However, our DAI-Proxy is explicitly designed to contain 

porosity in its coefficients with new formulations. In DAI-Proxy, the focus is primarily on 

porosity as this variable is an uncertain model parameter for history matching. There are four 

steps to estimate the coefficients and develop the DAI-Proxy, as shown in Figure 3-1.  
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Figure 3-1: Steps to develop the DAI-Proxy model. 

 

     Step 1: Saturation-pressure changes (∆𝑆𝑤  and ∆𝑃) are calculated for the prior models in the 

ensemble through reservoir simulation. Considering constant pressure, the outputs of each 

simulation model are transformed to the 4𝐷𝐴𝐼(∆𝑆𝑤,0) through petro-elastic modelling (more 

details about the PEM are provided in Appendix B). In the same way,  4𝐷𝐴𝐼(0,∆𝑃) is calculated 

when water saturation is constant. This assumption is based on the total independent effects of 

pressure-saturation changes on the 4𝐷𝐴𝐼. However, the impact of pressure change on the water 

is different from oil. Therefore, saturation and pressure change terms are not completely 

independent. This difference causes uncertainty in our linear decomposition of saturation-

pressure change terms. We could mitigate this uncertainty by adding a cross-term to the 

equation, thus increasing proxy complexity, or accounting for proxy model error (section 4.2). 

It is noteworthy that for proxy calibration, we use the petro-elastic model. Therefore, when the 

proxy is developed, the joint assimilation of well-production and 4D seismic data is done by 

the proxy model.  

     Step 2: This step aims to find the porosity function (𝑓𝑠(𝜑)) for the water saturation change 

term (∆𝑆𝑤); therefore, Equation (9) is reduced to: 

4𝐷𝐴𝐼(∆𝑆𝑤,0) =  𝑓𝑠(𝜑)∆𝑆𝑤                                                                                   (10)  

Regression analysis shows the relationships between the parameters in Equation (10). To make 

the regression analysis easier, 4𝐷𝐴𝐼(∆𝑆𝑤,0) is divided by ∆𝑆𝑤 (both calculated in the previous 

step) to compute the dependent variable 
4𝐷𝐴𝐼(∆𝑆𝑤,0)

∆𝑆𝑤
⁄  while the porosity (𝜑) is the 

independent variable. The regression equation (𝑓𝑠(𝜑)) is in terms of the porosity and its 

coefficients quantify the relationship between the dependent and independent variables. Based 

on our numerical experiments, the model which best explains this relationship is: 
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𝑓𝑠(𝜑) =  𝑎𝑠(1 − exp(−𝑐𝑠(𝜑)))                                                                          (11) 

     In this equation, 𝑓𝑠(𝜑) is the porosity function for the saturation change term, 𝜑 is the 

porosity, and 𝑎𝑠, 𝑐𝑠 are the coefficients. Note that this function is an empirical equation based 

on our numerical experiments. The equation properly fits rock physics models as shown in the 

result section. However, one can apply the same method with a different equation. For instance, 

Lang and Grana (2019) proposed a quadratic equation for porosity function in their analysis.  

     Step 3: The aim of this step is to find 𝑓𝑝(𝜑), therefore, Equation (9) is reduced to: 

 4𝐷𝐴𝐼(0,∆𝑃) =  𝑓𝑝(𝜑)∆𝑃                                                                                         (12)   

     Like the previous step, the regression analysis shows how the parameters in this equation 

are related. For the ease of regression analysis,  4𝐷𝐴𝐼(0,∆𝑃) is divided to ∆𝑃 for each prior model 

to determine the dependent variable 
 4𝐷𝐴𝐼(0,∆𝑃)

∆𝑃
⁄ . The regression analysis is performed for 

each model considering porosity (𝜑) as an independent variable. The regression equation shows 

the relationship between the dependent and independent variables and generates 𝑓𝑝(𝜑). The 

best fit model according to our numerical experiments is: 

 𝑓𝑝(𝜑) = (𝑎𝑝 −  𝑏𝑝(𝜑)) (1 − exp (−𝑐𝑝(𝜑)))                                                (13) 

     It is worth noting that the function (13) is an empirical function. The linear part in the 

equation is reported in the literature, which adds its own insights to the existing knowledge in 

Alvarez and MacBeth (2014), and Dvorkin et al. (1996) on how porosity affects the contribution 

of each dynamic change term in the linear summation.  

     Step 4: Two versions of the DAI-Proxy are developed considering fixed and uncertain 

coefficients in Equation (9). One, with the fixed coefficients, is named DFC and the other DUC 

with uncertain coefficients. For each coefficient in the DAI-Proxy, we estimate the mean, 

variance, minimum, maximum, and the standard deviation values. For the DUC model, 

uncertain coefficients are set based on their statistical parameters. In the DFC model, the 

coefficients are fixed with the mean values.   

3.5.2 Proxy model error 

     The proxy model error occurs as the proxy equation approximates the PEM. The error is 

captured by the difference between the 4DAIs generated using the DAI-Proxy and the PEM 

models. The error treatment enables us to reduce its effects and improve the model updates in 

each iteration of the data assimilation. Two approaches are adopted for the proxy model error 

in this research. The first considers the uncertain coefficients in the DUC model as a way to 
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treat the proxy model error. The uncertain coefficients increase the dimension of the problem 

and weaken the updates for the model parameters (Silva Neto et al., 2020a). The second uses 

the DFC model and estimates the model error statistics. For this approach, the model error is 

sampled using the prior ensemble of models: 

 𝜀𝑗
𝑚 =  𝑑𝑗

𝐷𝐹𝐶 − 𝑑𝑗
𝑃𝐸𝑀                                                                                         (14) 

     Where, 𝑗 shows the model number in the prior ensemble, 𝜀𝑗
𝑚 defines the proxy model error, 

𝑑𝑗
𝐷𝐹𝐶 is the 4DAI results from the DFC model, and 𝑑𝑗

𝑃𝐸𝑀 represents the results from the PEM 

model. The statistics are generated from the samples including the mean model error and its 

covariance. The mean error removes bias and the covariance reduces the importance of data in 

which the variance of the model error is large (Stephen et al., 2009). This approach of the error 

treatment is fed into the data assimilation ES-MDA algorithm (Appendix A). To compensate 

for the bias, the mean model error is added to the observed data and the observed data error 

covariance matrix (𝑪𝐷  in Equation [A.1] in Appendix A) is inflated by the model error 

covariance matrix. A very similar approach to treat the model error is presented in Stephen 

(2007) and Stephen et al. (2009).  

3.5.3 DAI-Proxies incorporation in the ES-MDA 

     The DFC and DUC models and their model error treatment approaches are incorporated into 

the data assimilation algorithm ES-MDA (Figure 3-2). The DFC model error statistics are 

calculated for the prior ensemble of models and the model error statistics are not updated 

through data assimilation iterations.   
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Figure 3-2: Assimilation of observed data using the ES-MDA with the DAI-Proxies and their 

model error treatment approaches. 

 

     Various assimilation cases are organized to integrate the observed data with the ES-MDA. 

We set side by side and analyze assimilation results with the DAI-Proxies and the PEM models. 

The criteria for the analysis are the past behavior of the reservoir (observed data match quality), 

its future behavior (forecast capability), and uncertainty assessment.  

3.6 Application 

     We applied the proposed methodology to a synthetic dataset (UNISIM-I-H) to evaluate the 

performance of the DAI-Proxies. UNISIM-I-H is an open-access synthetic dataset as described 

in Avansi and Schiozer (2015) and Maschio et al. (2013). This dataset is well-suited for our 

study as it is driven from an offshore field in Brazil and has all the characteristics and 

complications of a real case. The dataset has a high resolution model with 3,408,633 active cells 

called UNISIM-I-R acts as a reference model. Having a reference case is beneficial as the DAI-

Proxy application in the ES-MDA can be evaluated not only for the reservoir’s past behavior 

but also for forecast capability. From the reference model, a set of simulation models was built 

at coarse scale with 81*58*20 grid cells and 36739 active cells. There are 25 wells, which 

include 14 producers and 11 injectors, as shown in Figure 3-3a.  

     Uncertain model parameters are divided into (1) grid parameter which has a value for each 

grid of the simulation model and include petrophysical properties such as porosity or absolute 

permeability and (2) scalar parameter which is defined as a particular value for all grids of the 

simulation model such as rock compressibility or relative permeability. Well indexes in the 

location of all wells are considered as local uncertain parameters. For our application, 500 
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petrophysical models in coarse scale were combined with scalar and local uncertain parameters 

to generate 500 simulation models (size of the ensemble).   

     A total of 2618 days of observed well-production data were used in the assimilation 

procedure. In addition to well-production data, an observed 4DAI map (Figure 3-3b) was used 

as 4D seismic observation. The 4DAI map was a time-lapse acoustic impedance of the monitor 

(post-production of 2618 days) minus the baseline (pre-production at time=0). This map was 

generated using the reference model (as mentioned UNISIM-I-R) through petro-elastic 

modeling. Firstly, the reference model was run at the fine scale to compute reservoir dynamic 

properties. Then, simulation outputs were transformed into acoustic impedance for the baseline 

and monitor times through petro-elastic modeling. Finally, the 4DAI map was obtained with 

the subtraction of the monitor acoustic impedance from the baseline impedance. A description 

of the petro-elastic model used here is provided in Appendix B and more information about 4D 

seismic data set can be found in Souza et al. (2018) and Davolio and Schiozer (2019). It is 

important to note that we considered an uncorrelated Gaussian noise to perturb the 4DAI map.  

Assimilation of observed data (well-production and 4DAI data) was done with the ES-MDA 

through four iterations. To have a fair comparison between different cases, all configurations 

in the data assimilation were set the same (for example, same prior models, number of iterations, 

and inflation factor).  

 
 

Figure 3-3: UNISIM-I-H which is a synthetic dataset. (a) petrophysical property porosity of a 

simulation model randomly selected from the ensemble and (b) map of 4D difference of acoustic 

impedance (4DAI) used in joint well-production and 4D seismic data assimilation 

 

 

 



86 

 

  

3.6.1 Different cases for assimilation of observed data 

     We organized five cases for assimilation of observed data to investigate the performance of 

the DAI-Proxies in the ES-MDA. In a comparative study, proxy performance was compared 

with the PEM application. There are three seismic forward models (PEM, DUC, and DFC) and 

two types of observed data (well-production and 4D seismic). Combinations of the seismic 

forward models and observed data generated these cases. Table 3-1 summarizes different data 

assimilation cases for this research. For instance, the WS-DFCE (case 4) means that the 

production data (W) and the 4DAI data (S) were used with the DFC model (DFC) considering 

its model error treatment approach (E) in the data assimilation process. A similar case without 

considering the model error treatment approach was named WS-DFC (case 5). The joint 

assimilation of production data (W) and the 4DAI data (S) with the PEM model (PEM) was 

named the WS-PEM case (case 2). This joint assimilation with the DUC model (DUC) 

generated the WS-DUC case (case 3). Finally, a case was organized to only assimilate well-

production data and it was named the OW case (case 1).  

     It is worth noting that the cases 1, 2, 3, and 4 were compared based on different criteria to 

analyze their performance in the ES-MDA. The only purpose of the case 5 was to show the 

impacts of the proxy model error on the data assimilation using the DFC model. Therefore, this 

case was compared with the WS-DFCE case (case 4). By this comparison, we show how 

effective the model error treatment approach is for the WS-DFCE case (section 6-6).  

Table 3-1: Different cases of data assimilation 
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3.7 Results 

     This section summarizes the results in six parts. Firstly, we show the development of the 

DAI-Proxy for the UNISIM-I-H case. Then, we compare the results of proxy and PEM 

implementations in the ES-MDA algorithm. Lastly, we analyze the WS-DFCE and WS-DFC 

cases to highlight the role of the model error treatment approach in the ES-MDA algorithm. 

3.7.1 DAI-Proxy model development 

     We used the steps shown in Figure 3-1 in the methodology section to calibrate the DAI-

Proxy. Firstly, the prior models in the ensemble were simulated until the end of history time 

(2618 days). Using the simulation outputs, 4𝐷𝐴𝐼(∆𝑆𝑤,0) was calculated for each prior model 

through petro-elastic modeling with constant pressure. With the same process, 4𝐷𝐴𝐼(0,∆𝑃) was 

calculated for each prior model considering constant saturation. One must note that the 4DAIs 

were calculated for the base time (t = 0) and monitor time (t = 2618). For each model, regression 

analysis was performed between 
4𝐷𝐴𝐼(∆𝑆𝑤,0)

∆𝑆𝑤
⁄ , and porosity to obtain 𝑓𝑠(𝜑) in Equation (9) 

and coefficients 𝑎𝑠 and 𝑐𝑠 were determined (second step in Figure 3-1). The distribution 

histogram of each coefficient ( 𝑎𝑠, and 𝑐𝑠) is shown in Figures 3-4a and b. The 𝑅2 (R-squared) 

value for the fitted porosity function was calculated for all prior models with the mean value of 

0.92. According to the third step in Figure 3-1, the coefficients for the pressure change term 

were estimated for each prior model by regression analysis between 
 4𝐷𝐴𝐼(0,∆𝑃)

∆𝑃
⁄ , and the 

porosity. Figures 3-4c, d, and e illustrate the distribution histogram for each coefficient. The 

mean value of the 𝑅2 calculated for the fitted porosity function of all the models was 0.86. The 

DFC model was developed using the mean values in Figure 3-4 for the coefficients. The DUC 

model was likewise developed considering the characteristics and type of each histogram in 

Figure 3-4. For example, coefficient  𝑎𝑠 was defined as a normal distribution with the mean and 

standard deviation equal to 676.67 and 37.59 respectively, and minimum and maximum values 

equal to 537.94 and 881.69, respectively.  
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Figure 3-4: Histograms for the DAI-Proxy coefficients. (a), and (b) are the coefficients for the 

water saturation change term while (c), (d), and (e) are the coefficients for the pressure change 

term. 

 

     Figure 3-5 shows a comparison between the 4DAIs calculated using the DAI-Proxies and 

the ones with the PEM. The reservoir heterogeneity in terms of porosity is kept in the DAI-

Proxy formulation with the porosity function. For each prior model in the ensemble, the DFC 

proxy model error was quantified using Equation (14). The DFC model error statistics (mean 

and standard deviation) were calculated and considered for the WS-DFCE case (Figure 3-2 in 

the methodology section). The mean model error was added to the observed data and the 4D 

seismic data error covariance matrix was inflated by increases in the standard deviation and the 

length of the horizontal correlation. In the following subsections, we show the assimilation 

results with the proxies and the PEM and analyze their differences and similarities. The criteria 

for the analysis are the past behavior of the reservoir (history data match quality), its future 

behavior (forecast capability), and uncertainty reduction assessment.   

3.7.2 Match quality for well-production data 

     For prior and posterior models in the ensemble, the NQDS indicator of different cases was 

calculated. Figure 3-6 shows the NQDS measure for the BHP of producers (Figure 3-6a) and 

injectors (Figure 3-6b). The prior models were the same for different data assimilation cases. 

As a result of uncertain model parameters, the prior models for all cases showed a very high 

uncertainty and variability for all the wells’ objective functions (light gray boxes in Figure 3-
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6). Data assimilation reduced the uncertainty in posterior models for the OW, WS-PEM, WS-

DUC, and WS-DFCE cases in Figures 3-6a and b.  

 
Figure 3-5: (a) 4DAI for randomly selected model in the ensemble (model 115) calculated using 

the PEM (b) 4DAI map through the DUC model and (c) 4DAI map using the DFC model. 

 

     When comparing the PEM and the DAI-Proxies cases, it is evident that match qualities did 

not alter when the proxy (DUC and DFC) models used in the data assimilation. The results of 

the WS-PEM case are similar to those with the DAI-Proxies (WS-DUC and WS-DFCE cases). 

For example, one can compare the data match quality for NA2, NA3, and PROD010 for the 

WS-PEM case and WS-DUC and WS-DFCE cases in Figure 3-6a. The pink and blue boxplots 

indicate the proxy responses, which are comparable to the PEM responses red boxplot. For the 

BHP injectors also the PEM case (WS-PEM) and proxy cases (WS-DUC and WS-DFCE) had 

similar responses (Figure 3-6b). In general, the results of the DAI-Proxies and the PEM cases 

were alike for other wells’ objective functions (For example, oil rates for different wells also 

showed similar responses). The similarity of the proxy and PEM responses for all the wells’ 

objective functions confirms that the PEM can be replaced with the DAI-Proxies.   

     In another investigation, the NQDS values of the posterior models were analyzed and ranked 

for assimilation cases. This is a good explanatory tool to show the data assimilation quality for 

different cases. If a model was ranked within the interval [−1,1], it means that the NQDS value 
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for all the wells’ objective functions was in the range of [−1,1]. A model that ranked between 

[−3,3] had all the wells’ objective functions in that range. Unlike Figure 3-6, the ranking 

process gave us an overall match quality for all the well-productions’ objective functions 

(Figure 3-7). 

 

 
Figure 3-6: NDQS measure for different data assimilation cases. In (a), the NQDS values are 

shown for the BHP producers with different data assimilation cases and in (b), the NQDS values 

for the BHP injectors. 
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Figure 3-7: Number of accepted models in each NQDS range for different cases. 

 

     DAI-Proxies (DFC and DUC models) are approximations of the rock and fluid models. 

Using the DAI-Proxy instead of the PEM reduces the effects of the 4D seismic data and, 

therefore, production data shifts the joint assimilation to its favor. This is evident as slightly 

superior results were obtained using the proxy models in the data assimilation algorithm (pink 

and blue lines in Figure 3-7). This effect of the proxy is more pronounced for the WS-DUC 

case (pink line in Figure 3-7) as the DUC model has uncertain coefficients and the production 

data overshadow the 4D seismic data in the joint assimilation.   

3.7.3 Match quality for 4D seismic data 

     NQDS indicator was calculated for the posterior models of WS-PEM, WS-DFCE, and WS-

DUC cases. These cases used well-production and 4D seismic data simultaneously in the ES-

MDA algorithm. The observed map was divided into seven areas (Figure 3-8a) and the NQDS 

indicator computed in each specific area (Figure 3-8b). An overall NQDS was also measured 

for the entire map and is shown in the Figure 3-8b. The prior models with high variability are 

shown with light gray boxes and posterior models for various cases with their respective colors 

(Figure 3-8b). 

     From the comparison of the results in Figure 3-8b, the WS-PEM and WS-DFCE cases (red 

and blue boxes, respectively) show similar responses. These results highlight that the DFC 

model and its model error treatment approach in the data assimilation procedure did not alter 

the match quality of 4D seismic data compared to the WS-PEM case. Similar observation was 
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seen for well-production match qualities where the proxy cases did not change quality of match 

compared to the PEM case. The results for the WS-DUC case are slightly better than two other 

cases. To clarify this behavior, we highlight that the WS-DUC case has more degrees of 

freedom within the data assimilation as the proxy coefficients are uncertain. During the data 

assimilation procedure, the uncertain coefficients were updated to reduce the objective function 

of 4DAI data. However, uncertain coefficients in the DUC model weakened updates for other 

uncertain model parameters, which might cause adverse effects on posterior models. Alongside 

the NQDS measure, the mean 4DAI map of posterior models can help us to compare different 

data assimilation cases. Figure 3-9 shows the observed 4DAI and the mean maps of the posterior 

models in the ensemble for different cases of data assimilation. In general, the mean 4DAI map 

for the WS-PEM case (Figure 3-9c) shows that the data assimilation algorithm was effective to 

diminish the predominant hardening 4D signals around the injectors in prior models (Figure 3-

9b).   
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Figure 3-8: Match quality for the 4D seismic data, (a) fragments of the 4DAI observed map and 

(b) shows the NQDS indicator of different cases for each fragment of the 4DAI and also the 

entire map. 

 

     To have a sense of how effective the joint assimilation was for the DAI-Proxy cases, it is 

worth comparing Figures 3-9b, d, and e. Like the PEM case, in the proxy cases, the prior 

hardening 4D signals in the location of injectors were reduced in intensity. The comparison of 

the WS-PEM and WS-DFCE cases (Figures 3-9c and e) shows that the prior 4D signals around 

injector wells (Figure 3-9b) were ameliorated to the same degree by these two cases. This 

indicates that the DFC model and its model error treatment approach provided a data 
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assimilation framework comparable to the WS-PEM case. It is worth discussing the results for 

the WS-DUC case (Figure 3-9d) as there are some areas indicated with red arrows. In those 

areas, the water saturation change signals are blurred compared to the observed 4DAI map 

(Figure 3-9a). 

     We performed additional calculations to analyze the performance of the WS-DUC case. The 

average 4DAI values for the observed (Figure 3-9a) and posterior maps (Figures 3-9c, d, and 

e) were calculated. This value for the observed map was 59.4 
𝑘𝑃𝑎.𝑠

𝑚
 while for the WS-DUC, WS-

DFCE, and WS-PEM cases the values were 49.4, 88.1, and 86.6 
𝑘𝑃𝑎.𝑠

𝑚
 respectively. The average 

value is closer for the observed and the WS-DUC case. This indicates that this case tends to 

minimize the 4D seismic objective function in a way that the posterior 4DAI values are close 

to the average 4DAI value of the observed map. As the uncertain coefficients in the DUC model 

are scalar, they were updated to reproduce posterior 4DAIs close to the average value of the 

observed map. Thus, the WS-DUC case falls short of reproducing peak values of water 

saturation change signals around injectors (Figure 3-9d). By contrast, the WS-DFCE case was 

effective in those areas and diminished the prior hardening effects around the injectors.  

3.7.4 Uncertainty assessment 

     Data assimilation algorithms update the prior models and reduce uncertainty in the model 

parameters. For our research, the model parameters were divided into grid and scalar 

parameters. Figure 3-10 shows the boxplots of the posterior values for the scalar uncertain 

parameters color coded by different cases. Production data assimilation reduced uncertainty in 

the scalar parameters, as shown by the green boxes in Figure 3-10. Joint assimilation with the 

4D seismic data provided more observed data, which in turn led to a noticeable reduction of 

uncertainty for these parameters. The ensemble collapse for scalar parameters when using the 

4D seismic data is reported in da Nóbrega et al. (2018), Danaei et al. (2020), and Emerick 

(2016). 

     From the results in Figure 3-10, it appears that both the WS-PEM and WS-DFCE cases 

provided similar uncertainty reduction for the scalar parameters. Both cases share a noticeable 

uncertainty reduction for the Corey exponent shown in Figure 3-10c. For other uncertain scalar 

parameters, both cases provided similar results. Perhaps the most different results for 

uncertainty assessment were seen in the WS-DUC case. A significant observation from Figure 

3-10 is the close posterior values of the OW and WS-DUC cases. This indicates that the 

uncertain coefficients in the DUC model reduce the effects of the 4D seismic data and shift the 
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joint assimilation to the well-production data. This observation is in line with the previous 

observation reported in the data match quality for well objective functions (Figure 3-7). To have 

uncertainty assessment for grid parameters such as porosity, mean of posterior models and its 

standard deviation are calculated for different cases of data assimilation (Figures 3-11 and 12). 

A comparison of the results in Figure 3-11 shows that the WS-PEM and WS-DFCE cases 

provided similar posterior models in terms of grid parameter porosity. 

 

 
Figure 3-9: (a) the observed 4DAI map used for the data assimilation, (b) is the mean prior 4DAI 

map, and the mean posterior 4DAI maps are provided for the PEM case (c), WS-DUC case (d), 

and WS-DFCE case (e). 
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Figure 3-10: Uncertainty assessment for scalar uncertain parameters from different data 

assimilation cases 

 

 
Figure 3-11: Prior models mean porosity (a), and posterior means for OW case (b), WS-PEM 

case (c), WS-DUC case (d), and WS-DFCE case (e). 
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Figure 3-12: Standard deviation of porosity calculated for layer 9 of prior models (a), posterior 

models in the ensemble for the OW case (b), WS-PEM case (c), WS-DUC case (d), and WS-

DFCE case (e). 

3.7.5 Production forecast 

     The reference model (UNISIM-I-R) enables us to test the posterior models of different data 

assimilation cases in terms of production forecast. The reference model provides the future 

responses of the reservoir therefore; we evaluated the forecast capabilities of the posterior 

models. For the data assimilation, the ES-MDA used 2618 days of well-production data and a 

4DAI map. We considered 3014 days after the history data (post history) for forecast evaluation. 

Figures 3-13 and 14 show the cumulative field oil production and oil production rate for a well 

(PROD005) color coded with different cases.   
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Figure 3-13: Cumulative field production forecast for different data assimilation cases. (a) OW 

case with posterior models in green; WS-PEM in (b), WS-DUC in (c), and WS-DFCE in (d). 

 

     For our case study, the 4D seismic data assimilation mainly impacted the production 

forecast. The WS-PEM case provided more reliable posterior models for production forecast 

compared to the OW case, as shown in Figures 3-13a and b. The production forecast of the WS-

PEM case (red curves in Figure 3-13b) encompasses the reference data. The reliability of the 

production forecast for the WS-DFCE and WS-DUC cases are shown in Figures 3-13c and d, 

respectively.  Although the WS-DUC case provided better posterior models for 4D seismic and 

well-production objective functions (Figures 3-7 and 8b), they were less able to provide reliable 

forecast in terms of cumulative field oil production (Figure 3-13c). The uncertain coefficients 

in the DUC model were updated during the data assimilation procedure, which weakened the 

updates for other uncertain parameters. The impact of uncertain coefficients in the DUC model 

for the WS-DUC case was especially severe on the production forecast. The comparison of the 

WS-PEM and WS-DFCE cases (Figures 3-13b and d) shows similar capability of posterior 

models for these cases throughout the forecast. The WS-DFCE case provided posterior models 
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(blue curves in Figure 3-13d) that encompass the reference data. In Figure 3-14, the comparison 

of the results between the WS-PEM and WS-DFCE shows that the production forecast for the 

oil rate of PROD005 was similar.  

 
Figure 3-14: Oil production rate forecast (PROD005) for posterior models of different data 

assimilation cases. 

3.7.6 The role of the proxy model error 

     We considered two cases to specifically analyze the role of the proxy model error in the data 

assimilation results and production forecast. Here, we performed the joint data assimilation 

considering the proxy with fixed coefficients without the model error treatment (WS-DFC) and 

with the same configurations used for the WS-DFCE case. We ranked the posterior models for 

these two cases using the NQDS indicator for all the well-production objective functions 

(Figure 3-15). This figure shows an overall match quality for the well-productions’ objective 

functions likewise Figure 3-7 in section 6-2. From Figure 3-15, it is clear that the case with the 

proxy model error treatment (blue line) yielded better history matched models with lower 

NQDS values. For example, the WS-DFCE case had 35 models between [-1,1] and 249 models 
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in the range of [-3,3], while the WS-DFC case had 20 models between [-1,1] and 202 models 

in the range of [-3,3]. 

 
Figure 3-15: Comparison between the WS-DFCE with the proxy model error treatment and the 

WS-DFC without the treatment. 

 

     The analysis of the 4D seismic objective function and uncertainty assessment revealed two 

things. First, to account for the proxy model error in WS-DFCE case, the data error covariance 

matrix for the 4D seismic observed data was inflated. This generated lower values of 4D seismic 

objective function for the WS-DFC case, when compared to the WS-DFCE case. The second is 

related to the uncertainty assessment for these two cases. This analysis showed close responses 

for the WS-DFCE and WS-DFC cases, but the normalized variance of the model parameters 

was higher when we account for the proxy model error. This was expected as the proxy model 

error treatment in WS-DFCE weakened the updates for the uncertain model parameters through 

the data assimilation procedure.    

     We investigated further by comparing the production forecast reliability of the WS-DFCE 

and WS-DFC cases. Figure 3-16 shows the cumulative field oil production forecast for the WS-

DFC case. Here we compared the result in Figure 3-16 with that of the WS-DFCE case in Figure 

3-13d. The posterior models’ forecasts highlight that accounting for the proxy model error led 

to more reliable production forecast for the WS-DFCE posterior models. The forecast obtained 

with this case encompasses the reference data compared to the optimistic forecast for the WS-

DFC case (Figure 3-16).  
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Figure 3-16: Cumulative field oil production forecast for the WS-DFC case posterior models. 

 

     For our case study, accounting for the proxy model error in the data assimilation improved 

the data match quality for the wells’ objective functions. Although the treatment for the proxy 

model error in the WS-DFCE case did not improve the 4D seismic objective function, it 

weakened updates for uncertain model parameters and prevented inconsistent updates. By 

doing so, the production forecast improved when proxy model error was considered, a good 

indicator that this procedure generated more consistent models.  

3.8 Discussion 

     The current research is based on the premise that we can substitute the traditional PEM with 

a lighter model in the simultaneous assimilation of 4D seismic and well-production data. Using 

these results, we can draw some comparative discussions with the previous research in Danaei 

et al. (2020). The argument here regarding the role of porosity in the DAI-Proxy and accounting 

for the proxy model error in data assimilation becomes more convincing by the results in 

Figures 3-10, 11, and 13. Here, the WS-DFCE and WS-PEM cases have similar uncertainty 

assessment for scalar and grid parameters. In Danaei et al. (2020), the cases with the proxy and 

PEM had different uncertainty assessment for scalar and grid parameters. Moreover, the WS-

DFCE case shown here provides reliable production forecast, unlike the proxy case of Danaei 

et al. (2020), where the production forecast for posterior models were overestimated or 

underestimated. Overall, the inclusion of porosity in the DAI-Proxy models mainly assisted the 

inversion of uncertain model parameters from the 4D seismic data in the joint data assimilation 

scheme. A lack of porosity in the proxy formulation caused inconsistent updates for model 

parameters as argued in Danaei et al. 2020. Additionally, accounting for the proxy model error 
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by estimation of the model error statistics mostly improved the production forecast as shown in 

section 6-6 when the WS-DFCE and WS-DFC cases were compared. 

     It is interesting to note that the DAI-Proxy (Equation 9) could be calibrated without using 

the prior models and a petro-elastic model. The water saturation change term (𝑓𝑠(𝜑) in Equation 

9) can be calibrated with Gassmann fluid substitution on well-log information. It is well-known 

that the fluid substitution using the Gassmann equation is not a full rock physics modeling. 

Therefore, water saturation change term could be calibrated without a rock physics model. The 

pressure change term (𝑓𝑝(𝜑) in Equation 9) can be calibrated using a history-matched model 

and an interpreted 4D signal caused by pressure change in impedance domain. In this process, 

the pressure change (∆𝑃 in Equation 12) is calculated with the history-matched model and by 

knowing the 4D signal caused by the pressure change, the coefficients of the pressure change 

term are evaluated. Note that adding other parameters (such as initial water saturation or initial 

pressure) to DAI-Proxy might seem to improve the proxy application, but by adding those, we 

may cast a shadow over the concept of using a simplified and straightforward proxy model like 

DAI-Proxy.   

     Unlike the PEM, the DFC model has fewer uncertain parameters and it is lighter. In addition, 

DFC model and its model error treatment approach provided similar results compared to the 

PEM application for 4D seismic data assimilation. This advantage of the DFC helps petroleum 

engineers to use a light model for 4D seismic data assimilation. Aside from being light, the 

DFC model is helpful for some applications with large-scale simulation models of giant 

reservoirs where extracting information from simulation models could be costly for seismic 

forward model calculations. The DFC model requires fewer outputs (only five grid variables) 

from simulation models to compute 4DAIs, whereas the same calculations are done with 18 

grid variables using the PEM. Moreover, in some cases where PEMs could be uncertain (such 

as carbonate reservoirs) or challenging to be calibrated (for instance, due to the lack of 

laboratory measurements) then using an approximate model like DFC and its model error 

treatment approach for 4D seismic data assimilation could be beneficial and should be 

considered. However, DFC model considers fixed coefficients for all reservoir grids that could 

be a limitation in highly heterogeneous reservoirs. For these cases, a possible solution would 

be to consider the coefficients of the DFC as a fixed value for each reservoir grid in order to 

capture the reservoir heterogeneity. This seems to be a fair solution, although further analysis 

is needed.    
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      It is noteworthy that the proxy with uncertain coefficients (the DUC model) also suffers 

from a limitation. Uncertain coefficients in this model are assumed as scalar uncertain 

parameters. This assumption simplifies the DUC application in the data assimilation algorithm. 

However, considering uncertain coefficients as grid properties can preserve the reservoir 

heterogeneity and might alter or improve the uncertainty assessment and production forecast 

for this case. Finally, we can extend the DAI-Proxy formulation (Equation 9) to three-phase 

flow and consider the gas saturation change term. However, two points should be noted and 

investigated here: (1) gas saturation change term should be inserted into the equation with its 

appropriate sign, for instance, an increase in gas saturation decreases the 4𝐷𝐴𝐼 and, (2) in three-

phase flow, we might consider whether the gas replaces oil or the water. The porosity function 

and its non-linearity might be different when gas replaces water from the case that it replaces 

oil.  

3.9 Conclusion 

     In this research, a method was presented to substitute the traditional PEM with a new proxy 

(named DAI-Proxy) for joint assimilation of well-production and 4D seismic data. The DAI-

Proxy linked time-lapse acoustic impedance to a summation of saturation-pressure changes 

with two coefficients, which are functions of porosity. This proxy was then used with an 

ensemble-based algorithm to integrate the observed well-production and 4D seismic data. 

Alongside the DAI-Proxy, the novelty of the method was to account for the proxy model error 

in the data assimilation algorithm. Two approaches were taken to treat the proxy model error: 

the first approach considered the coefficients in the DAI-Proxy as uncertain variables and the 

second approach estimated the proxy model error statistics from the prior ensemble of models 

and used fixed coefficients. Different data assimilation cases were designed to compare the 

performance of the DAI-Proxy and its proxy model error treatment approaches with the PEM. 

The results broadly are concluded in three main points: 

1- The proxy with fixed coefficient and its model error treatment approach provided a data 

assimilation case similar to the PEM case. Data match quality for both 4D seismic and 

well-production data of these two cases had similar responses. Here, the proxy and PEM 

cases were alike in terms of production forecast.   

2- The data assimilation case for the proxy with uncertain coefficients successfully 

mimicked the reservoir’s past behavior. However, this case fell short in the production 

forecast compared to the PEM case.  
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3- Based on the results, we recommend the DAI-Proxy with fixed coefficient and its proxy 

model error treatment approach as a substitute for PEM in the assimilation of observed 

4D seismic data.  

     Future research on the DAI-Proxy could be devoted to the direct calibration of the proxy 

model with observed 4D seismic data, laboratory measurements, or well-log information. New 

approaches to account for the proxy model error in data assimilation are also desirable for the 

future research.  
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4.1 Abstract 

     Time-lapse seismic data provides valuable information to assist reservoir monitoring, 

model-based reservoir management, and development activities. 4D seismic information can 

be used quantitatively to estimate saturation-pressure changes or update reservoir simulation 

models through a data assimilation process, which traditionally requires a 4D seismic forward 

model that includes two steps: (1) petro-elastic model to relate rock and fluid properties to 

elastic attributes and (2) seismic model to depict wave propagation in the reservoir. The 

traditional forward model brings some complications in quantitative applications, such as time-

lapse seismic history matching. Its multidisciplinary nature is a significant bottleneck to update 

simulation models, once observed 4D seismic data is used with production data in the 

assimilation process. Furthermore, it is time-consuming, especially in three-dimensional 

simulation models within data assimilation with several iterations. Here, the traditional forward 

model needs to be run hundreds or even thousands of times. Aside from being time-consuming, 

it requires substantial computer memory for complex geology, where more sophisticated 

seismic models are needed. In 4D seismic quantitative applications, the timely use of the 

information and its full benefits fade away due to the computational cost and time of the 4D 

seismic forward model. This research proposes a proxy (we call it, S4D-Proxy) to replace the 

traditional approach. The S4D-Proxy leverages machine learning models to detect hidden 

patterns and learn relations between input features (e.g., porosity and saturation-pressure 

changes) and the target (time-lapse difference of seismic amplitude). Training data are prepared 

and fed to the machine learning algorithms to relate the inputs and the desired output. The 

performances of the machine learning models are evaluated based on a numerical measure 

(coefficient of determination) and visual comparison of the results with the traditional forward 

model. Our results show that the average coefficient of determination for the test dataset is in 

an acceptable range. Moreover, the visual comparison of the proxy predictions with those from 

https://doi.org/10.1016/j.geoen.2023.211460
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the traditional approach shows high similarity. Most hardening and softening 4D signals are 

reproduced with the proxy models. The main advantage of our approach is that it lowers the 

computational cost and time. The application of the proxy in data assimilation process could 

offer a significant speed advantage with faster 4D seismic forward modeling for data 

assimilation iterations. Unlike the traditional forward model, which is one step (petro-elastic 

model) then another (seismic model), our approach performs the forward modeling at once (all-

in-one proxy model). It also offers an alternative 4D seismic forward model for time-lapse 

seismic feasibility study. All these advantages make the S4D-Proxy valuable and practical in 

permanent reservoir monitoring (PRM), where the reduced turnaround time in the forward 

model indicates the timely use of the 4D seismic information.  

4.2 Introduction 

     Time-lapse (4D) seismic data typically comprises information related to changes in fluid 

saturations, pressure, compaction, and temperature. These changes affect reservoir density and 

stiffness, which eventually alter seismic responses and might be observed with repeated 3D 

seismic surveys or 4D seismic data. This data could assist reservoir monitoring, model-based 

reservoir management, and development activities. For example, Buksh et al. (2015) and 

Mateeva et al. (2015)  discussed 4D seismic applications to optimize reservoir management. 

Also, Gee et al. (2017), and Pathak et al. (2018) used this information for reservoir future 

development strategies. A qualitative interpretation of these data could explain the causal 

effects of 4D signals and might help researchers and operators detect reservoir model 

deficiencies (Maleki et al., 2021). Apart from the qualitative applications, 4D seismic data is 

used quantitatively to estimate changes in reservoir property with time, like pressure and 

saturation changes. This estimation could prove helpful for reservoir management and well-

planning decisions (Cao and Roy, 2017). Moreover, observed 4D seismic data might be 

assimilated quantitatively with production data (4D seismic history matching) to calibrate 

reservoir simulation models and update their model parameters. However, this joint 

assimilation of observed data is very time-consuming and usually involves several iterations. 

In iterative ensemble-based data assimilation methods, a set of prior simulation models is 

updated through several iterations and, therefore, hundreds or thousands of simulation runs are 

required. Examples of the observed data assimilation (4D seismic together with production 

data) that require multiple iterations are presented in Silva Neto et al. (2021) and also can be 

found in Danaei et al. (2022).   
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     The quantitative applications of 4D seismic data traditionally need forward modeling to 

relate the simulated rock and fluid properties to the synthetic seismic responses. The traditional 

forward model has two connected steps performed in sequence. The first is a petro-elastic model 

(PEM), which relates the simulated rock and fluid properties to the synthetic elastic 

characteristics, and the second is a seismic model to simulate the wave propagation in the 

reservoir. Therefore, the traditional forward model is a combination of PEM and seismic model. 

This combination could be used with different data assimilation algorithms to quantitatively 

integrate 4D seismic information. For example, Amini et al. (2011), Bogan et al. (2003), and 

Tabatabaei et al. (2014) discussed the use of PEM and seismic model in the 4D seismic 

quantitative applications. Dadashpour et al. (2008) employed the combination of PEM and 

seismic model for inverse modeling of saturation-pressure changes, and Tolstukhin et al. (2012) 

used this combination in 4D seismic history matching to update reservoir simulation models.  

     One primary problem of the traditional forward model is its multidisciplinary nature. Rock-

physicists are involved in developing the PEM, and geophysicists are responsible for simulating 

seismic wave propagation in the reservoir. This problem is more severe when petroleum 

engineers perform 4D seismic history matching to calibrate simulation models. In their 

applications, the traditional PEM and seismic model act as a tool that executes modeling in two 

consecutive steps. PEM is the first step and is then followed by the seismic model. This 

multidisciplinary nature of the traditional approach has resulted in complications and gaps being 

introduced to the joint data assimilation frameworks. However, some workarounds (such as 

proxy models) could make the traditional forward model more accessible to petroleum 

engineers. Another challenging problem of the traditional forward model is that it is a time-

consuming task. For instance, there are different seismic modeling methods, finite- difference 

(FD) and finite-element (FE) methods, or ray-tracing methods. A common factor for all these 

methods is their high computational cost and time. Even a fast method like 1D convolutions 

could be time-consuming when applied to three-dimensional reservoir models or inside iterative 

ensemble-based data assimilation procedures, where PEM and seismic model are repeated 

several times to update simulation models. Moreover, each part of the traditional approach 

poses its own problems, which contribute to the overall complications. For instance, the main 

problem with the PEM is its uncertainty and, on occasion, it is challenging to develop a reliable 

model for the 4D seismic applications (Danaei et al., 2020). Based on these drawbacks and 

given the step-by-step process of the traditional forward model, our preference is to use a proxy 
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model. It could be a partial replacement of the PEM with a proxy (PEM-Proxy) or a total 

replacement of the PEM and seismic model (we call it, S4D-Proxy).  

     For the partial replacement of PEM, there have been attempts to present proxy models. PEM-

Proxy could be an alternative model where a reliable PEM is unavailable or difficult to develop 

(Danaei et al., 2020). Several authors have discussed and suggested different PEM-Proxy 

models to invert time-lapse saturation-pressure changes from 4D seismic data. Landrø (2001) 

presented a PEM-Proxy in which a first-order approximation is used to relate seismic 

parameters (P-wave velocity, S-wave velocity, and density) to saturation changes. P-wave and 

S-wave velocities are related to pressure change with a second-order approximation. Over time, 

several different studies have modified Landrø’s proxy model (Bhakta and Landrø, 2014; 

Meadows, 2001; Trani et al., 2011). These modifications are mostly related to the order of 

approximation in how seismic parameters relate to the saturation-pressure changes. Lang and 

Grana (2019) proposed a second-order approximation to relate seismic parameters to saturation-

pressure changes and porosity, initial saturation, and initial pressure. Perhaps PEM-Proxy 

models for 4D seismic applications have seen a constant evolution through decades. What 

began as a straightforward PEM-Proxy equation in Landrø (2001), has evolved to more 

sophisticated machine learning (ML) models to invert saturation-pressure changes directly from 

4D elastic attributes. For example, Zhong et al. (2020) and also Weinzierl and Wiese (2020) 

presented inversion of saturation-pressure changes from 4D elastic attributes where the former 

used a deep learning approach with a cycle generative adversarial neural network (CycleGAN) 

model and the latter employed a deep neural network (DNN). Most of the aforementioned 

research discussed PEM-Proxy for the inverse modelling of saturation-pressure changes. 

Danaei et al. (2022, and 2020) have shown the application of the PEM-Proxy in 4D seismic 

history matching to constrain reservoir simulation models.  

     For the total replacement of the traditional PEM and seismic model (the combination), 

previous studies suggested proxy models. To estimate pressure-saturation changes, MacBeth et 

al. (2006) showed an inversion process where the combination of PEM and seismic model was 

replaced with a linear summation with two coefficients to relate saturation-pressure changes to 

the 4D seismic signals (inverse linear regression model). Therefore, this inverse model with 

coefficients to link time-lapse saturation-pressure changes to 4D signals could be an option to 

avert PEM and seismic modeling for the inversion process (Floricich et al., 2005). In fact, PEM 

and seismic model parameters are reflected in these coefficients (Alvarez and MacBeth, 2014). 

Further on, the linear summation was expanded to the three-phase flow in Falahat et al. (2013) 
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where the authors considered the gas saturation change term in the linear formulation. Recently, 

some authors have leveraged ML models for the inverse modeling of saturation-pressure 

changes (Cao and Roy, 2017a; Corte et al., 2020; Dramsch et al., 2019b, 2019a; Xue et al., 

2019). For the total replacement of the traditional forward model in 4D seismic history 

matching to calibrate simulation models, one way is a binary map of 4D signals (Davolio and 

Schiozer, 2018). Alternatively, MacBeth et al. (2016) presented a proxy model as a replacement 

for the traditional forward model where the 4D seismic signal is related to saturations-pressure 

changes with a second-order Taylor series expansion scaled by the baseline seismic data 

(MacBeth et al., 2016; Oliver et al., 2021).  

    We must highlight that the ML models in the above applications are exclusively used to 

invert time-lapse property changes (such as saturation-pressure changes). Their main objectives 

are to propose an alternative inverse modeling method. To our knowledge, no study has focused 

on leveraging the ML algorithms as a proxy model for the combination of PEM and seismic 

model (as an alternative 4D seismic forward model). In this research, we address this gap in the 

literature and propose ML models to replace the traditional PEM and seismic model. As our 

new approach replaces the PEM and seismic model, we call it a proxy for the time-lapse seismic 

modeling or S4D-Proxy. The new approach was applied to a post-salt Brazilian offshore field. 

Three ML models were trained based on a training dataset prepared using an ensemble of 

reservoir models. Input features for the ML models were reservoir properties such as porosity, 

net-to-gross ratio (NTG), and time-lapse change in saturations and pressure. The target was a 

time-lapse difference of root-mean-square amplitude (dRMS). The ML models found hidden 

patterns between the input features and the desired output. Our proposed method could provide 

a better alternative approach to solve the problems when using the traditional forward model in 

the 4D seismic quantitative applications. Moreover, it is faster and provides an all-in-one model, 

unlike the traditional one, which comprises two steps.  

4.3 Research objectives and scope 

      The specific objectives are twofold: 

 

1) To estimate dRMS (target) from reservoir properties and their time-lapse changes (input 

features) using ML models 

2) To compare the predicted dRMS from ML models with those from the traditional PEM 

and seismic model based on different criteria 
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     The comparison criteria are based on a quantitative measure R-squared and a visual analysis 

of the predicted dRMS with those from the traditional PEM plus seismic model.  

4.4 Theoretical background 

      This section has three separate parts. In the first, we briefly explain the ML algorithms that 

we used in our research. To train these algorithms, we employed two training strategies: (1) 

standard and (2) 3x3 neighborhood, which are provided in the second part. In the third part, the 

quantitative measure (coefficient of determination) is explained that we used it to assess the 

performance of different ML models to predict the dRMS.  

4.4.1 Machine learning algorithms  

     Recently, there has been a sudden surge in the use of ML models in 4D seismic data analysis. 

The emergence of ML models could shape the future of the oil and gas industry to use 4D 

seismic data at a lower cost and time. The possibilities of using ML models in quantitative 

applications are vast, especially by knowing that these models automate time-consuming tasks 

and reduce computational storage and time. One possible use of the ML models in these 

applications could be as S4D-Proxy to replace the traditional forward model (PEM plus seismic 

model). For S4D-Proxy, two ML algorithms are considered: (1) Extreme Gradient Booster 

(XGBoost), and (2) Deep Neural Network (DNN).  

     The XGBoost algorithm is designed to be one of the most influential and fast machine 

learning algorithms (Chen and Guestrin, 2016). It combines the predictive power of multiple 

learning models (ensemble of weak learning models) to obtain a generalized and robust model. 

It uses decision tree models sequentially, one after another while starting from a base model. In 

the training phase, the base model prediction residual is calculated and trained with a new 

decision tree. Then, the residual of the new prediction is trained with another decision tree. In 

fact, each new model learns from the residual of the previous model. Sequentially, an ensemble 

of several decision tree models is formed, in which each model learns from its previous residual. 

The iterative process of tree building continues until the loss function (plus regularization term) 

does not minimize (improve) or converges to an expected value. Some advantages of the 

XGBoost algorithm are: (1) regularization term is included in the loss function, which averts 

overfitting; (2) the algorithm assigns weights to each leaf node of the decision tree which 

reduces the impacts of outliers in the input data; (3) parallel processing in the algorithm helps 

learning process and makes the algorithm fast. More details about the  XGBoost algorithm are 
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found in Chen and Guestrin (2016). Some applications of this algorithm in the reservoir 

engineering area are presented in Hadavimoghaddam et al. (2021), and Rostamian et al. (2022). 

     In addition to the XGBoost algorithm, a DNN structure is designed as the S4D-Proxy model. 

A typical structure for the DNN has three main parts. The first part is the input layer, the second 

is a sequence of hidden layers, and the last part is the output layer. The DNN architecture 

tailored for this research is based on the elements of the VGG architecture, which is an efficient 

structure, especially for image classification tasks (Simonyan and Zisserman, 2015). The 

structure is shown in Figure 4-1, where the input features run through a series of convolutional 

layers to capture the most relevant features from the inputs to predict the output. In the DNN 

structure, we start with two convolutional layers, followed by a rectified linear unit (ReLU) 

operator, a max-pooling layer, two other convolutional layers, and a max-pooling layer. Finally, 

we have two fully connected layers with the ReLU operator on top of them. All the 

convolutional layers use a kernel size of 3 with a stride equal to 1. The first two convolutional 

layers capture 32 feature maps and the last two output 64 feature maps. The fully connected 

layers have a size of 1024 each and, finally, the output layer predicts the labeled output of the 

network.  

 
Figure 4-1: The DNN structure used as proxy to replace the traditional PEM plus seismic model 

in 4D seismic applications. 

 

     The training phase of the DNN algorithm is an optimization process where the optimum 

values for the DNN model parameters (weights and biases) are adjusted iteratively to minimize 

the loss function. The training phase stops when the loss function of the algorithm reaches an 

expected threshold value. It is worth noting that, as the DNN has more model parameters to be 

optimized, it is thus crucial to have a validation dataset to tune those parameters. Once the DNN 

architecture (as shown in Figure 4-1) is built, the training and validation datasets are fed to the 

DNN. After the training phase, the DNN model performance is evaluated using a test dataset. 
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4.4.2 Training strategies  

     A supervised learning approach is used to train the ML algorithms. The training dataset is 

labeled to assign the input features to the target with two strategies: (1) standard strategy: in 

this approach, the input features are labeled pointwise to a specific target. As shown in Figure 

4-2a, each point (in the reservoir model, a grid) is assigned to one specific target. For example, 

the black point in Figure 4-2a for every input feature is labeled according to the target. (2) 3x3 

neighborhood strategy: each point (or grid) and the spatial information around its neighbors are 

considered for the training phase. Therefore, the grid is represented by itself and its 3x3 

neighbors as shown in Figure 4-2b. The black point and its 3x3 neighbors are assumed to train 

the ML algorithms in this figure. An obvious benefit of this strategy is that it provides more 

training data for the ML algorithms.  
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Figure 4-2: (a) standard strategy to train the ML algorithms where each black point in the input 

features is assigned to one specific target. (b) 3x3 neighbourhood strategy to train the ML 

algorithms where each black point is represented with itself and its 3x3 neighbours and are 

related to the target. 

 

 

     In the training phase, ML algorithms find hidden patterns between the input features and the 

target. After the training phase, the ML models are fed with the input features to predict the 

desired output (for our application, dRMS). 
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4.4.3 Quantitative measure for ML model evaluation 

     The coefficient of determination (R-squared) is used to evaluate the performance of each 

ML model. If we consider the vector of ML prediction (𝒅𝑝𝑟𝑒𝑑) and the vector of true value 

(𝒅𝑡𝑟𝑢𝑒) then: 

 

 

 

𝐷 = (𝒅𝑡𝑟𝑢𝑒)𝑇 ∗  𝟏𝑁𝑡𝑟𝑢𝑒
                                                                                               (1) 

 

𝑅 − 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 =  1 −  
(𝒅𝑡𝑟𝑢𝑒 −  𝒅𝑝𝑟𝑒𝑑)

𝑻
∗  (𝒅𝑡𝑟𝑢𝑒 −  𝒅𝑝𝑟𝑒𝑑)

(𝒅𝑡𝑟𝑢𝑒 −  𝐷)𝑻 ∗  (𝒅𝑡𝑟𝑢𝑒 −  𝐷)
                         (𝟐)  

 

Where, 𝟏𝑁𝑡𝑟𝑢𝑒
 is a vector of all ones and its size (𝑁𝑡𝑟𝑢𝑒) is equal to the size of 𝒅𝑡𝑟𝑢𝑒. This 

measure is used to evaluate each ML model as shown in the result section. 

4.5 Methodology 

     The XGBoost and DNN algorithms are trained to predict the desired output dRMS. Input 

features show the input variables for the training process, and the target denotes the output of 

the process. ML models learn to build a relationship between the input features and the target 

in the training process. For our application, the most common input features are reservoir 

properties such as porosity, net-to-gross ratio (NTG), initial fluid saturations, and initial 

pressure. The other input features include the time-lapse changes in the saturations and pressure. 

The input features are chosen based on two criteria: (1) features that are the main components 

of 4D sseismic signals (such as saturation-presuure changes), (2) those features that affect 4D 

signals and exist in petro-elastic modeling (such as porosity, and initial conditionas). For the 

application in this study, the target is dRMS. An ensemble of 3D reservoir simulation models 

is used to collect data and prepare datasets for the training and the evaluation phases. It is worth 

mentioning that the method is designed so that the map-based properties are extracted from the 

reservoir simulation models. The method to develop the ML models is divided into three main 

steps. Firstly, datasets are prepared for our application. The second step is to train the algorithms 

based on two training strategies mentioned in the previous section. The last step is to test the 

trained models using a portion of the prepared dataset that was not included in the training phase 

and is unseen for the ML models.  
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4.5.1 First step (dataset preparation) 

     The first common step in each machine learning approach is data preparation. This is 

important as the ML algorithms learn from the data and find hidden patterns between the input 

features and the target. Therefore, a good quality dataset is tantamount to being an excellent 

teacher to guide and correct the ML algorithms to the right answer. We use an ensemble of 3D 

reservoir models to prepare the dataset. The ensemble size (number of reservoir models) could 

have impacts on the training phase. Increasing the ensemble size provides more training 

samples and could capture more scenarios between the input features and the desired output. 

The training dataset must have variability which could provide better generalization (model 

ability to predict the output on unseen dataset) for the ML models. One must consider that the 

ensemble of 3D reservoir models could be either the prior ensemble (before data assimilation) 

or the posterior one (after data assimilation). 

    We consider 𝑀 = {𝑚1, 𝑚2, 𝑚3, 𝑚4, … , 𝑚𝑛} as an ensemble of 3D reservoir models with the 

size 𝑛. Each 3D model has grid parameters (e.g., porosity and NTG) which are defined for each 

grid of the 3D reservoir model. For example, 𝑚1 in the ensemble has porosity (𝜑1), and net-to-

gross (𝑁𝑇𝐺1) or 𝑚2 has 𝜑2, and 𝑁𝑇𝐺2. To follow standards and best practices to train the ML 

algorithms, we divide empirically the reservoir models in 𝑀 to training, validation, and test 

models. The training models form a dataset to teach the ML algorithms; the validation models 

are used to calibrate the ML parameters and hyper-parameters; and the test models form a 

dataset to evaluate the trained ML models on unseen data. Each 3D reservoir model appears 

only once in the prepared dataset. We choose 𝑥 models from the ensemble 𝑀 as the training 

subset (𝑇). In the same way, 𝑦 and 𝑧 are chosen from the ensemble for the validation (𝑉), and 

the test (𝐸) subsets: 

Training subset:      𝑇 ⊂ 𝑀       𝑐𝑎𝑟𝑑(𝑇) = 𝑥                                                 (3) 

Validation subset:   𝑉 ⊂ 𝑀      𝑐𝑎𝑟𝑑(𝑉) = 𝑦                                                 (4) 

Test subset:            𝐸 ⊂ 𝑀       𝑐𝑎𝑟𝑑(𝐸) = 𝑧                                                  (5) 

     In these equations, 𝑇, 𝑉, and 𝐸 are the training, validation, and the test subsets with sizes 𝑥, 

𝑦, and 𝑧 respectively. (⊂) denotes a proper subset from the ensemble of reservoir models (𝑀), 

𝑐𝑎𝑟𝑑 is cardinality and shows the number of elements in the subset. We describe the steps (A, 

B, C, and D) to build a dataset for the models in the ensemble (𝑀) as shown in Figure 4-3. 

These steps should be repeated for all the models in the ensemble. After dataset preparation, 𝑥, 
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and 𝑦 number of models are used as training and validation datasets. The remaining 𝑧 models 

form a dataset to test the predictions of the ML models.  

4.5.1.1 Step A 

     Figure 4-3 provides an example of the 3D reservoir model in the ensemble. The model is 

simulated to generate the saturation and pressure fields. This includes 3D water and gas 

saturation and reservoir pressure. The input features for the training phase require the time-

lapse difference of saturation and pressure changes. By knowing the baseline seismic survey 

time (mostly pre-production) and the monitor time (post-production), saturation and pressure 

changes are calculated.  

 

4.5.1.2 Step B 

     Using the simulation outputs from the previous step, synthetic elastic attributes (such as 

acoustic impedance) are calculated through petro-elastic modeling. Input parameters of the 

petro-elastic model are the 3D saturation and pressure models together with the rock and fluid 

properties. Note that the synthetic elastic responses are generated for the monitor time as well 

the baseline. The petro-elastic model used in our research is described briefly in Appendix A.   

4.5.1.3 Step C 

     1D convolutional seismic model is used to generate model simulated 3D seismic data. 

Subsequently, the root-mean-square (RMS) attribute is applied to the synthetic 3D seismic 

model to obtain the RMS attribute for baseline and monitor times. Finally, the dRMS attribute 

is generated by subtraction of the RMS attributes.  

4.5.1.4 Step D 

     The last step of the data preparation is to extract 2D maps from the simulated 3D reservoir 

properties such as porosity, NTG, initial saturations, and initial pressure. These 2D maps of the 

static properties are stored in the prepared dataset. 2D maps are extracted for the simulated 

saturation and pressure changes (the outputs of step A), and static properties such as porosity, 

NTG, initial saturations and also initial pressure. Moreover, a 2D map is extracted for the 

synthetic dRMS from step C. The 2D maps could be an average property map in a window from 

top to the base of the reservoir.      
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Figure 4-3: Steps for dataset preparation using an ensemble of 3D reservoir models. 

 

    The prepared dataset consists of the map-based properties for each model in the ensemble. 

These properties are reservoir properties, time-lapse changes, and the synthetic dRMS. It is 

worth noting that, when we mention a model in the prepared dataset, we mean its associated 

map-based properties. For instance, when we mention model 𝑛 (𝑚𝑛), we mean its associated 

map-based information including: porosity (𝜑𝑛), net-to-gross ratio (𝑁𝑇𝐺𝑛), initial water and 

gas saturations (𝑆𝑤𝑖𝑚𝑛
, 𝑆𝑔𝑖𝑚𝑛

), initial reservoir pressure (𝑃𝑖𝑚𝑛
), dynamic reservoir changes in 

saturations and pressure (𝑑𝑆𝑤𝑚𝑛
, 𝑑𝑆𝑔𝑚𝑛

, 𝑑𝑃𝑚𝑛
), and synthetic timely difference in seismic 

attribute (𝑑𝑅𝑀𝑆𝑚𝑛
). As mentioned, the prepared dataset is splitted into training, validation, and 

test datasets.  

4.5.2 Second step (train the ML algorithms) 

     A supervised learning approach is used to train the ML algorithms, as shown in Figure 4-4. 

The training dataset is labeled, and the input data for the training process was paired to a 

particular output. The labeled training dataset helps the ML algorithms learn and correct by 

knowing the output. The goal is to develop an ML model that minimizes a loss function, the 

difference between model predictions, and the labeled outputs.  

     For the XGBoost algorithm, the training dataset is applied using two strategies: (1) standard 

training and (2) 3x3 neighborhood. These strategies are explained in the previous section and 

are shown in Figure 4-2. The algorithm was trained independently with these two strategies. 

The XGBoost learns from the labeled pairs of input and output to modify its weights. For the 

DNN, a 3x3 neighborhood strategy was used and the training dataset was applied to the DNN 

to adjust the appropriate weights of neurons. The validation dataset enables the algorithms to 
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optimize and tune hyper-parameters. Tuning these parameters is crucial to develop efficient ML 

models.  

 

  
Figure 4-4: The second step in the proposed method where the ML algorithms are trained using 

the training and the validation datasets with the training strategies. 

 

4.5.3 Third step (evaluate the ML models) 

     The performance of ML models is evaluated on the test models (Figure 4-5) based on two 

criteria. The first is the quantitative metric R-squared and the second is the visual comparison 

between the ML model predictions and the synthetic dRMS generated by the traditional PEM 

and seismic model. The test dataset is not used in the training phase (holdout dataset) and is 

unknown for the trained ML models.  

 

 
Figure 4-5: The last step in the proposed method. ML models are evaluated based on different 

criteria. 

 

 

 

 



119 

 

  

4.6 Application 

     The proposed methodology was applied to a post-salt Brazilian offshore field located in the 

Campos Basin. The field is composed of unconsolidated sandstone (soft sandstone) while the 

target reservoir is channelized and pinching out to the south and east (Maleki et al., 2019). There 

are 11 development wells, including seven producers and four injectors (Figure 4-6a). 

Production started in 2013 and injectors commenced water injection in 2014 mainly to maintain 

reservoir pressure. A Permanent Reservoir Monitoring (PRM) setting was installed in the field 

using Ocean-bottom Cable (OBC) technology which at the time of deployment was considered 

the deepest PRM setting in the world (Ebaid et al., 2017). The baseline (pre-production) seismic 

survey was acquired in 2013 and a monitor survey (post-production) in 2016. A comprehensive 

4D seismic qualitative interpretation was performed for this field, as shown in Maleki et al. 

(2021). Main 4D signals were related to the hardening effects around the injectors (blue areas 

around I1, I2, I5, and I6 in Figure 4-6b) and softening effects due to gas out of the solution in 

the middle and the eastern parts of the reservoir (red areas in Figure 4-6b). These main 4D 

signals are based on the qualitative interpretation of observed 4D seismic data. In addition, there 

were small-scale 4D softening signals around injectors I1, I5, I6, and partially for the injector 

I2 (Figure 4-6b), which are likely related to pushed oil by these injectors. Moreover, small-scale 

4D hardening signals in the western part of the reservoir which are likely related to aquifer 

water. For more detailed information, readers are referred to Maleki et al. (2021).   

 

     For this reservoir, an ensemble of 3D reservoir models was generated with the size of 200 

models. Figure 4-6a shows a random reservoir model with the location of producers and 

injectors. This ensemble of 3D reservoir models was used to prepare the datasets (training, 

validation, and test) to train the ML algorithms and evaluate their performance. Each reservoir 

model had 218*113*58 grids with 364363 active cells and was bounded to three faults 

interpreted on the west flank. Model grid parameters included: porosity, net-to-gross ratio 

(NTG), absolute permeability in three main directions. These grid parameters were defined for 

each grid of the reservoir model. Apart from grid parameters, we also defined scalar parameters 

such as rock compressibility, oil, water, and gas relative permeabilities, and oil-water contact 

depth. These scalar parameters were a unique value for all the grids of the reservoir model. It 

is worth noting that the reservoir models in the ensemble are the prior models (before data 

assimilation), so the reservoir models neither match the production data nor the 4D seismic 

data.  
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Figure 4-6: (a) a random simulation model in the ensemble showing the locations of producers 

and injectors; (b) 4D seismic signals showing the main softening (red) and hardening (blue) 

signals for the reservoir. 

 

     Three ML models (shown in Table 4-1) were developed under two setups: (1) different ML 

algorithms (XGBoost and DNN) and (2) different training strategies (standard and 3x3 

neighborhood). The combination of different ML algorithms and training strategies developed 

three ML models. The first model used the XGBoost algorithm with a standard training strategy 

and was called XGB. The second was named XGB-3x3 and used the XGBoost algorithm and 

the 3x3 neighborhood as training strategy. The last model was labeled DNN-3x3 and used the 

DNN algorithm with the 3x3 neighborhood strategy for the training phase. For ease of analysis 

and comparison, a color-code was given to each ML model. The XGB model was given red, 

XGB-3x3 was coded green, and DNN-3x3 was given blue. Note that in the result section, we 

use “reference solution” to refer to the synthetic dRMS for test models in the test dataset which 

is generated with the traditional PEM plus seismic model.  
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Table 4-1: Three ML models to predict the desired output 

 
 

    The prediction of each ML model is analyzed quantitatively with R-squared and a visual 

comparison is used to assess the prediction of the ML models qualitatively. 

4.7 Results 

     The results of the ML experiments are presented in four parts. The first part explains the 

data preparation for our case study. The second evaluates quantitatively the ML models’ 

predictions. Visual comparisons of the proxy predictions with those from the reference solution 

are presented in the third section. Finally, we discuss the elapsed time for the ML models 

predictions versus the traditional PEM and seismic model (reference solution).  

4.7.1 Data preparation and training phase 

     Knowing the baseline (2013) and the monitor (2016) times, a dataset was prepared based on 

the steps described in the methodology section 4.1. The steps were repeated for all the models 

in the ensemble. Eventually, we divided the prepared dataset for our application into the training 

(70% of the models in the ensemble, or 140 models), the validation (10%, or 20 models), and 

the test dataset (20%, or 40 models). The performance of the three ML models (XGB, XGB-

3x3, and DNN-3x3) was evaluated based on the quantitative measure R-squared and visual 

comparison of the predicted dRMS versus the reference solution (PEM plus seismic model 

which are described in Appendix C).  

4.7.2 Quantitative measure R-squared 

     We analyzed and compared the responses of the three ML models on the test dataset. For 

each ML model result, a boxplot was drawn for the group of the R-squared in the test dataset 

(Figure 4-7a). Each ML model is shown in Figure 4-7 with its own color code. Aside from the 

boxplots, the group of the R-squared was represented with a histogram shown in Figure 4-7b. 

The results demonstrate that the DNN-3x3 had the best predictability when compared to the 



122 

 

  

other two ML models. The mean R-squared of the DNN-3x3 on the test dataset was 0.64. 

However, the mean values for the XGB-3x3, and XGB models were 0.62, and 0.56 respectively.  

     Although both XGB-3x3 and DNN-3x3 had similar upper quartile values (0.72), the DNN-

3x3 model had a maximum R-squared equals 0.8 while that value for the XGB-3x3 model was 

0.78. An interesting observation in Figure 4-7a concerns the median value of these two ML 

models. The blue boxplot in the figure shows that the median value for the DNN-3x3 model 

was 0.67 and, for the XGB-3x3 (the green boxplot), the value was 0.64. This indicates that 

when, comparing the group of R-squared, the DNN-3x3 had more test models with R-squared 

higher than 0.67 compared to the XGB-3x3. In fact, a closer look at the results revealed that the 

DNN-3x3 had 20 test models with R-squared higher than 0.67, while the XGB-3x3 had only 

14 test models. In line with our previous observation, Figure 4-7b also indicates that the DNN-

3x3 had more test models with R-squared higher than 0.67 compared to the XGB-3x3 (One can 

compare the blue and red histograms in Figure 4-7b).  

 

 
Figure 4-7: Boxplots for different ML models with their respective colours in (a); Histograms for 

the XGB, XGB-3x3, and DNN-3x3 with their colours. 
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     The comparison of the XGB and the XGB-3x3 showed that the XGB-3x3 provided better 

predictability compared to the XGB. For example, comparing the red boxplot in Figure 4-7a 

with the green one indicates that all the five-number summaries (minimum, maximum, and 

quartiles) for the XGB-3x3 were better than the XGB model. The histograms in Figure 4-7b 

also indicate the same conclusion in much the same way. The XGB-3x3 model gave better 

results as in its training phase, the 3x3 neighborhood strategy was adopted. This shows the 

importance of including spatial information in the input features (information around a point 

paired to output) to train the ML algorithms.  

     The R-squared measure was used to analyze different ML models, but we also visually 

compared the proxy predictions with the reference solution (PEM plus seismic model). This 

comparison helped us observe the performance of each ML model to predict the main 4D 

signals of the reservoir.   

4.7.3 Visual comparison of ML models predictions 

     For each ML model, the R-squared values in the test dataset were divided into four ranges. 

The first had an R-squared between [0.7, 1], which we called the “excellent” category. The 

second was between [0.5, 0.7] and called the “good” category. The third range had an R-squared 

between [0.3, 0.5], and the fourth was [0, 0.3], which were named “medium” and “low” 

categories, respectively. The four categories of R-squared (excellent, good, medium, and low) 

provided a suitable platform to compare different ML models visually. For each category, we 

selected a common model in the test dataset to compare the proxy predictions.  

     For a test model in the excellent category, all three ML models were able to predict the main 

4D signals, as shown in Figure 4-8. Comparison between the reference solution and the proxy 

predictions showed that the hardening signals around the injectors were captured by the ML 

models (Figure 4-8 blue ovals). Though all three ML models predicted the hardening signals 

around the injectors, the DNN-3x3 model captured more details around the injectors. DNN-3x3 

performed well, especially around injector I6, providing a good prediction for the softening red 

signal around that injector. Moreover, the DNN-3x3 predicted the hardening signal located in 

the eastern part of the reservoir (blue arrows in Figure 4-8). The XGB-3x3 model had not 

predicted that hardening signal. The results from the DNN-3x3 model demonstrated its ability 

to predict subtle changes in the reservoir. The reason could be in the DNN architecture used for 

our research, where different convolutional layers could be able to capture more features in the 

input data to train the DNN algorithm.  
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Figure 4-8: Visual comparison between the proxy dRMS predictions with those from the 

reference solution. 

 

     The softening signals due to the gas out of the solution in the center and the right flank of 

the reservoir were also predicted by all three ML models (red dashed areas in Figure 4-8). By 

comparing the results, we observed that the prediction of the softening signal in the right part 

of the reservoir was slightly better in the DNN-3x3 model. A further comparison between the 

XGB and XGB-3x3 models revealed comparable results, but the results of XGB-3x3 were 

better mainly in the locations of the softening signals. This underlines the effect of neighboring 

information to predict the output value by the XGB-3x3 model. A similar effect was observed 

in the analysis of the R-squared for these two ML models, where the XGB-3x3 model yielded 

a higher R-squared compared to the XGB model. 

     In much the same way, we analyzed the prediction results for a test model in the good 

category (R-squared from 0.5 to 0.7). The analysis tied well with our previous results for a test 

model in the excellent category. Here, the comparison of the predictions showed that the three 

ML models were nearly identically capable of predicting the hardening signals around the 

injectors (blue ovals in Figure 4-9). Additional observations revealed that the DNN-3x3 model 

had slightly superior predictions for the subtle 4D signals (small-scale 4D signals), as shown in 

Figures 4-10 and 11. For example, the DNN-3x3 model better predicted the softening signals 

around injectors I5, and I6 (a close-up view in Figure 4-10) and the DNN-3x3 model predicted 
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the 4D signals located in the southern part of the injector I2, as shown in a close-up view in 

Figure 4-11. Contrary to the predictions of the hardening signals where all ML models were at 

the same level, the DNN-3x3 model had better predictions in terms of the softening signals than 

the XGB-3x3 and XGB models (red arrows in Figure 4-9). The DNN-3x3 model better captured 

the softening signal in the eastern part of the reservoir than the XGBoost models. This 

characteristic of the DNN model is almost in line with our previous observation for the test 

model in the excellent category. Comparison of predictions from the XGB-3x3 and XGB 

models showed that the 3x3 neighborhood strategy in the training phase helped the XGB-3x3 

model predict better in some locations. For example, the prediction of the softening signal in 

the eastern part of the reservoir was better for the XGB-3x3 model compared to the XGB model.   

 

 
Figure 4-9: dRMS predictions with different ML models and the reference solution. 
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Figure 4-10: small-scale softening 4D signals around injectors I5 and I6. Here, proxy predictions 

are presented where the DNN-3x3 has more details compared to other two ML models. 

 

 
Figure 4-11: small-scale 4D softening signal around injector I2 which captured by the DNN-3x3 

model. 

 

     To be consistent in our visual evaluation of the ML models, we compared a test model in 

the medium category for all three ML models. Figure 4-12 shows the reference solution and the 

ML models predictions. We observed that neither the DNN nor the XGBoost models could 

properly predict the hardening signals around injectors I5 and I6 (straight blue lines in Figure 

4-12). One should note that the test model analyzed was in the medium R-squared category; 

therefore, the predictions of 4D signals are not as good as previous test models. The hardening 
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signals for injectors I1 and I2 were captured by almost all ML models and a comparison of 

these signals showed that the predictions were equal and at the same level (blue ovals in Figure 

4-12). Like the hardening signals, the prediction of the ML models for the softening signals was 

also comparable. However, some details were predicted by the DNN-3x3 model, while the 

XGB-3x3 and XGB models were not able to capture them. For example, Figure 4-13 shows the 

softening (red) signal near injector I2 in close-up. In this figure, the signal was predicted slightly 

better by the DNN-3x3 model compared to the XGB-3x3 and the XGB models. 

 

 
Figure 4-12: Performance of different ML models for a test model in the medium category. 
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Figure 4-13: close-up of the softening (red) signal located in the centre of the reservoir near 

injector I2. 

 

 

4.7.4 Computational time of the S4D-Proxy versus the traditional approach 

     The elapsed time for the S4D-Proxy predictions and the traditional PEM plus seismic model 

calculation were analyzed and compared. Using the ensemble of reservoir models (200 

simulation models), the elapsed times to generate synthetic dRMS with the traditional approach 

and the ML models were computed. It is critical to understand how different the traditional and 

our new approaches are in terms of computational time. The traditional approach took 36 hours 

to generate dRMS for the ensemble of reservoir models. In contrast, the XGBoost models (XGB 

and XGB-3x3) took less than 30 minutes for training and some extra minutes to generate the 

synthetic dRMS for the ensemble of reservoir models. The same procedure for the DNN-3x3 

model took about 4 hours for training and some minutes to compute the synthetic dRMS. This 

result demonstrates that the S4D-Proxy models reduce the computational cost of the traditional 

forward model. They also automate 4D seismic forward modeling, which is especially 

interesting for petroleum engineers performing 4D seismic history matching to calibrate 

reservoir simulation models. We used a multi-user cluster of computers to generate the synthetic 

dRMS for the ensemble of simulation models with the traditional approach. Therefore, the 

elapsed time was subjected to the task scheduling in the cluster and the node failure of the 
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system. However, the mentioned times were the averaged elapsed times calculated from several 

attempts. Moreover, the ML models application also could be optimized to perform faster.  

4.8 S4D-Proxy applications in 4D seismic data analysis  

     This section brings the most immediate applications of the new 4D seismic forward model 

S4D-Proxy. The proxy can be used in more diverse 4D seismic quantitative applications. 

Perhaps the two most prominent use cases of our new approach are: (1) as a forward model in 

the joint production and 4D seismic data assimilation to update simulation models, (2) as a 4D 

seismic forward model in the saturation-pressure changes inversion.  

4.8.1 4D seismic forward model in the joint production and 4D seismic data assimilation 

     Production and 4D seismic data could be used to update reservoir simulation models. Joint 

assimilation of these data (or 4D seismic history matching) is performed in a common domain 

to compare the synthetic seismic data (forward modeled) with the observed one. 4D seismic 

data could be integrated in different domains, such as seismic amplitude, seismic impedance, 

or saturation-pressure changes domain. Each data integration domain has its pros and cons. For 

example, one practical advantage of the seismic amplitude domain is the prompt access to the 

observed data. 4D seismic data in the amplitude domain is readily available after the 4D seismic 

processing and there is no need to run 4D seismic inversion. Although the prompt availability 

of the observed data is highly appealing, generating the modeled 4D seismic data for seismic 

history matching process could be complicated and time-consuming. There is a primary 

problem related to the traditional 4D seismic forward modeling in these applications, which 

uses PEM (the first step) and the seismic model (the second step). This is further compounded 

when an ensemble of models is used for the joint data assimilation, where hundreds or 

thousands of simulation runs are performed. For the joint data assimilation, the S4D-Proxy 

perfectly fits as a 4D seismic forward model to accelerate the 4D seismic data integration. The 

proxy replaces the time-consuming task of the traditional 4D seismic forward modeling 

approach and could reduce the turnaround time of the joint data assimilation. For example, the 

proxy can be used especially with the iterative ensemble-based data assimilation algorithms 

such as Ensemble Smoother with Multiple Data Assimilation ES-MDA (Emerick and 

Reynolds, 2013) or iterative Ensemble Smoother iES (Chen and Oliver, 2013) to reduce 

turnaround time in simultaneous assimilation of production and observed 4D seismic data. 
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     S4D-Proxy should be of broad interest to petroleum engineers. It provides an automated 4D 

seismic forward model tool to perform the joint data assimilation in the amplitude domain. This 

forward model tool averts the multidisciplinary nature of the traditional approach. It makes the 

4D seismic forward model more accessible to petroleum engineers and reduces their 

dependency on geoscientists. As the S4D-Proxy is faster than the traditional approach, it could 

lead to a quick pace delivery of the data assimilation results (fast data assimilation). As shown 

in the results section (section 6.4), proxy application reduced the 4D seismic forward modeling 

time down to minutes. This is significant especially for the joint data assimilation with several 

iterations where the cycle time of the data assimilation could reduce considerably with the S4D-

Proxy model. The S4D-Proxy model enables petroleum engineers to accelerate 4D seismic 

forward modelling in the joint data assimilation process (4D seismic history matching) and 

delivers assimilation results in hours unlike the traditional forward model in 4D seismic history 

matching, which is time-consuming and the results might take days or weeks. In addition, the 

proxy generates map-based dRMS. Therefore, it averts the depth to time conversion needed in 

some joint data assimilation projects.  

4.8.2 4D seismic forward model in saturation-pressure changes inversion 

     For the inverse modelling of saturation-pressure changes, the proxy model can also be used 

as a 4D seismic forward model. In this inverse problem, the uncertain model parameters are 

saturation-pressure changes and the S4D-Proxy has both changes as input features and can be 

used with data assimilation algorithms (such as abovementioned iterative ensemble-based 

algorithms) for the inversion of saturation and pressure changes. One must consider that, 

naturally the preference of petroleum engineers is to perform the joint observed 4D seismic and 

production data assimilation in the saturation-pressure change domain. Therefore, our proxy 

offers a fast approach to invert saturation and pressure changes. These applications in sections 

7.1 and 7.2 make the proxy model especially valuable in the permanent reservoir monitoring 

(PRM) settings.  

4.8.3 S4D-Proxy model and permanent reservoir monitoring (PRM) 

     Quantitative applications of 4D seismic data in PRM settings require extreme speed to use 

the information in a timely manner. Therefore, the oil and gas industry turns to fast-track 

approaches to use 4D seismic information. Even as the methods for fast-track 4D seismic 

processing are quickly evolving, quantitative applications of these data in a fast way are lagging 



131 

 

  

behind. This presents a challenge as timely use of the 4D seismic information could be helpful 

in model-based reservoir management and development activities. In this context, S4D-Proxy 

model could be calibrated once in the life cycle of a field as a 4D seismic forward model and 

can be used repeatedly in the PRM setting. It is a fast and on-hand tool which enables petroleum 

engineers to update subsurface model(s) rapidly when a monitor seismic survey is acquired. 

S4D-Proxy could facilitate the data assimilation procedure (model update) and makes it faster 

and more efficient in the PRM settings. This accelerated use of information could be essential 

for rapid model-based decision making. In general, fast subsurface model updating and rapid 

decision making are among important advantages of the PRM settings which lead to cost 

reduction and increase profitability in these projects. Our proxy model could be seen a good 

step forward (a fantastic initiative) to accelerate the use of 4D seismic data in the PRM settings 

and take full advantage of 4D seismic information in these setting. Combination of fast-track 

4D seismic processing and S4D-Proxy model in the PRM settings could take 4D seismic 

quantitative applications to a level where rapid model-based decision making is not a subjective 

dream but an objective reality. In addition, the proxy could be helpful in the 4D seismic 

feasibility study to plan the appropriate time span to acquire the monitor seismic survey(s). 

4.8.4 Limitations of the proxy model 

     Although S4D-Proxy model could be an alternative 4D seismic forward model, the proxy 

model might have shortcomings in accuracy for some complex cases (such as carbonate 

reservoir) or highly heterogeneous reservoir model. Moreover, the proxy model predictions 

could fall short when 4D signals are controlled with several competing effects. There could be 

two solutions to improve the proxy performance for these cases: (1) to increase training data 

samples, and (2) to increase neighboring information from 3x3 and extract more spatial 

information around a data point within regions of interest of sizes 5x5 or 7x7. Increasing 

neighboring information might reveal more heterogeneity and improve the proxy predictions. 

It is important to note that for our application, the S4D-Proxy model was developed using prior 

(before data assimilation or history matching) ensemble of reservoir models. Training the ML 

algorithms with posterior ensemble (after history matching) may alter or improve the proxy 

predictions as the history matching process might expose some hidden geological features and 

correct our prior reservoir models (especially for complex cases). However, two points should 

be considered here. Firstly, proxy replaces the traditional 4D seismic forward modelling which 

is time-consuming and provides a fast tool to save time. Using history matched models for 
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training might overshadow this fact as history matching procedure could be time-consuming 

for some large-scale simulation models of giant reservoirs. Secondly, generalization is an 

important ability for ML models to fit and predict unseen data. History matching procedure 

reduces uncertainty and variability of reservoir models and might have adverse effect on 

training phase and hinder ML model generalization. It is worth noting that S4D-Proxy is an 

approximation of the 4D seismic forward modelling (PEM plus seismic model) which carries 

proxy model errors and should be treated when the proxy is implemented in 4D seismic 

quantitative applications. For more information about proxy model error treatment, readers are 

referred to Danaei et al. (2022). Finally, we could consider recalibrating the S4D-Proxy model 

in fields with intense production and/or injection activities. The recalibration process allows 

users to account for possible unmapped production scenarios. 

 

4.9 Conclusions and future work 

     This paper proposed an alternative 4D seismic forward model to replace the traditional petro-

elastic and seismic models. Quantitative applications of 4D seismic data such as 4D seismic 

history matching traditionally require a 4D seismic forward model with two sequential steps. 

The first is a petro-elastic model, followed by a seismic model. Aside from being a step-by-step 

process, the traditional approach is time-consuming and requires high computational cost 

within data assimilation frameworks. Moreover, an extra expense is its multidisciplinary nature 

to develop petro-elastic and seismic models and implement them in the data assimilation 

procedure. Therefore, we proposed a methodology to replace the traditional approach with 

machine learning models (S4D-Proxy). Our new approach provides an automated 4D seismic 

forward model and performs forward modeling all at once (an all-in-one model). We used 

machine learning models to identify hidden patterns between the input features (e.g., porosity, 

initial saturation, fluid saturation and pressure changes) and the desired output (time-lapse 

difference of root-mean-square amplitude). Two machine learning algorithms were used: (1) 

Extreme Gradient Boosting (XGBoost) and (2) Deep Neural Network (DNN). These algorithms 

were trained with two training strategies. The first strategy was the standard point-to-point to 

relate the input features to the target, and the second strategy considered the spatial information 

(3x3 neighbors) around each point of the input features to link them to the target. Eventually, 

three machine learning models were developed: XGBoost model with the standard training, 

XGBoost model with 3x3 neighbors training strategy, and a DNN model with 3x3 neighbors 

training strategy. Their performances were evaluated and compared with those from the 
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traditional petro-elastic and seismic models based on the quantitative measure R-squared and 

the visual comparison of the machine learning models predictions. The specific conclusions are 

as follows: 

1- The DNN model with a 3x3 neighbors training strategy performed better than the 

XGBoost models on the test dataset. Visual evaluation of the predicted dRMS from the 

DNN model showed that the model predicted the hardening and softening 4D signals 

and some minor details (small-scale 4D signals). The DNN model provided the best R-

squared measures overall which further validate our findings. 

2- The analysis of the XGBoost models with different training strategies showed that the 

model with a 3x3 neighbors training strategy offered better dRMS predictions in terms 

of the R-squared and the visual evaluation. Based on that, we recommend using a 

neighborhood strategy for the training phase, especially for map-based input features. 

The neighborhood strategy (for our application 3x3) uses spatial information and 

positively affects the machine learning model predictions. 

3- The machine learning (XGBoost and DNN) models accelerate 4D seismic forward 

modeling and provide an all-in-one model while averting the multidisciplinary nature 

of the traditional 4D seismic forward model.  

4- We recommend the DNN model with a 3x3 neighbors training strategy as a fast 4D 

seismic forward model to replace the traditional petro-elastic and seismic models in 4D 

seismic quantitative applications.  

     Future research could investigate the application of the S4D-Proxy in 4D seismic history 

matching. S4D-Proxy development in the presence of geomechanical effects could be desirable 

for future research and investigation. In addition, future work might also consider unsupervised 

machine learning algorithms for the proxy model development.        
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5.1 Abstract 

     Time-varying 3D seismic (4D seismic) data might be used with production data to calibrate 

reservoir models through joint data assimilation, also known as 4D seismic history matching. 

This application traditionally requires a 4D seismic forward model with two back-to-back 

modeling steps (a petro-elastic model and a seismic model). The traditional seismic forward 

model is a time-consuming and complex process. Therefore, Deep Neural Network (DNN) 

algorithms could offer a proxy to replace it. To develop the proxy, the DNN is trained to 

discover patterns between the input features (such as porosity, and saturation-pressure changes) 

and the output (for our case, time-lapse change of root-mean-square amplitude, or dRMS). 

Reservoir models (especially an ensemble of models) provide sufficient training data points as 

each reservoir grid serves as a data point. However, the choice of the reservoir model for 

training could vary greatly. One could train the DNN with the prior ensemble of reservoir 

models before observed data assimilation or the posterior ensemble after data assimilation (also 

known as history-matched or calibrated models). The question here is to evaluate the DNN 

prediction when it is trained with various choices of reservoir models. In addition, extracting 

the spatial information around a data point in the input features and relating them to the output 

could be beneficial for developing the DNN model. The spatial information provides some 

spatial correlation to the DNN estimates. Another question is to evaluate the influence of spatial 

information in feature extraction on the DNN model prediction. In this research, two 

experiments are designed to address the above questions. In the first, a DNN is trained on three 

reservoir model ensembles: (1) prior, (2) posterior after production data assimilation, and (3) 

posterior from production plus 4D seismic data assimilation. For the second, neighboring 

information around a data point in the input features is extracted with different strategies. This 

includes strategies that extract information around a data point within regions of interest of sizes 

3x3, 5x5, and 7x7. Two experiments were performed on reservoir models from a Brazilian 

offshore field. The first showed that the DNN trained on the prior ensemble had promising 

results on all the test models. This DNN model generalized better than the ones trained on the 
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posterior ensembles. The prior ensemble's variability could improve the DNN model's 

performance in predicting 4D signals. However, the lack of variability in the posterior 

ensembles was a limiting factor. For instance, the DNN from the posterior ensemble of 

production plus 4D seismic data assimilation showed a bias toward predicting 4D signals (in 

our case softening signals), which is not preferable. The results from the second experiment 

also showed that a 3x3 neighborhood strategy was enough to extract spatial information from 

the inputs to train the DNN. In terms of training elapsed time and visual comparisons between 

strategies, the 3x3 strategy yielded acceptable results.  

5.2 Introduction 

     Information related to dynamic changes (such as saturation- pressure changes) from oil and 

gas reservoirs during production could help reservoir development and management activities 

(Buksh et al., 2015; Gee et al., 2017; Maleki et al., 2022). To capture this information, time-

lapse seismic (4D seismic) data might sort out the production-induced changes in the reservoir 

and assist decision-makers in mitigating risks in the development strategies (Pathak et al., 

2018). Qualitative analysis of the 4D seismic signals could explain the reasons which caused 

and controlled the 4D signals (Danaei et al., 2018, 2017; Maleki et al., 2021). Although this 

analysis is helpful, the quantitative use of 4D seismic data gives engineers a thorough 

understanding of the reservoir. The quantitative analysis uses a wealth of different data 

assimilation (inversion) algorithms to estimate dynamic changes from 4D seismic data or  

calibrate reservoir simulation models. A challenging problem in these applications is long 

turnaround time of using 4D seismic data, which might hamper the benefits of its timely use. 

Therefore, machine learning (ML) algorithms could accelerate the use of 4D seismic data in the 

quantitative applications (Maleki et al., 2022; Xue et al., 2019). 

     The possibilities for using ML algorithms in the oil and gas industry are endless. With these 

algorithms, the traditional methods and models (such as forward modeling, or inverse 

modeling) are changing slowly but surely. With an acceptable level of detail that is particularly 

matched with humans, ML models can replace tasks in 4D seismic processing and qualitative 

interpretation. Some applications of the ML models are discussed in the literature. Oldenziel et 

al. (2002) used multiple seismic attributes and a pattern recognition tool (neural network model) 

to detect 4D seismic signals. Matos et al. (2006) employed an unsupervised learning approach 

(self-organizing map (SOM)) to classify and detect time-lapse seismic changes. The application 
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of machine learning models (such as neural networks) for 4D seismic data processing is 

reported in Alali et al. (2020) and Yuan et al. (2019).  

     At least two immediate ML applications could be considered for 4D seismic quantitative 

analysis. The first is to estimate dynamic reservoir changes from 4D seismic data. This 

application applies ML algorithms to invert time-lapse changes in reservoir properties, such as 

saturation-pressure changes. Basically, ML algorithms are used for inverse modeling of 

saturation-pressure changes (Cao and Roy, 2017; Côrte et al., 2020; Xue et al., 2019). The 

second is to use ML models as a proxy (we call it S4D-Proxy) to replace the traditional approach 

of 4D seismic forward modeling. In this application, ML algorithms could be used as a forward 

modeling tool to substitute the traditional approach of 4D seismic modeling, which has two 

sequential steps. Petro-elastic modeling (PEM) is the first step in which elastic properties (e.g. 

P and S wave velocities and density) are simulated, and the second step is to estimate seismic 

wave propagation in the reservoir. This application of ML as proxy model to substitute the 

traditional 4D seismic forward model is useful, especially in the context of 4D seismic history 

matching to accelerate the history matching process. The S4D-Proxy model makes 4D seismic 

forward modeling automated and faster in 4D seismic history matching frameworks. This ML 

proxy is the focus of this research to evaluate the proxy prediction while training with different 

datasets. 

     To develop the S4D-Proxy model, a dataset is prepared, and ML algorithms are trained to 

find hidden patterns between input features (e.g., porosity, saturation-pressure changes, initial 

saturation, and pressure) and the output (in our case, time-lapse change in root-mean-square 

amplitude, or dRMS). One way to generate the training samples in the dataset preparation for 

the training phase is to use reservoir simulation models. Each simulation grid contains simulated 

values of the input features and the desired output. Reservoir simulation models (especially an 

ensemble of reservoir models) provide sufficient training data samples with a good range of 

variability to train the ML algorithms. However, using reservoir simulation models seems to be 

a viable option for ML training, as suggested by Xue et al. (2019) and shown in Maleki et al. 

(2022). A further question is whether the models for the training should be a prior ensemble of 

reservoir models (before data assimilation or history matching) or a posterior ensemble (after 

data assimilation). Few studies in the literature analyzed the choice between different 

simulation models for the ML training phase. This research considers this question and 

evaluates S4D-Proxy performance when the proxy is trained with the prior and posterior 

reservoir models.  
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     Moreover, using map-based 4D seismic data has become a norm in quantitative 4D seismic 

applications (Danaei et al., 2020).  Lateral variations in reservoir saturation and pressure 

changes could be related pointwise to their corresponding 4D seismic signals (Landrø, 2001; 

MacBeth et al., 2006). Therefore, ML algorithms have leveraged this fact and many authors 

relate map-based input features to the map-based desired output (Côrte et al., 2020; Dramsch 

et al., 2019b; Xue et al., 2019). The common practice and standard of training the ML 

algorithms within map-based schemes are to relate the input features pointwise to their desired 

output (Xue et al., 2019). Maleki et al. (2022) have shown that, in map-based training alongside 

pointwise assignment, using information around each point (surrounding or neighborhood 

information) in the input features and relating them to the output could benefits the training 

phase. The question then becomes how much the surrounding information (around a point) is 

beneficial and positively impacts the training phase.  

     In this research, different experiments are designed to study these questions more deeply. A 

Deep Neural Network (DNN) algorithm is used as a proxy for the traditional 4D seismic 

forward modeling. Then, the DNN is trained with different ensemble of reservoir simulation 

models (prior and posteriors) from a Brazilian offshore field. The performance of the proxy 

models are evaluated based on the quantitative measure (coefficient of determination or R-

squared) and a visual comparison of the S4D-Proxy predictions, and a complete 4D seismic 

forward model (PEM plus seismic model). In addition, the influence of neighborhood in the 

feature extraction is investigated by adding this information systematically to train the DNN 

algorithm. Here, the DNN is trained considering the surrounding information through three 

strategies; namely 3x3, 5x5, and 7x7 with increasing number of points added. 

 

 

 

5.3 Objectives 

     The aim of this research is to evaluate the best strategies for the training phase of the ML 

model development. The specific objectives are: 

1- To evaluate the S4D-Proxy model’s performance when the DNN is trained on the prior 

and posterior ensembles of reservoir simulation models. 

2- To assess the influence of neighborhood information in feature extraction to train the 

DNN algorithm 
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     All the evaluations and assessments are based on the quantitative measure (R-squared) and 

the visual comparison between different ML models. 

5.4 Deep neural network (DNN) architecture 

     DNNs are powerful algorithms to develop models of complex and non-linear systems with 

examples of their applications are in face recognition solutions (Zhao et al., 2020), virtual 

assistants (Campagna and Ramesh, 2017), and self-driving cars (Tian et al., 2018). A typical 

DNN algorithm consists of an input layer, multiple hidden layers, and an output layer. The 

DNN architecture used for this research was inspired by the VGG-16 architecture presented in 

Simonyan and Zisserman (2015) and custom-tailored for our research, as shown in Figure 5-1. 

The architecture starts with the convolutional and max-pooling layers to extract as much as 

features from the inputs. After extraction, the features are flattened and then run through fully 

connected layers to predict the desired output within a supervised training scheme. The main 

components of our DNN architecture are as follows: 

1- Convolutional layer: The architecture contains four convolutional layers to capture the 

features from the inputs. The first two layers extract 32 feature maps and the last two 

obtain 64 feature maps. Each feature map passes through a rectified linear unit (ReLU) 

operator. The kernel size for all the convolutional layers is 3 with stride amounts to 1.  

2- Pooling layer: This layer offers down-sampling feature maps with two common 

methods: (1) average pooling, and (2) max pooling. For our application, the feature 

maps run through two max pooling layers, as shown in Figure5-1.     

3- Fully connected layer: These last layers are fully connected and relate the extracted 

features to the desired output. The size of the fully connected layers is 1024 and each is 

followed with the ReLU operator.  
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Figure 5-1: DNN architecture custom-tailored for our application. 

 

     Using the DNN architecture shown in Figure 5-1, two experiments are designed for our 

research. The evaluation of the DNN models from the experiments is done based on a visual 

comparison with the response from the traditional approach (ground truth, PEM and seismic 

model) and a quantitative measure (R-square) written as: 

𝐷 = (𝒅𝑡𝑟𝑢𝑒)𝑇 ∗  𝟏𝑁𝑡𝑟𝑢𝑒
                                                                                               (1) 

 

𝑅 − 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 =  1 −  
(𝒅𝑡𝑟𝑢𝑒 −  𝒅𝑝𝑟𝑒𝑑)

𝑻
∗  (𝒅𝑡𝑟𝑢𝑒 −  𝒅𝑝𝑟𝑒𝑑)

(𝒅𝑡𝑟𝑢𝑒 −  𝐷)𝑻 ∗  (𝒅𝑡𝑟𝑢𝑒 −  𝐷)
                         (𝟐)  

 

     In these equations, 𝒅𝑡𝑟𝑢𝑒 is the vector of true values (in our case, the dRMS from the 

traditional approach) and 𝒅𝑝𝑟𝑒𝑑 is the prediction from the DNN model. 𝟏𝑁𝑡𝑟𝑢𝑒
 is a vector of all 

ones with size (𝑁𝑡𝑟𝑢𝑒)  equals the vector of true values 𝒅𝑡𝑟𝑢𝑒.  

5.5 Methodology 

     The main steps to develop the S4D-Proxy are shown in Figure 5-2a. These steps are: datasets 

preparation for training and evaluation, training of the DNN algorithm, and evaluation of the 

trained model on the test dataset. In this research, two experiments are designed: (1) evaluate 

the DNN model prediction when it is trained on different ensembles of reservoir models (prior 

and posterior ensembles), and (2) investigate the influence of neighboring information 

extraction from the input features in the training of the DNN. Therefore, the focus of this 

research is on defining the best strategies for the training. However, the dataset preparation is 

an important phase as an efficient training requires a dataset with enough training samples. In 

this section, the data preparation phase is explained, then two experiments are described. 
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5.5.1 Dataset preparation 

     There are two characteristics in our approach to prepare the samples for the training phase. 

The first is the use of an ensemble of reservoir models to train the algorithm and the second is 

to convert the 3D reservoir models to maps (map-based training). If an ensemble of reservoir 

models is considered E = {m1, m2, m3, m4, … , mn}, then we choose x reservoir models for the 

training and y models for the evaluation. For each reservoir model, the map-based input features 

(such as porosity, saturation-pressure changes) and the desired output (time-lapse change in 

seismic amplitude or its attribute, dRMS for our case) are extracted using steps (Figure 5-2b) 

as follows: 

Step 1 (reservoir simulation): 3D reservoir model is simulated to compute saturation and 

pressure fields at different times. It is important that we obtain these dynamic fields for the 

baseline time (baseline seismic survey time) and for the monitor time (monitor seismic survey 

time). 3D volumes of time-lapse saturation-pressure changes are calculated (for instance, water 

saturation or pressure change).  

Step 2 (petro-elastic and seismic models):  Using static properties from the 3D reservoir 

model (such as porosity and NTG) and dynamic properties (such as water saturation, pressure), 

3D elastic properties such as P-wave velocity (Vp), shear wave velocity (Vs), and density (ρ) 

are calculated through petro-elastic modeling and synthetic seismic data is generated through 

seismic modeling (a description of petro-elastic and seismic models is provided in the 

application section). It is worth noting that the 3D synthetic seismic data is calculated for the 

baseline and monitor seismic surveys times and, finally, time-lapse seismic change is calculated 

(dRMS, for our case). 

Step 3 (map extraction): As shown in Figure 5-2b, a map is provided for the input features 

(porosity (𝜑), net-to-gross (NTG), initial water and gas saturations, initial pressure, and time-

lapse changes in saturation and pressure) and the desired output (dRMS). The map calculates 

the average of the reservoir property within a window.  
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Figure 5-2: (a) steps to develop the proxy for the 4D seismic forward modeling (S4D-Proxy); (b) 

different steps to prepare training and test datasets using ensemble of reservoir models. 

 

     For each reservoir model in the ensembles, the data preparation steps are repeated to prepare 

the training dataset and the test dataset. After dataset preparation, two experiments are designed 

to analyze their impacts on the DNN training and its prediction.   

5.5.2 First experiment 

     In this experiment, we train the DNN algorithm with three ensembles of reservoir models. 

The first consists of prior reservoir models before observed data assimilation. These models are 

mostly constrained with well-log information and 3D seismic data (static data) and they are not 

calibrated with the dynamic field data or 4D seismic data. The second ensemble has posterior 

models after production data assimilation. These models are calibrated with production data, 

such as bottom-hole-pressure (BHP) or production rate data, using a data assimilation 

algorithm. The calibration with production data makes the models totally different from the 

prior ensemble. The posterior models are supposed to be better since they have lower variability 

and uncertainty compared to the prior ensemble. The third ensemble contains reservoir models 
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that are calibrated with production and 4D seismic data simultaneously. Using a data 

assimilation algorithm, observed 4D seismic and production data could be assimilated jointly 

to update reservoir models. As the models are calibrated jointly with production plus 4D seismic 

data, the models are different from the other two ensembles. It is to be noted that in the practical 

framework, training the S4D-Proxy model with this ensemble is useful when more than one 

monitor survey is available (mainly in permanent reservoir monitor settings).  

 

 
 

Figure 5-3: First experiment where the DNN algorithm is trained on the prior reservoir model 

ensemble, the posterior ensemble from the production data assimilation, and the posterior 

ensemble from the joint assimilation of 4D seismic and production data. 

 

     The first experiment (Figure 5-3) proceeds after the dataset preparation phase (section 4-1). 

The DNN algorithm is trained on three ensembles and, eventually, three DNN models are 

developed and their predictions are evaluated using the test dataset (as shown in Figure 5-3 in 

the evaluation phase). It is important to mention that the test dataset combines all three 

ensembles, so each DNN model is evaluated on all the test models.  

5.5.3 Second experiment 

     This experiment attempts to investigate the influence of neighboring information on feature 

extraction. Therefore, the DNN algorithm is trained with three different strategies in feature 
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extraction for the training phase. The standard approach for training machine learning 

algorithms is a pair-wise relation in which each point in the input features is related to the output 

in a pair-wise manner. For example, in Figure 5-4, the black squares in the center for the input 

features are related to the target pair-wised in a standard training. However, we extract 

neighboring information around a centered grid (for example, around black square in Figure 5-

4a) and relate them to the output. As shown in Figure 5-4, we increase the window size to 

extract the neighboring information from 3x3 in Figure 5-4a to 5x5 and 7x7 in Figures 5-4b and 

c, respectively. Using different strategies (3x3, 5x5, and 7x7), three DNN models are developed 

and their performances are evaluated on the test models.  
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Figure 5-4: Strategies to capture neighboring information from a grid point. In (a) 3x3 strategy 

which captures neighboring information within a 3x3 square; (b) 5x5 strategy to capture 

information within a 5x5 square; and (c) 7x7 strategy to obtain spatial information in a 7x7 

square. 

 

5.6 Application 

     The designed experiments are performed on three ensembles of simulation models: namely, 

prior, posterior ensemble from production data assimilation, and posterior from production plus 

4D seismic data assimilation. The ensembles were developed based on well-log, 3D seismic, 

and 4D seismic data for an offshore Brazilian field located in the Campos Basin. The target 
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reservoir is composed of poorly consolidated sandstones with high porosity and permeability. 

There are three main faults and the reservoir is connected to an aquifer. As shown in Figure 5-

5, there are eight producers and four water injectors to maintain reservoir pressure. These four 

injectors (I1, I2, I5, and I6) are scattered around the reservoir (Figures 5-5a and b). The 

production started in 2013 with the first seismic survey (baseline seismic survey) obtained in 

the same year. Water injection started four months later and the monitor seismic survey for our 

case was obtained three years from the baseline survey in 2016. Figure 5-5b shows the time-

lapse difference of the root-mean-square amplitude attribute (dRMS) where the main hardening 

signals (blue) happened around the injectors and the softening effect was observed mainly in 

the middle of the reservoir due to the gas coming out of the solution. For more details on the 

qualitative interpretation of 4D seismic signals, readers are referred to Maleki et al. (2021) and 

Rosa et al. (2022). Some small-scale softening 4D signals are located around the injectors I1 

and I5 as the result of pushed oil. Moreover, small-scaled hardening signals also are located in 

the western part of the reservoir (near injector I1), which might be related to the aquifer 

movement.  

 

 
Figure 5-5: (a) a random 3D porosity model with all the producers and injectors around the 

reservoir; (b) 4D seismic amplitude map (dRMS) with the main 4D signals in the location of 

injectors and a main softening signal in the middle of the reservoir and around some injectors 

 

     It is worth mentioning that the PEM used for our application has four parts: (1) rock matrix, 

(2) dry rock, (3) fluid mixture, and (4) fluid-saturated rock. First part (rock matrix): we 

consider a rock with two mineral components; quartz and clay.  The elastic moduli of the rock 
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matrix are calculated using Voigt-Reuss-Hill average (Mavko et al., 2009). The rock matrix 

density is an arithmetic averaging of the densities of each mineral component. Second part 

(dry rock): the rock matrix moduli at zero porosity is considered one end member while the 

moduli at the critical porosity (calculated by Hertz-Mindlin model (Hertz, 1882; Mindlin, 

1949)) is another end member. These two end members are interpolated by modified Hashin-

Shtrikman lower bound (Mavko et al., 2009) to form the soft dry frame rock moduli within a 

range of porosities. Third part (fluid mixture): the fluid mixture bulk modulus is computed 

using an inverse averaging of water and oil bulk moduli (Mavko et al., 2009). Like the rock 

matrix density, the fluid mixture density is estimated using an arithmetic averaging of densities 

of each fluid phase. Fourth part (fluid-saturated rock): Gassmann fluid substitution 

(Gassmann, 1951) is used to calculate the fluid-saturated rock elastic moduli. By knowing the 

percentage of the porosity, the fluid-saturated rock density is an average of the fluid mixture 

and rock matrix densities. Finally, the elastic properties are estimated. For the seismic modeling 

part, 1D convolutional method generates the synthetic seismic amplitude.  

     The size of each reservoir model ensemble is 200 and, for ease of use, each ensemble is 

abbreviated in that the prior ensemble is called “Prior”, the posterior ensemble from production 

data assimilation is named “Post-W”, and the posterior ensemble from production plus 4D 

seismic data assimilation is “Post-WS”. An explanation is provided for each ensemble as 

follows: 

 

The prior ensemble (Prior): a full package of well logs, core descriptions, and 3D seismic 

data were used to build the prior ensemble of reservoir models (Rosa et al., 2022). The 3D 

seismic volume was mainly used for structural modeling (reservoir top, bottom, and fault 

picking) while the core and well log information were used for property (porosity, absolute 

permeability, and NTG) modeling. The reservoir was divided into four facies and the static 

properties were distributed in each facies. As the prior ensemble is before dynamic data 

assimilation (production and/or 4D seismic data) therefore, the uncertainty in the model 

parameters is high and the ensemble has wide variability and therefore covers a wider range of 

scenarios compared to the posterior ensembles, which are calibrated with the observed data. 

For example, standard deviation of the model parameter porosity is shown in Figure 5-7 where 

the prior ensemble has the highest standard deviation. Moreover, Figure 5-6a shows 3D porosity 

from a random model in the prior ensemble.   



148 

 

  

The posterior ensemble from production data assimilation (Post-W): Observed production 

data including bottom-hole pressure (BHP) for producers and injectors, water and gas rates for 

producers were assimilated to update the prior ensemble of models. The data assimilation used 

here was an ensemble-based algorithm ES-MDA (Emerick and Reynolds, 2013) with four 

iterations (Rosa et al., 2022). Observed data assimilation decreases model uncertainty and 

reduces variability compared to the prior ensemble as shown in Figure 5-7 for model parameter 

porosity. Figure 5-6b shows 3D porosity model after production data assimilation.  

 

The posterior ensemble from production plus 4D seismic data assimilation (Post-WS): The 

third ensemble contains posterior models from simultaneous assimilation of production plus 4D 

seismic data. For the data assimilation, the ES-MDA algorithm was used with four iterations. 

Acoustic impedance was the level at which 4D seismic data was assimilated simultaneously 

with the observed production data. The simultaneous assimilation provides more observed data 

than the single production data assimilation, so the posterior ensemble has even less variability 

than the posterior ensemble from production data assimilation and the prior ensemble (Figure 

5-7). Training the DNN algorithm with this ensemble is justified in permanent reservoir monitor 

settings where more than one monitor survey could be used for the quantitative applications. 

Figure 5-6c shows 3D porosity model from the joint data assimilation procedure.  
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Figure 5-6: (a) 3D porosity model for a model in the prior ensemble; In (b), the 3D static model 

from posterior ensemble after production data assimilation; (c) 3D porosity model from the 

posterior ensemble of production plus 4D seismic data assimilation. 

 

 
Figure 5-7: Standard deviation for porosity field for different ensemble of reservoir models. 

5.6.1 Different deep neural network models 

     The DNN algorithm was trained separately on different ensembles of reservoir simulation 

models (prior and posteriors). For each ensemble, 160 models were used for the training phase 

and 40 models were set aside as test models. Table 5-1 shows different DNN models and the 
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test set which includes all three prior and posteriors models. Each DNN model was evaluated 

on all prior and posterior test models.  

Table 5-1: Different DNN models developed for our experiments. 

 

 
 

     In table 5-1, the DNN algorithm was trained on the prior ensemble for the DNN-Prior model. 

The algorithm was trained on the posterior models from production data assimilation for the 

DNN-Post-W and, similarly, the training dataset for the DNN-Post-WS model was the posterior 

ensemble of production plus 4D seismic data assimilation. The test dataset is a combination of 

the test models from the prior and posterior ensembles.    

5.7 Results and discussions  

     The results are presented in six parts. The first briefly reviews the process of generating 

training and test datasets for our application. Then, the performance of different DNN models 

is evaluated on the test dataset. A cross-comparison of the three DNN models is carried out to 

discuss several points in our evaluation. Finally, the DNN models trained with various 

neighboring strategies were compared and analyzed.  

5.7.1 Dataset preparation 

     Three ensembles of models were used in our research: (1) prior, (2) posterior from 

production data assimilation, and (3) posterior from production plus 4D seismic data 

assimilation. The size of each ensemble was 200 reservoir models and for our application, 160 

reservoir models were used and formed the training dataset and 40 reservoir models were used 

to test the developed DNN models. According to section 4-1 (dataset preparation), the steps to 

prepare training and test datasets were implemented for all three ensembles of reservoir models. 

Here, a brief description is provided to recap those steps of dataset preparation on the prior 

ensemble of models. The same steps were repeated to generate the datasets for the posterior 
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ensembles. Firstly, the reservoir models in the ensemble were simulated to compute saturation 

and pressure fields, especially for the baseline seismic survey time and the monitor. Time-lapse 

changes of saturations and pressure were calculated with the dynamic properties in the baseline 

and monitor seismic survey times. In the second step according to section 4-1, by using static 

properties (such as porosity) from the reservoir models in the ensemble and dynamic properties 

(such as saturation fields), elastic properties (Vp, Vs, and ρ) are computed for the reservoir 

models through petro-elastic modeling and the synthetic seismic is generated through 1D 

convolution (seismic modeling). By repeating the petro-elastic and seismic models for the 

seismic baseline and monitor times, eventually, the synthetic dRMS is generated for each model 

in the ensemble. In the final step (step 3), maps are extracted from the input features (such as 

porosity and saturation-pressure changes) and the output dRMS. Figure 5-8 depicts the 

extracted maps from reservoir models in the prior ensemble.  

 

 
Figure 5-8: training and test datasets preparation from the prior ensemble of reservoir models. 

 

     After dataset preparation for three ensembles of reservoir models, the DNN algorithm was 

trained on each ensemble and the results were analyzed based on the R-squared and a visual 

comparison with the traditional approach. It is worth noting that we define R-squared values 

above 0.7 (R-squared>0.7) as “excellent”, the values between [0.5, 0.7] are “good”, the values 

between [0.3, 0.5] are considered “medium”, and the R-squared values between [0, 0.3] are 

“low”. This regulation helps us better evaluate different DNN models and have the same 

language when comparing the models.  
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5.7.2 Performance of the DNN-Prior model 

     The performance of the DNN-Prior model was evaluated on the test dataset. Figure 5-9 

shows the boxplots of the R-squared values for each test model in the dataset. As mentioned, 

the test dataset is a combination of the prior and posterior models. For a better evaluation, the 

DNN-Prior performance is shown separately for different ensembles in the test dataset. The 

model performance on the Test-Prior yielded R-squared values in the good and excellent ranges. 

Likewise, its performance on the Test-Post-W provided the R-squared values within the 

excellent and good ranges. The average R-squared values of the DNN-Prior model were 0.78 

and 0.74 for the Test-Prior and Test-Post-W, respectively. The DNN-Prior model performed 

well on the Test-Post-WS dataset with the average R-squared value equals 0.63 (in the good 

range). This is important for the DNN model to perform well on this test ensemble as the 

reservoir models for this ensemble are calibrated jointly with production and 4D seismic data, 

so they should represent the observed 4D seismic data better than the other test models. As the 

prior ensemble of models had the highest variability compared to the other two, this might be 

the reason that the DNN model predicted 4D signals for all the posterior test models. The high 

variability in the prior ensemble may have provided a wide range of different scenarios and 

helped the DNN-Prior better generalize and, as a consequence, contributed positively to its 

performance on the posterior test models. 

 
Figure 5-9: performance of the DNN-Prior model on the test dataset. 
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     A visual comparison is provided in Figure 5-10 to evaluate the DNN-Prior performance on 

different test models. As shown in Figure 5-10 with red arrows, the small-scale softening 4D 

signal around injector I5 was predicted with the DNN-Prior model for all the test models. 

Moreover, the hardening signals in the location of injectors were captured with the DNN model. 

However, in some locations of the dRMS map (for example, the black square in Figure 5-10c), 

the DNN model could not to predict the 4D signal. In the location of competing hardening and 

softening effects, the DNN model might need more training samples to resolve this type of 4D 

signal effects. 

 
Figure 5-10: visual comparison of the DNN-Prior model performance on different test models. 

(a) on a test model in Test-Prior, (b) on a model in Test-Post-W, and (c) on a model in Test-Post-

WS. 

5.7.3 Performance of the DNN-Post-W model 

     Figure 5-11 shows the boxplot for the R-squared values evaluated on different test models 

for the DNN-Post-W model. As shown in the figure, the R-squared values for the Test-Prior 

and the Test-Post-W are within good range and relatively close. An explanation is that the mean 

of dRMS in the training dataset (Figure 5-12a) was close to the dRMS mean in the Test-Prior 

(Figure 5-12b) so the trained model could predict 4D signals in the Test-Prior. In contrast, the 

DNN-Post-W model did not successfully predict 4D signals in the Test-Post-WS, with the 

average R-squared equals to 0.42. This might be associated with two reasons: (1) dRMS mean 
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for the DNN training (Figure 5-12a) was different from the mean map of the Test-Post-WS 

(Figure 5-12c) so the trained model could not predict 4D signals; (2) the DNN model was 

trained on the posterior set that was calibrated with the production data where the posterior 

models for training the DNN might not honor observed 4D seismic signals, which in turn might 

affect the DNN model’s prediction.  

 

 
Figure 5-11: boxplots of the DNN-Post-W model performance on different test models. 

 

     It is worth noting that the DNN-Post-W was trained on the posterior ensemble, which has 

less variability compared to the prior ensemble. Two observations should be mentioned when 

the DNN-Post-W is compared with the DNN-Prior. These observations might affect the training 

phase and consequently the prediction capability of the DNN-Post-W model. The first is the 

lack of variability in the training to cover a wider range of reservoir scenarios compared to the 

training samples in the prior ensemble with higher variability. The second is that the posterior 

models for training the DNN-Post-W were calibrated to the production data. The posterior 

models mainly honor the production history data and not the 4D seismic data. Therefore, the 

DNN model trained on these posteriors was not successful to predict 4D seismic signals.  
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Figure 5-12: dRMS mean for the models in the training (a), mean dRMS for the test models in 

the Test-Prior (b) and, in (c), the mean map is provided for dRMS from models in the Test-Post-

WS. 

5.7.4 Performance of the DNN-Post-WS model 

     The DNN algorithm was trained on the posterior ensemble from production plus 4D seismic 

data assimilation. The developed DNN model was evaluated on all the test models, as shown 

in Figure 5-13. An interesting observation is the excellent performance of the DNN model on 

the Test-Post-WS with the average R-squared equals 0.90. However, the DNN model was weak 

on the Test-Prior as well as Test-Post-W, which proves that the DNN model could not 

generalize well and is biased.  
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Figure 5-13:  boxplots for the DNN-Post-WS performance on the test dataset. 

 

     The visual comparison of the DNN-Post-WS performance on different test models 

highlights the bias and lack of generalization for this DNN model, as shown in Figure 5-14. It 

became almost a characteristic of the DNN model to predict the softening signal for each model 

in the Test-Prior and Test-Post-W sets. For example, the test model in Figures 5-14a and b did 

not have the softening signal in the middle (red oval in the ground truth dRMS), but the DNN 

model predicted the softening signal by mistake. This result highlights that the DNN-Post-WS 

model is biased towards prediction of the softening signals in the middle of the reservoir. It 

could be explained as most of the training samples had the softening signal in the middle, so 

the DNN model learned that in the training and implemented it to the test. This also explains 

the very high R-squared on the Test-Post-WS, as the training set had low variability, the 

problem was easily solved by the DNN model (training and test models were very similar). This 

finding reveals that the DNN model is biased, which is not preferable as the model intends to 

replace forward modeling. A biased forward model would lead to biases in the data assimilation 

(inversion).   
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Figure 5-14: visual comparison of the DNN-Post-WS model on the test models in the Test-Prior 

(a), the Test-Post-W (b), and the Test-Post-WS (c). 

 

5.7.5 Cross-comparison of different DNN models 

     A further analysis was done to perform a cross-comparison between different DNN models. 

By cross-comparison, we discussed how training on prior and posterior models might impact 

the DNN prediction. We put together all the DNN models in a plot with their respective color 

codes, as shown in Figure 5-15. This comparison showed that the DNN-Prior (red boxplots) not 

only performed well on the Test-Prior but also presented good results for the posterior model 

tests. However, when comparing the results of the DNN-Posts (DNN-Post-W in green and 

DNN-Post-WS in blue) with those from the DNN-Prior, the DNN-Posts could not generalize 

well. Lack of variability in posterior models (due to observed data assimilation) to train the 

DNN algorithm could be a reason that these models could not generalize. As the prior ensemble 

had considerable variability, the DNN-Prior was trained with a wider range of scenarios 

compared to the DNN models trained on the posterior ensembles. For instance, Figure 5-7 

shows the standard deviation of the input variable porosity for the prior and posterior 

ensembles. The highest standard deviation of the input variable porosity for the prior set implies 

that the set has good variability for the DNN training. The standard deviation for all the other 

input variables was also the highest for the prior set compared to the posteriors.   
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Figure 5-15: cross-comparison between different DNN models. 

 

     Although the DNN-Prior had acceptable performance on all the test models, we designed a 

training set in which reservoir models from prior and posterior ensembles were mixed. For this 

investigation, two mixtures for training were designed. If we consider a total of 160 reservoir 

models for the training, the first mixture consists of 50% training models from the prior 

ensemble (80 out of 160 from the prior ensemble), 25% training models from the posterior 

ensemble of production data assimilation (40 models out of 160), and 25% training models 

from the posterior ensemble of production plus 4D seismic data assimilation. The second 

mixture consists of 80% training models from the prior ensemble, 10% from the posterior of 

production data assimilation, and 10% training models from the posterior ensemble of the joint 

data assimilation.  

     The DNN algorithm was trained on two training mixtures and the trained DNN (DNN-Mix) 

was evaluated on all the test models. To analyze this result better, the DNN-Mix is color-coded 

pink. Figure 5-16 shows the performance of the DNN-Mix model, where the results from the 

DNN model with the first mixture (50%, 25%, and 25%) are shown in Figure 5-16a and the 

DNN model from the second mixture (80%, 10%, 10%) are evaluated in Figure 5-16b. The 

results from the DNN-Mix model on the Test-Post-WS demonstrated that this model clearly 

outperformed the DNN-Prior results (Figure 5-9). While the results from the DNN-Prior model 

were acceptable on all the test models, if we want to develop a DNN model with a better 

generalization, we might strike a balance between models in prior and posterior ensembles.    
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Figure 5-16: DNN-Mix performance on the test models. 

 

5.7.6 Influence of spatial information in the feature extraction 

     As the DNN-Prior showed better results than the DNN-Posts, the second experiment was 

performed using the training set from the prior ensemble. Here, three strategies (3x3, 5x5, and 

7x7) were tested to capture spatial information around a data point in the input features to relate 

them to the desired output. Figure 5-17 shows the R-squared boxplots when the DNN is trained 

with different strategies and evaluated on all the test models.  

 
Figure 5-17: Different strategies (3x3, 5x5, and 7x7) to capture the spatial information in the 

input features and their respective DNN model performances (For the DNN-Prior model). 
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     It is important to interpret the results in Figure 5-17, considering the DNN training elapsed 

time with different strategies. For the 3x3 strategy, the training phase took 5 hours. The training 

time for the 5x5 and 7x7 strategies was 8 hours and 12 hours, respectively. The elapsed time 

indicated that 3x3 training strategy took less time compared to the other two strategies. The 

analysis of the boxplots in Figure 5-17 indicates that the 7x7 strategy had slightly better results 

compared to the 5x5 and 3x3 strategies. For instance, one can compare the boxplots for the 

Test-Post-WS in Figure 5-17 where the 7x7 strategy performed better than the other strategies. 

The 7x7 strategy had more models in the excellent range compared to the 5x5 and 3x3 

strategies. However, the visual comparison between different strategies (Figure 5-18) shows 

that the predictions for all the strategies are almost at the same level. The hardening signals in 

the location of injectors were captured by all the DNN models and the softening signals in the 

middle of the reservoir and around the injector I5 were predicted by the DNN models. Given 

the training elapsed time for different strategies and Figures 5-17 and 18, the 3x3 strategy could 

be sufficient to extract spatial information from the input features, especially for the cases where 

the reservoir simulation model has more active grids (models for giant oil and gas reservoirs). 

For these cases, the training of the DNN with the 5x5 or 7x7 strategies could take days 

compared to the 3x3 strategy. Though, for more complex geology, where more sophisticated 

seismic model is needed or in highly heterogeneous reservoirs (some carbonate reservoir cases), 

using 7x7 strategy to train the DNN algorithm could provide more details in the forward model, 

which might be beneficial for these cases.  
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Figure 5-18: visual comparison of different DNN models trained on 3x3, 5x5, and 7x7 strategies. 

At the top, the ground truth from the traditional approach and, at the bottom, predictions of 

different DNN models 

 

5.8 Conclusions 

     Deep neural network algorithms can be considered an alternative 4D seismic forward model 

to replace the traditional approach with two modeling steps (petro-elastic model plus seismic 

model). An ensemble of reservoir models could be seen as a viable option to train these 

algorithms. Nevertheless, model ensemble choice varies from prior ensemble (before observed 

data assimilation) to the posterior (after data assimilation). In this research, the DNN algorithm 

was trained on prior and posterior ensembles to evaluate its prediction capability. This 

experiment was performed on three reservoir model ensembles from a field located offshore 

Brazil. The three ensembles included: (1) prior ensemble, (2) posterior from production data 

assimilation, and (3) posterior ensemble from 4D seismic plus production data assimilation. 

Different DNN models were developed based on the training with different reservoir model 

ensembles.  The results of this experiment helped us reach the following conclusions: 

1- The DNN model trained on the prior ensemble had good predictions for all the test 

models. This DNN model could generalize better than the DNN trained on posterior 

ensembles. With this observation, we could suggest that variability in training plays an 

important role in developing proxy models for 4D seismic forward modeling. The 
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performance of another DNN model, which was trained on a mixture training set (a mix 

of prior and posteriors) also confirmed the role of variability in the training phase to 

develop the proxy model. 

2- The DNN model trained on the posterior ensemble from production data assimilation 

was generally weak in predicting 4D signals as the DNN model predictions were not 

promising on the test models with strong 4D signals. As the posterior models were 

calibrated with production data and not 4D seismic data, the DNN model could not 

perform well on the test models with strong 4D signals.  

3- The DNN model trained on the posterior ensemble from production plus 4D seismic 

data was a biased DNN model toward the prediction of softening 4D signals. As this 

DNN model was trained on the posterior ensemble, which was jointly calibrated to 

production and 4D seismic data, the DNN model got used to predicting 4D signals for 

any test models in the test dataset, though the test model did not have that specific 4D 

signal. This bias is not preferable as the proxy is used as a 4D seismic forward model. 

Furthermore, the bias in the forward model might bring bias to the data assimilation 

(inversion). 

     The second experiment evaluated the influence of spatial information (around a data point) 

on the input features and their relation to the output. Spatial information was captured with 

three strategies: namely, 3x3 strategy that captured information around a data point within a 

square of 3x3, 5x5, and 7x7. These strategies were implemented to train the DNN algorithm 

and the results were compared. The 3x3 strategy successfully predicted 4D signals at the same 

level as other strategies with training elapsed time less than the 5x5 and 7x7 strategies. 

However, in a reservoir with complex geology, 5x5 and 7x7 strategies might capture more 

details in 4D seismic forward modeling. Future research might implement these strategies 

before extracting map and using spatial information of a data point in 3D reservoir model. This 

might improve the seismic modeling part as more features from the static properties (such as 

porosity) might improve the model of seismic wave propagation. In addition, future research 

might explore ways to treat the bias in the DNN-Post-WS model to make it generalize better. 

One solution could be optimizing the DNN loss function while adding some rock physics 

constraints. Therefore, the DNN model learns to consider these rock physics constraints in the 

training phase. Using Gassmann fluid substitution (Gassmann, 1951) could be an option to 

introduce rock physics constraints in the DNN algorithm training phase.  



163 

 

  

5.9 Acknowledgments 

     This work was carried out in association with the ongoing project registered under number 

20372-9 ANP as the "Development of integration between reservoir simulation and 4D seismic 

- Phase 2" (University of Campinas [UNICAMP]/Shell Brazil/ANP) funded by Shell Brasil 

Petróleo Ltda. under the ANP R&D levy for "Investment Commitment to Research and 

Development." The authors are grateful for the support of the Center for Petroleum Studies 

(CEPETRO-UNICAMP/Brazil), the Department of Energy (DE-FEM-UNICAMP/Brazil), the 

Research Group in Reservoir Simulation and Management (UNISIM-UNICAMP/Brazil), 

Energi Simulation, and CNPq. In addition, a special thanks to CGG, Schlumberger and CMG 

for software licenses. 

 

 

  



164 

 

  

6 Conclusions 

     This chapter summarizes the key findings of our research and presents the main 

contributions of our study. This research aimed to find alternative proxy models to replace the 

traditional 4D seismic forward modeling in the data assimilation process. The added demand 

for fast-track 4D seismic data assimilation has created methods to accelerate the data 

assimilation procedure. One possible way to reduce turnaround time in 4D seismic data 

assimilation is to use a proxy model for the traditional 4D seismic forward modeling.  The 

traditional approach requires two sequential modeling steps. The first is a petro-elastic model 

to transform the simulation model outputs to the synthetic elastic attributes, and the second is a 

seismic model to generate the synthetic amplitude (or its attributes) responses. The main 

problem with the petro-elastic model is its uncertainty and the combination of the petro-elastic 

and seismic models for 4D seismic forward modeling renders time-consuming. In this research, 

we developed two proxy models to replace the traditional petro-elastic modeling. In addition, 

machine learning algorithms were used to replace the combination of petro-elastic and seismic 

models.   

 

     The results indicate that the petro-elastic model could be replaced with a proxy model in the 

data assimilation frameworks to integrate jointly production and time-lapse seismic data. The 

first proxy for the petro-elastic model developed in our research was a linear summation of 

saturation-pressure changes to relate time-lapse acoustic impedance to these changes with 

coefficients. This proxy was used to jointly assimilate production and time-lapse seismic data  

with an ensemble-based data assimilation algorithm ES-MDA. The proxy implementation in 

the ES-MDA was compared to the petro-elastic model application. The comparison was based 

on various criteria to reveal the proxy performance and ways to improve the data assimilation 

results. 

  

     It can be concluded that the proxy for PEM was successfully reproduced the reservoir’s past 

behavior (history data). Both production and 4D seismic objective functions had similar results 

using proxy and the petro-elastic model in the joint data assimilation procedure. However, 

regarding uncertainty quantification and production forecast, the proxy failed to provide a 

reliable forecast and similar uncertainty assessment compared to the PEM case. Although the 

proxy application for PEM was promising, we discussed possible improvements for proxy 
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development. For example, the proxy formulation could include the reervoir porosity as an 

uncertain variable. Based on the results and the analysis, we decided to improve the proxy 

formulation and its application in the data assimilation process. Overall, our research was the 

first initiative to use a proxy for the petro-elastic model in the joint production and 4D seismic 

data assimilation.  

 

     As we have argued, including the reservoir porosity in the proxy model might improve the 

data assimilation process in terms of model parameters update and posterior models production 

forecast. On this basis, the second proxy for the petro-elastic model was developed where the 

reservoir porosity was included in the proxy model coefficients. Moreover, the proxy 

approximates the rock/fluid models; therefore, its application contains forward model errors. In 

this research, the proxy model errors were accounted for in the data assimilation procedure ES-

MDA using two different approaches. The first considered the proxy model coefficients as 

uncertain variables, and the second used fixed coefficients and computed the proxy model 

statistics from the prior ensemble of models. These model error treatment approaches were used 

with the ES-MDA to integrate production and 4D seismic data simultaneously. The application 

of the second proxy model in the data assimilation procedure was compared with the PEM 

application. 

 

     In summary, porosity inclusion in the proxy model and accounting for the proxy model error 

improves the data assimilation results. Comparisons of the proxy results with those from the 

petro-elastic model application indicated that the data match quality for the production and 4D 

seismic objective functions were similar. In addition, the proxy with fixed coefficients and its 

model error treatment had a similar response to the petro-elastic model application regarding 

the uncertainty quantification and the production forecast. We realized the importance of the 

uncertain model parameter porosity in the proxy formulation which mainly improved the 

uncertainty quantification. Moreover, we found out the role of the proxy model error and the 

proper approach (best practice) to consider the proxy models (to replace forward modeling) in 

the data assimilation algorithm. When used properly, the proxy for the petro-elastic model is 

considered reliable to produce reservoir past behavior (history data match quality) and the 

production forecast (future response). 

     Another aspect of our research (a new and different approach) was to use machine learning 

algorithms as a proxy model for the traditional 4D seismic forward modeling (a combination of 
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petro-elastic and seismic models). Machine learning algorithms could cut the workload and 

automate the task of seismic forward modeling. In our research, we developed two machine 

learning models (proxy models) to replace the traditional 4D seismic forward model and 

generate synthetic dRMS maps. These proxy models aim to replace the combination of petro-

elastic and seismic forward models in 4D seismic quantitative applications. The machine 

learning models are: (1) Extreme Gradient Boosting algorithm (XGBoost), and (2) Deep Neural 

Network algorithm (DNN). The algorithms were trained using an ensemble of reservoir models 

and the performance of the machine learning models was compared visually and quantitatively 

(with R-squared measure) with the performance of the petro-elastic and seismic models.   

 

     The analysis of the results indicates that the visual representation of the machine learning 

models’ performance was close to the petro-elastic and seismic models performance. Main 4D 

seismic signals were reproduced by the machine learning models with little sacrifice in their 

quality. In addition, the quantitative measure R-squared also showed that the proxy performance 

was close to the combination of the petro-elastic and seismic models outputs. The main 

contributions of the machine learning proxy model to the 4D seismic quantitative applications 

involve: (1) automating the traditional 4D seismic forward modeling and avoiding scale 

transformation and depth-to-time conversion of the traditional forward model, (2) helping 

petroleum engineers to perform data assimilation in amplitude domain and reduce turnaround 

time of the 4D seismic forward modeling in iterative data assimilation process (fast-track 4D 

seismic data assimilation), and  (3) accelerating the use of 4D seismic information in model-

based reservoir management and development especially in permanent reservoir monitoring 

systems.  

 

     Finally, in an experiment, the performance of a deep neural network algorithm as a proxy 

for 4D seismic forward modeling was evaluated when the algorithm was trained with different 

reservoir simulation models. Three ensembles of reservoir simulation models were used, 

namely: (1) prior ensemble of the simulation model (before observed data assimilation), (2) 

posterior ensemble from observed production data assimilation, and (3) posterior ensemble 

from a joint production plus 4D seismic data assimilation. The deep neural network algorithm 

was trained separately with these ensembles. Its performance was analyzed based on a 

quantitative measure (coefficient of determination or R-squared) and a visual comparison 

between the predicted 4D signals and the results from the traditional petro-elastic and seismic 
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models. In another experiment, the impact of spatial information extraction in input features for 

deep neural network training was investigated. Here, different strategies used to extract spatial 

(neighboring) information from the input features to relate them to the desired output. These 

strategies included extracting training samples from the input features within regions of interest 

of sizes 3x3, 5x5, and 7x7. These two experiments were carried out using a complete dataset of 

different ensembles of reservoir simulation models from a Brazilian offshore field (we call it 

S-Field).  

 

     For the first experiment, our results indicate that the deep neural network training with the 

prior ensemble provides acceptable results (high R-squared values) for almost all test models.  

In contrary, the training with the posterior ensembles developed deep neural network models 

incapable of predicting 4D seismic signals for some test models. For example, the deep neural 

network model trained with the posterior ensemble from production plus 4D seismic data 

assimilation gives a very biased 4D signal predictions. It has become, in many cases, a 

characteristic for this model to predict a specific 4D seismic signal (softening signal for our 

case). This bias in the forward model is undesirable as it affects the data assimilation results. 

Developing a generalized deep neural network model is a bedrock principle; training the 

algorithm with the prior ensemble with the highest variability and covering a wide range of 

reservoir scenarios would be beneficial. From the second experiment, we conclude that the 3x3 

neighborhood strategy is sufficient to train the deep neural network algorithm. The developed 

model can predict 4D seismic signals almost closely to the models trained with the 5x5 and 7x7 

neighboring strategies. Nevertheless, adding more spatial information from the input feature 

could help the deep neural network predictions for complex geology or highly heterogeneous 

reservoirs.  
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7 Future Studies 

     This chapter is designed to provide key components for future studies in the field of proxy 

development for 4D seismic forward modeling. The possibilities for the future studies are vast 

knowing the fact that the proxy models for seismic forward modeling is still in its infancy. More 

and more use cases of the proxy for the forward model is to be explored in the future. Future 

studies could explore the following items: 

  

     In chapters 2 and 3, adding gas saturation change to the proxy for petro-elastic model is an 

interesting issue for the future studies. Currently, the proxy model considers an oil-water system 

which could be expanded to three-phase flow. This could be an immediate line of research to 

study the impact of gas saturation on the proxy prediction. This term should be included in the 

proxy model considering that the gas saturation increase has softening effects. Moreover, 

adding initial saturation and pressure to the proxy for petro-elastic model could improve their 

prediction. Changes in effective pressure at low pressure conditions generate a more significant 

variation in elastic properties than changes at high pressure condition (Lang and Grana, 2019). 

We should treat the addition of initial conditions with caution as the core issue of the proxy 

modeling is to have a straightforward forward model and reduce complexities in the traditional 

modeling.  

 

     For chapters 2 and 3, future study could examine the use of proxy models for joint data 

assimilation in carbonate reservoirs. Uncertainty is the major issue to develop a petro-elastic 

model for carbonate reservoirs therefore; proxy models could be helpful as they have limited 

number of uncertain parameters while providing approximate results. Future studies are also 

needed to explore some alternative approaches to define proxy coefficients as grid variables 

instead of scalar variables. Defining these parameters as grid parameters might improve the 

performance of the proxy predictions especially for carbonate reservoirs. However, there should 

be a thorough evaluation on its costs. 

 

     As mentioned in chapter 3, the water saturation change part of the proxy for petro-elastic 

model could be calibrated with well-log information using Gassmann fluid substitution. It is 

widely accepted that the Gassmann equation is not a full rock physics modeling. However, a 

major source of information for this method is repeated Pulsed-neutron well logs (PNL) which 

could measure water saturation in the baseline and monitor times. By considering constant 
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porosity and reservoir conditions, Gassmann fluid substitution could be used to calculate the 

reservoir stiffness in the monitor time with the repeated water saturation from PNL 

measurement. Monitor acoustic impedance is calculated with the reservoir stiffness and finally 

impedance change is measured between the monitor and baseline times. By having the 

impedance change and porosity, proxy model coefficients could be calculated. This method (or 

other alternative ways) for the calibration of the proxy model could be investigated in the future 

studies. There approaches would avoid the need of a full PEM to calibrate the proxy model. 

 

     Future studies could continue to use the proxy for petro-elastic plus seismic model in the 

joint assimilation of production and 4D seismic data. Using the proxy model developed in 

chapters 4 and 5 inside joint data assimilation scheme could accelerate the assimilation process 

and reduce its turnaround time. Future studies could certainly test the impact of the accelerated 

data assimilation on the model-based reservoir decision making process. In addition, using the 

proxy model error treatment (discussed in chapter 3) might improve the data assimilation results 

in terms of uncertainty quantification and production forecast. A combination of the proxy 

model and the proxy model error is a powerful package to use in joint data assimilation 

algorithms as shown in chapter 3. We might use the same methodology to utilize properly the 

proxy for PEM plus seismic model in joint data assimilation frameworks.  

 

     As shown in chapters 4 and 5, deep neural network algorithms could replace the traditional 

4D seismic forward modeling. In addition, these algorithms could replace the traditional 

numerical reservoir simulation model using a physics-informed loss function to train the 

algorithm. The physics-informed soft constrains could speedup the learning process and reduce 

costs related to the training phase. The combination of deep neural network proxy models not 

only for the 4D seismic forward model but also for fluid flow modeling could reduce 

significantly elapsed time in 4D seismic history matching process. It is an interesting study to 

investigate the use of deep neural network algorithms for modeling of fluid flow in porous 

media. Future research should develop proxy forward models to emulate 4D seismic and 

numerical reservoir simulation and use them with different data assimilation or optimization 

algorithms. We might enhance this promising idea and use it in the future.  

 

     Finally, the proxy for 4D seismic forward modeling could be desirable for vast types of joint 

data assimilation schemes. For instance, the proxy model could be used in joint assimilation of 

4D seismic and electromagnetic data. Using a proxy for 4D seismic forward could reduce the 
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cycle time in this joint inversion. Moreover, future studies could investigate the use of the proxy 

model in a joint data assimilation of 4D seismic, electromagnetic, and production data. In 

addition, future studies should be devoted to examine the use of proxy model in 4D seismic 

feasibility studies especially in permanent reservoir monitoring settings. The proxy for 4D 

seismic forward modeling could provide information related to detectability of 4D seismic 

signals and could be helpful to reveal the best timing to acquire seismic survey in permanent 

reservoir monitoring settings.   
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Appendix A: ES-MDA algorithm 

The analysis equation of the ES-MDA algorithm for a model parameter is: 

𝒎𝑗
𝑎 = 𝒎𝑗

𝑓
+ 𝑹 ∘ [𝑪𝑀𝐷

𝑓
(𝑪𝐷𝐷

𝑓
+ 𝛼𝑖𝑪𝐷)

−1
](𝒅𝑜𝑏𝑠,𝑗 − 𝒅𝑗

𝑓
)                                  (𝐴. 1)  

In this equation, 𝒎𝑗
𝑎 is the updated vector of the model parameter, 𝒎𝑗

𝑓
 is the prior vector of the 

model parameter, and 𝑗 is the model number in the ensemble. 𝑹 is the localization matrix and ∘ 

denotes the Schur product. If 𝑁𝑎 is the number of iterations for the ES-MDA algorithm and for 

each iteration (𝑖), 𝛼𝑖 is the inflation factor. In the ES-MDA algorithm, the inflation factor must 

satisfy ∑
1

𝛼𝑖

𝑁𝑎
𝑖=1 = 1. 𝑪𝐷 is the observed data error covariance matrix, 𝒅𝑗

𝑓
 is the vector of 

simulated data for model number 𝑗, the observed data vector is 𝒅𝑜𝑏𝑠, and a vector randomly 

chosen from 𝒩(𝒅𝑜𝑏𝑠, 𝛼𝑖𝑪𝐷) is 𝒅𝑜𝑏𝑠,𝑗. In the ES-MDA algorithm, 𝑪𝑀𝐷
𝑓

 is the cross-covariance 

matrix between the prior vector of model parameter (𝒎𝑗
𝑓
) and the simulated data vector (𝒅𝑗

𝑓
). 

𝑪𝐷𝐷
𝑓

 is the auto-covariance matrix of the simulated data. The matrices 𝑪𝑀𝐷
𝑓

, and 𝑪𝐷𝐷
𝑓

 are defined 

as follows: 

𝑪𝑀𝐷
𝑓

=
1

𝑁𝑒−1
∑ (𝒎𝑗

𝑓
− �̅�𝑓𝑁𝑒

𝑗=1 )(𝒅𝑗
𝑓

− �̅�𝑓)𝑇                                                          (𝐴. 2)  

𝑪𝐷𝐷
𝑓

=
1

𝑁𝑒−1
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𝑓
− �̅�𝑓𝑁𝑒

𝑗=1 )(𝒅𝑗
𝑓

− �̅�𝑓)𝑇                                                             (𝐴. 3)  

In the above equations, 𝑁𝑒 is the ensemble size, �̅�𝑓 =
1

𝑁𝑒
∑ 𝒎𝑗

𝑓𝑁𝑒
𝑗=1 , and �̅�𝑓 =

1

𝑁𝑒
∑ 𝒅𝑗

𝑓𝑁𝑒
𝑗=1 .  
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Appendix B: Petro-elastic model for UNISIM case 

In this research, the petro-elastic model consists of four parts. Details of each part are presented: 

Part 1 (Rock matrix model): 

Two minerals are considered (namely quartz and clay) with bulk moduli (𝐾𝑞𝑡𝑧, 𝐾𝑐𝑙), shear 

moduli (µ𝑞𝑡𝑧, µ𝑐𝑙), and densities (𝜌𝑞𝑡𝑧, 𝜌𝑐𝑙). The volume fraction of these minerals is assumed 

based on the net-to-gross ratio (𝑁𝑇𝐺) where, the volume of quartz (𝑓𝑞𝑡𝑧) is equal to 𝑁𝑇𝐺 and 

𝑓𝑐𝑙 = 1 −  𝑁𝑇𝐺 is the volume fraction of clay (𝑓𝑐𝑙). The matrix bulk and shear moduli (𝐾𝑚, µ𝑚) 

are calculated using the avergae of Hashin-Shtrikman lower and upper bounds (Hashin and 

Shtrikman, 1963b): 

𝐾𝑚
𝐻𝑆± = 𝐾1 +

𝑓2

(𝐾2 − 𝐾1)−1 + 𝑓1(𝐾1 +
4
3 µ1)−1

                                              (𝐵. 1) 

µ𝑚
𝐻𝑆± = µ1 +

𝑓2

(µ2 − µ1)−1 +
2𝑓1(𝐾1 + 2µ1)

5µ1(𝐾1 +
4
3 µ1)

                                                (𝐵. 2) 

If we consider 𝐾1 = 𝐾𝑞𝑡𝑧, µ1 = µ𝑞𝑡𝑧, and 𝑓1 = 𝑓𝑞𝑡𝑧 then the moduli of the matrix are Hashin-

Shtrikman upper bound (𝐾𝑚
𝐻𝑆+, µ𝑚

𝐻𝑆+). By considering 𝐾1, µ1, and 𝑓1 for the clay mineral then 

we have Hashin-Shtrikman lower (𝐾𝑚
𝐻𝑆−, µ𝑚

𝐻𝑆−) bound. In this research, the average of the upper 

and lower bounds is considered for the matrix moduli. The density of the mineral mixture is 

computed using: 

𝜌𝑚 = 𝑓𝑞𝑡𝑧𝜌𝑞𝑡𝑧 +  𝑓𝑐𝑙𝜌𝑐𝑙                                                                                      (𝐵. 3) 

Part 2 (Rock frame model): 

The dry rock moduli (𝐾𝑑𝑟𝑦, µ𝑑𝑟𝑦) are calculated based on a polynomial equation presented in 

(Emerick et al., 2007b): 

𝐾𝑑𝑟𝑦 = 𝑓𝐾𝐾𝑑𝑟𝑦,𝜑                                                                                                (𝐵. 4) 

𝑓𝐾 = 𝐶𝐾𝑃,0 + 𝐶𝐾𝑃,1𝑃𝑒𝑓𝑓 + 𝐶𝐾𝑃,2𝑃𝑒𝑓𝑓
2 + 𝐶𝐾𝑃,3𝑃𝑒𝑓𝑓

3                                       (𝐵. 5) 

𝐾𝑑𝑟𝑦,𝜑 = 𝐶𝐾𝐾𝑚 + 𝐶𝐾𝜑,0 + 𝐶𝐾𝜑,1𝜑𝑒𝑓𝑓 + 𝐶𝐾𝜑,2𝜑𝑒𝑓𝑓
2 + 𝐶𝐾𝜑,3𝜑𝑒𝑓𝑓

3        (𝐵. 6) 

µ𝑑𝑟𝑦 = 𝑓µµ𝑑𝑟𝑦,𝜑                                                                                                  (𝐵. 7) 

𝑓µ = 𝐶µ𝑃,0 + 𝐶µ𝑃,1𝑃𝑒𝑓𝑓 + 𝐶µ𝑃,2𝑃𝑒𝑓𝑓
2 + 𝐶µ𝑃,3𝑃𝑒𝑓𝑓

3                                          (𝐵. 8) 

µ𝑑𝑟𝑦,𝜑 = 𝐶µµ𝑚 + 𝐶µ𝜑,0 + 𝐶µ𝜑,1𝜑𝑒𝑓𝑓 + 𝐶µ𝜑,2𝜑𝑒𝑓𝑓
2 + 𝐶µ𝜑,3𝜑𝑒𝑓𝑓

3          (𝐵. 9) 
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In equations (𝐵. 8), and (𝐵. 11),  the dry rock bulk and shear moduli depend on effective 

pressure (𝑃𝑒𝑓𝑓) through 𝑓𝐾, and 𝑓µ respectively. The dependency of these moduli on lithology 

and effective porosity (𝜑𝑒𝑓𝑓) is expressed by 𝐾𝑑𝑟𝑦,𝜑, and µ𝑑𝑟𝑦,𝜑. Constants 𝐶𝐾𝑃,𝑖, 𝐶𝐾, 𝐶𝐾𝜑,𝑖, 

𝐶µ𝑃,𝑖, 𝐶µ, and 𝐶µ𝜑,𝑖 are case dependent. It is worth noting that for our research, the responses for 

dry bulk and shear moduli calculated with above equations reflect the responses from Hertz-

Mindlin dry rock modeling (Hertz, 1882b; Mindlin, 1949b). 

Part 3 (Reservoir fluid model): 

Batzle and Wang (Batzle and Wang, 1992b) correlations are used to compute water and oil bulk 

moduli (𝐾𝑤, and 𝐾𝑜). The reservoir fluid bulk moduli (𝐾𝑓𝑙) is calculated based on the Wood’s 

formula (Mavko et al., 2019): 

1

𝐾𝑓𝑙
=

𝑆𝑤

𝐾𝑤
+

𝑆𝑜

𝐾0
                                                                                                   (𝐵. 10) 

𝜌𝑓𝑙 = 𝑆𝑤𝜌𝑤 + 𝑆𝑜𝜌𝑜                                                                                            (𝐵. 11) 

Where, 𝑆𝑤, 𝑆𝑜 are water and oil saturations, 𝜌𝑓𝑙 is the reservoir fluid density, and 𝜌𝑤 , 𝜌𝑜 are 

water and oil densities.  

Part 4 (saturated rock model): 

Saturated rock bulk modulus (𝐾𝑠𝑎𝑡) is modeled based on the Gassman fluid substitution 

(Gassmann, 1951b). If the effective porosity is 𝜑𝑒𝑓𝑓 by knowing the matrix, rock frame, and 

reservoir fluid bulk moduli (𝐾𝑚, 𝐾𝑑𝑟𝑦, 𝐾𝑓𝑙) from previous parts, 𝐾𝑠𝑎𝑡 is written as: 

𝐾𝑠𝑎𝑡 = 𝐾𝑑𝑟𝑦 +
(1−

𝐾𝑑𝑟𝑦

𝐾𝑚
)2

𝜑𝑒𝑓𝑓

𝐾𝑓𝑙
+

(1−𝜑𝑒𝑓𝑓)

𝐾𝑚
−

𝐾𝑑𝑟𝑦

𝐾𝑚
2

                                                                     (𝐵. 12)     

The saturated rock shear modulus is µ =  µ𝑑𝑟𝑦, and the density is calculated by knowing the 

matrix and reservoir fluid densities (𝜌𝑚, 𝜌𝑓𝑙): 

𝜌 = (1 − 𝜑𝑒𝑓𝑓)𝜌𝑚 + 𝜑𝑒𝑓𝑓𝜌𝑓𝑙                                                                           (𝐵. 13) 

Based on our petro-elastic model, the compressional wave velocity (𝑉𝑃) and shear wave velocity 

(𝑉𝑆) are as follows: 

𝑉𝑃 =  √𝐾𝑠𝑎𝑡 +
4
3 µ

𝜌
                                                                                                (𝐵. 14) 

𝑉𝑆 =  √
µ

𝜌
                                                                                                                  (𝐵. 15) 

And the elastic attributes compressional (𝐼𝑃) and shear (𝐼𝑆) impedances are: 
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𝐼𝑃 = 𝑉𝑃𝜌                                                                                                                   (𝐵. 16) 

𝐼𝑆 = 𝑉𝑆𝜌                                                                                                                     (𝐵. 17) 
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Appendix C: Petro-elastic model and seismic model for S-Field  

Seismic parameters such as P-wave and S-wave velocities (𝑉𝑃, and 𝑉𝑆 respectively)  are related 

to the reservoir density and stiffness with two equations as follows: 

𝑉𝑃 =  √𝐾𝑠𝑎𝑡 +
4
3 µ

𝜌
                                                                                                (𝐶. 1) 

𝑉𝑆 =  √
µ

𝜌
                                                                                                                  (𝐶. 2) 

In these equations, 𝐾𝑠𝑎𝑡, µ, and 𝜌 are the reservoir bulk modulus, shear modulus, and density. 

To compute seismic parameters (P-wave and S-wave) therefore, one should model the reservoir 

moduli and density. This modelling has three main parts, namely rock matrix model, dry rock 

model, and reservoir fluid model.  

Part 1 (rock matrix model): 

For our petro-elastic model, we consider a rock with two mineral components namely, quartz, 

and clay. Bulk moduli for quartz and clay are 𝐾𝑞𝑡𝑧, and 𝐾𝑐𝑙, shear moduli are µ𝑞𝑡𝑧, and µ𝑐𝑙 while 

densities are 𝜌𝑞𝑡𝑧, and 𝜌𝑐𝑙. Based on net-to-gross ratio (𝑁𝑇𝐺), the volume fraction of each 

mineral component is calculated where, the volume fraction of quartz (𝑓𝑞𝑡𝑧) is equal to 𝑁𝑇𝐺 

and the volume fraction of clay is considered 𝑓𝑐𝑙 =  1 − 𝑁𝑇𝐺. Knowing the mineral 

components moduli and their fractions, the rock matrix moduli are calculated with the average 

of Hashin-Shtrikman lower and upper bounds (Hashin and Shtrikman, 1963b): 

𝐾𝑚
𝐻𝑆± = 𝐾1 +

𝑓2

(𝐾2 − 𝐾1)−1 + 𝑓1(𝐾1 +
4
3 µ1)−1

                                              (𝐶. 3) 

µ𝑚
𝐻𝑆± = µ1 +

𝑓2

(µ2 − µ1)−1 +
2𝑓1(𝐾1 + 2µ1)

5µ1(𝐾1 +
4
3 µ1)

                                                (𝐶. 4) 

In these equations, when 𝐾1 =  𝐾𝑞𝑡𝑧 , µ1 =  µ𝑞𝑡𝑧  , and 𝑓1 =  𝑓𝑞𝑡𝑧 then the upper bound for the 

matrix moduli would be computed (𝐾𝑚
𝐻𝑆+, µ𝑚

𝐻𝑆+). If we consider 𝐾1 =  𝐾𝑐𝑙 , µ1 =  µ𝑐𝑙 , and 

𝑓1 =  𝑓𝑐𝑙 then the matrix moduli are considered to be Hashin-Shtrikman lower bound (𝐾𝑚
𝐻𝑆−, 

µ𝑚
𝐻𝑆−). It is worth noting that for our research, the matrix moduli are the average of upper and 

lower bounds using: 
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𝐾𝑚 =  
𝐾𝑚

𝐻𝑆+ +  𝐾𝑚
𝐻𝑆−

2
                                                                                           (𝐶. 5)    

µ𝑚 =  
µ𝑚

𝐻𝑆+ +  µ𝑚
𝐻𝑆−

2
                                                                                              (𝐶. 6)       

Using the volume fraction of each mineral component, the matrix density is: 

𝜌𝑚 = 𝑓𝑞𝑡𝑧𝜌𝑞𝑡𝑧 +  𝑓𝑐𝑙𝜌𝑐𝑙                                                                                           (𝐶. 7) 

Part 2 (dry rock model): 

Two end members are considered to model the dry rock moduli within a range of porosity. The 

first end member is at zero porosity which is rock matrix moduli and calculated in step 1. The 

second end member is at the critical porosity and its moduli (𝐾𝐻𝑀, and 𝜇𝐻𝑀) are calculated with 

Hertz-Mindlin model (Hertz, 1882b; Mindlin, 1949b): 

𝐾𝐻𝑀 =  √
𝐶2(1−𝜑𝑐)2𝜇𝑚

2

18𝜋2(1−𝜈𝑚)2
𝑃𝑒𝑓𝑓

3
                                                                                    (𝐶. 8)                                                                                                                          

𝜇𝐻𝑀 =  
5−4𝜈𝑚

5(2−𝜈𝑚)
√

3𝐶2(1−𝜑𝑐)2𝜇𝑚
2

2𝜋2(1−𝜈𝑚)2 𝑃𝑒𝑓𝑓
3

                                                                     (𝐶. 9)                     

𝜈𝑚 =  
3𝐾𝑚−2µ𝑚

2(3𝐾𝑚+µ𝑚 )
                                                                                                         (𝐶. 10)                                                                                          

In these equations, 𝐶 is co-ordination number which shows the average number of contacts per 

grain. 𝜑𝑐, and 𝜑 are the critical and total porosity respectively and effective pressure (𝑃𝑒𝑓𝑓) is 

equal to 𝑃𝑒𝑓𝑓 =  𝑃𝑜𝑣𝑒𝑟 −  ƞ𝑃𝑝𝑜𝑟𝑒 where, 𝑃𝑜𝑣𝑒𝑟 is the overburden pressure, 𝑃𝑝𝑜𝑟𝑒 is the pore 

pressure and ƞ is the effective pressure coefficient which is equal to 1 in our petro-elastic model. 

𝐾𝑚, and 𝜇𝑚 are the bulk and shear moduli of the rock matrix while 𝜈𝑚 is Poisson ratio. Rock 

matrix moduli (one end member) and the moduli at the critical porosity (another end member) 

are interpolated to calculate rock frame bulk 𝐾𝑑𝑟𝑦, and shear 𝜇𝑑𝑟𝑦 moduli within a range of 

porosity using modified Hashin-Shtrikman lower bound (Mavko et al., 2009b): 

𝐾𝑑𝑟𝑦 = [

𝜑
𝜑𝑐

⁄

𝐾𝐻𝑀 +
4𝜇𝐻𝑀

3⁄
+

1 −  
𝜑

𝜑𝑐
⁄

𝐾𝑚 +  
4𝜇𝐻𝑀

3⁄
]−1 −  

4

3
𝜇𝐻𝑀                                   (𝐶. 11) 

𝜇𝑑𝑟𝑦 = [

𝜑
𝜑𝑐

⁄

𝜇𝐻𝑀 + 𝑧
+

1 −  
𝜑

𝜑𝑐
⁄

𝜇𝑚 +  𝑧
]−1 −  𝑧                                                                   (𝐶. 12) 

𝑧 =  
𝜇𝐻𝑀

6
(

9𝐾𝐻𝑀 + 8𝜇𝐻𝑀

𝐾𝐻𝑀 + 2𝜇𝐻𝑀
)                                                                                        (𝐶. 13) 

As a reminder, 𝜑, and 𝜑𝑐 are porosity, and the critical porosity. 𝐾𝐻𝑀, and 𝜇𝐻𝑀 are the bulk and 

shear moduli calculated at the critical porosity with the Hertz-Mindlin theory model while 𝐾𝑚 

and 𝜇𝑚 are the rock matrix bulk and shear moduli.  
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 Part 3 (reservoir fluid model): 

The individual fluid bulk modulus is computed using Batzle-Wang correlations (Batzle and 

Wang, 1992b) and the mixture bulk modulus (𝐾𝑓𝑙) is calculated using Wood’s law as (Mavko 

et al., 2009b): 

𝐾𝑓𝑙 =  [
𝑆𝑤

𝐾𝑤
+  

𝑆𝑜

𝐾𝑜
+

𝑆𝑔

𝐾𝑔
]−1                                                                                          (𝐶. 14) 

Where, 𝑆𝑤, 𝑆𝑜, and 𝑆𝑔 are the water, oil, and gas saturations. 𝐾𝑤, 𝐾𝑜, and 𝐾𝑔 are the bulk 

modulus for water, oil, and gas respectively. In addition, by knowing the individual fluid density 

of water (𝜌𝑤), oil (𝜌𝑜), and gas (𝜌𝑔) then, the reservoir fluid density (𝜌𝑓𝑙) is calculated based 

on: 

𝜌𝑓𝑙 =  𝜌𝑤𝑆𝑤 +  𝜌𝑜𝑆𝑜 +  𝜌𝑔𝑆𝑔                                                                                         (𝐶. 15) 

All the parts mentioned before including the matrix, the dry frame, and the reservoir fluid 

moduli are assembled to compute the reservoir bulk modulus (𝐾𝑠𝑎𝑡) with the Gassmann fluid 

substitution equation (Gassmann, 1951b): 

𝐾𝑠𝑎𝑡 = 𝐾𝑑𝑟𝑦 +
(1 −

𝐾𝑑𝑟𝑦

𝐾𝑚
)2

𝜑𝑒𝑓𝑓

𝐾𝑓𝑙
+

(1 − 𝜑𝑒𝑓𝑓)
𝐾𝑚

−
𝐾𝑑𝑟𝑦

𝐾𝑚
2

                                                           (𝐶. 16)             

Here, 𝜑𝑒𝑓𝑓 is effective porosity and the reservoir shear modulus (𝜇) is equal to dry frame shear 

modulus (𝜇𝑑𝑟𝑦). The reservoir density is estimated using the matrix density (𝜌𝑚), the fluid 

density (𝜌𝑓𝑙), and porosity (𝜑) with: 

𝜌 = (1 −  𝜑)𝜌𝑚 +  𝜑𝜌𝑓𝑙                                                                                            (𝐶. 17) 

After having calculated the elements of the equations (A.1) and (A.2), the seismic parameters 

including P-wave, S-wave, and density are computed. These parameters are used to simulate 

seismic wave propagation in the reservoir. There are different approaches to simulate seismic 

waves. In our research, 1D convolutional method is used for seismic modelling. Two 

components for this method include: (1) P-wave reflectivity (𝑅𝑃𝑃), and (2) wavelet. The P-wave 

reflectivity (𝑅𝑃𝑃) can be calculated using Aki and Richard (1980) which is an approximation 

of the Zoeppritz equations (Zoeppritz, 1919). The wavelet is chosen in such a way that the 

synthetic seismic trace has the highest correlation with the real seismic trace. These two 

components are convolved to generate the synthetic seismogram. It is worth mentioning two 

points here. Firstly, the root mean square (RMS) of the generated synthetic amplitude is used 

for our application. The second point is the fact that the PEM and the seismic model should be 
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repeated for the baseline (pre-production) and the monitor time (post-production). Eventually, 

the time-lapse difference of the root mean square amplitude (dRMS) is calculated by subtraction 

of the monitor from the baseline.     
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Appendix D: Complementary results for petro-elastic proxy 

modeling  

     Petro-elastic proxy model (PEM-Proxy) tries to mimic a fullfledged petro-elastic model. 

However, as discussed in Danaei et al. (2022), the proxy is an approximation and its 

implementation involves with model error. A proper use of the proxy accounts for the model 

error and tries to alliviate it during data assimilation procedure. To compare the performance 

of the proxy and a fullfledge petro-elastic model, complementary statistical analysis are 

performed to to analyze the proxy predictions versus the results from a petro-elastic model. 

This analysis is performed for the proxy model developed in our first paper entitled “Using 

petro-elastic proxy model to integrate 4D seismic in ensemble-base data assimilation”. It is 

worth noting that this PEM-Proxy is a linear summation of saturation-pressure changes. In 

addition, we analyze the performance of the second version of the proxy model which 

developed in our paper entitled “Substituting petro-elastic model with a new proxy to assimilate 

time-lapse seismic considering model error”. In our second paper, the proxy model (we called 

it, DAI-Proxy) was a linear summation of saturation-pressure changes with two coeficients that 

are functions of porosity. The inclusion of porosity introduces heterogeniuty to the proxy model 

and make the proxy performs better in cases where heterogeniuty plays an important role to 

develop the eensemble of reservoir models. 

     The first version of the PEM-Proxy is abbreviated to the petro-elastic proxy model with 

fixed coefficients (PFC) and proxy model with uncertain coefficients (PUC). Figures D-1 and 

D-2 illustrate the crossplot between proxy predictions and the result from the petro-elastic 

model. Both PFC and PUC predictions are plotted against the actual petro-elastic model results. 

Models in these figures are randomnly selected and R-squared values are shown in the plots. 
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Figure D-1: Crossplots of the proxy and petro-elastic model results and their corresponding 

R-squared for four randomnly selected models in the ensemble 
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Figure D-2: PFC and PUC (proxy models) results versus the fullfledged petro-elastic model 

and their corresponding R-squared values. 

 

 

     The same analysis performed for the second version of the PEM-Proxy models. The main 

difference of this version with the previous one is the porosity inclusion. The second version 

has porosity as a function in its coefficients. This proxy model is abbreviated to the proxy 

model with fixed coefficients in the porosity function (DFC) and the proxy model with 

uncertain coefficients (DUC). Figures D-3 and D-4 show the crossplots of the proxy and 

petro-elastic model results for the same models of our first analysis. 
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Figure D-3: Crossplots between proxy and the petro-elastic model results, alongside with the 

R-squared values. 
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Figure D-4: Analysis of the proxy models (DFC and DUC) predictions with the results from 

the petro-elastic model. 

 

    An interesting observation when comparing the crossplots in figures D-1 and 2 with those in 

figure D-3 and 4 is the higher values of the R-sqauerd obtained with the second version of the 

proxy model. Porosity inclusion in the proxy equations could capture heterogenuity and resulted 

in higher R-squared and improved the proxy model predictions. In general, porosity has a 

significant role when decomposing 4D signals to saturation-pressure changes as shown in 

analysis in figures D-1 to 4. The importance of other parameters for proxy construction (such 

as initial saturations and initial pressure) should be considered for future invetigation. Including 
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these parameters in the proxy might improve its implementation for reservoirs with more 

complex geology.  
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Appendix E: Complementary results for the proxy of 4D seismic 

forward modeling  

     In the quantitative applications of 4D seismic data, one needs a forward operator (simulation 

results) as an initial guess to start optmization or as prior information to perform data 

assimilation procedure. One alternative 4D seismic forward model is a machine learning proxy 

to replace the traditional forward model (a combination of petro-elastic and seismic models). 

For our application, two machine learning algorithms were chosen: (1) Extreme Gradient 

Boosting (XGBoost), and (2) a Deep Neural Networks (DNN). The XGBoost algorithm was 

choosen as this is a fast algorithm to train and the DNN was selected as the algorithm is 

powerfull to solve complex non-linear relations. Moreover, the importance of each input feature 

for the target (dRMS) prediction was measured using SHAP values. Figure E-1 illustrates 

SHAP values for all the input features of our algorithm. 

 

 

 
Figure. E-1: SHAP values for all the input features of our machine learning algorithms. 
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     According the figure, saturation-pressure changes were the most significant contributers for 

dRMS prediction. It was expected as the 4D signals are generally composed of the dynamic 

changes such as saturation-pressure changes. In addition, the role of porosity also should be 

mentioned as this parameter indicates the influence and involvement of each dynamic change 

in the overal 4D seismic signal.   

 

 

 

 

 

 

 

 


