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RESUMO

Na primeira parte deste trabalho é estabelecido um método amplo para obter
boa colocação local de equações dispersivas nos espaços de Sobolev com peso Hs

pRq X

L2
p|x|

2bdxq. Aplicamos este método a várias equações dispersivas como a equação de
Ostrovsky-Stepanyams-Tsimring, a equação de Kawahara, um modelo de quinta ordem e
o sistema de Hirota-Satsuma. A segunda parte do trabalho é dedicada a demonstrar a
optimalidade da relação entre o decaimento e a regularidade obtida no método desenvolvido;
usando a equação de Korteweg-de Vries modificada como exemplo.

Porfim, como uma aplicação direta da teoria desenvolvida nos espaços com
peso, na parte final são obtidos resultados de tipo blow-up dispersivo de soluções para a
equação de Kawahara e para o sistema de Hirota-Satsuma.

Palavras-chave: Espaços de Sobolev com peso, Decaimento polinomial, Blow-up disper-
sivo, Boa colocação local.



ABSTRACT

In the first part of this work we establish a wide method to obtain local well-
posedness of dispersive equations in the weighted Sobolev spaces Hs

pRq X L2
p|x|

2bdxq. We
apply this method for several dispersive equations such as the Ostrovsky-Stepanyams-
Tsimring equation, the Kawahara equation, a fifth order model, and the Hirota-Satsuma
system. The second part of this work is devoted to show that the relation between decay and
regularity obtained with the developed method is optimal; using the modified Korteweg-de
Vries equation as example.

Finally, as a direct application of the theory in weighted spaces, we obtain
results related to the dispersive blow-up of solutions to the Kawahara equation and
Hirota-Satsuma system.

Keywords: Weighted Sobolev spaces, Polynomial decay, Dispersive blow-up, Local well-
posedness.
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INTRODUCTION

Nonlinear dispersive equations are equations of the form

Btu ´ impDqu ` Npuq “ 0, (1)

where u “ upx, tq, x P Rn, t P R, mpDq is an operator defined as a Fourier multiplier based
on a real-valued m and N is a nonlinear function. These kind of equations have been
extensively studied in the last decades due to the fact they are models that arise from
several physical phenomena, specially in the case of wave propagation. A fundamental
aspect in the theory of dispersive equations is the study of well-posedness. Following Kato
(see [34]), we say that the initial-value problem (IVP)

$

&

%

Btupx, tq “ fpuq, x P Rn, t P R,

upx, 0q “ u0pxq,
(2)

is locally well-posed in the Banach space Y if the next two conditions are satisfied:

1. For each initial datum u0 P Y there exist T ą 0 and a unique solution u in the space
Cpr0, T s; Y q.

2. The data-solution map u0 ÞÑ u is continuous from Y to Cpr0, T s; Y q.

In case T can be selected arbitrarily large, we say the IVP is globally well-posed in Y . It is
worth to emphasize that condition 1 above is actually requiring two things: the existence of
a unique solution and its persistence in the functional space Y along time. The persistence
property is one of the main concerns of this work.

Initial value problems associated to several dispersive equations have been
considered extensively in the literature. Classical methods such as the contraction principle
have been employed to obtain local well-posedness in functional spaces measuring regularity
of the solutions (see for instance [12], [34], [37] and the references therein). In [34], when
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studying the well-known Korteweg-de Vries (KdV) equation (see (4) below), Kato also
considered spaces that, in addition to smoothness, also measure the decay of the solutions.
Among the possibilities, persistence in the spaces Zs,b :“ Hs

pRn
q X L2

p|x|
2bdxq plays

an important role. The relation between decay and regularity displayed by the Fourier
transform suggest the study of the persistence in such spaces. Several classical results
support the existence of a natural bond between the two spaces involved in the definition
of Zs,b.

In the past years, new techniques based on Besov or Bourgain spaces have been
used to address the IVP associated to many dispersive equations in low regularity spaces,
unfortunately, the relation between decay and regularity under these new technologies
is not well understood yet. Earlier works dealing with persistence in the spaces Zs,b are
based on formulas that interchange weights with the group associated to the linear part of
the underlying equation. In [26], [27] and [28], based on the commutative properties of the
operators Γj “ xj ` 2itBj, the authors used the equality

xαeit∆u0 “ eit∆Γαu0, where Γ “ pΓ1, . . . , Γnq and α P Nn;

together with calculus inequalities for the operators Γj to show that if u0 P Zm,k, with
m, k integers, then the IVP associated with the Schrödinger equation,

$

&

%

iBtu ` ∆u ` µ|u|
a´1u “ 0, a ą 1,

upx, 0q “ u0pxq,
(3)

has a unique solution

u P Cpr0, T s; Zm,kq X Lq
pr0, T s; Lp

kpRn
q X Lp

p|x|
kdxqq,

for appropriate m and k. Here pp, qq is some admissible pair. This result for indices m, k

not necessarily integers was obtained by Nahas and Ponce in [46, Theorem 1].

In [34], Kato considered the following IVP
$

&

%

Btu ` B
3
xu ` apuqBxu “ 0, x P R, t P R,

upx, tq “ u0pxq,
(4)

where apuq is a real-valued C8 function. If apuq “ u we have the Korteweg-de Vries (KdV)
equation. The KdV equation was derived in [38] as a model describing the propagation
of waves in one dimensional dispersive media. From the mathematical point of view,
this equation has been widely studied in the literature, see for instance [15], [34], [37]
and the references therein. Also, if apuq “ u2 we obtain the modified Korteweg-de Vries
(mKdV) equation and if apuq “ uk for k ą 2 a positive integer, we obtain the generalized
Korteweg-de Vries (gKdV) equation . Using the operators Γt :“ x ´ 3tB2

x and A :“ Bt ` B
3
x,
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Kato showed that rΓt, As “ 0 and used this to note that both, Uptqpxu0q and ΓtUptqu0,
are solutions of the problem

$

&

%

Au “ 0,

up0q “ xu0.

Therefore, it follows that Uptqpxu0q “ ΓtUptqu0. The latter can be translated into the
formula

xUptqu0pxq “ Uptqxu0pxq ` 3tUptqpB
2
xu0qpxq. (5)

Using (5), Kato proved the local well-posedness of (4) in Z2r,r for r ě 1 integer. This was
later extended by Nahas [44] to non-integer indices.

Another example of a model studied in the spaces Zs,b is the Benjamin-Ono
equation

Btu ` HB
2
xu ` uux “ 0,

where H denotes the Hilbert transform

xHfpξq “ ´i sgnpξq pfpξq.

For integers s and b, persistence in these spaces was first studied by Iorio in [31]. For
non-integer indices the persistence properties were established by Fonseca and Ponce in
[24]. For the study of the IVP associated with other dispersive equations we refer the
reader to [7], [8], [18], [19], [21], [23], [33], [48] and references therein.

Our first concern in this thesis is to study decay properties of solutions for linear
problems for several dispersive equations. More precisely, we are interested in discussing
the problem

$

&

%

Btu ` Lu “ 0, x P Rn, t P R,

up0q “ u0,
(6)

where L is a linear operator satisfying xLfpξq “ iϕpξq pfpξq for some continuous real-valued
function ϕ and u0 P Zs,b. Via Fourier transform, the solution of (6) is given by

Uptqu0pxq “ upx, tq “ pe´itϕpξq
pu0q

_
pxq,

where tUptqutPR is the associated linear group. We shall assume that the phase ϕ : Rn
Ñ R

is regular enough (see conditions (A) and (B) below) in order to define a group in Hs
pRq.

The KdV case (when ϕpξq “ ´ξ3) is one of the best understood due to the
physical significance of the model. Denote with Uptq the linear group associated to the
linear part of (4), that is,

Uptqfpxq :“
´

eitξ3
pfpξq

¯_

pxq. (7)
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To study u in the spaces L2
p|x|

2b
q it is necessary to look at expressions of the form

|x|
bupx, tq. Taking into account the Duhamel formulation of solutions

upx, tq “ Uptqu0pxq ´

ż t

0
Upt ´ t1

qupx, t1
q

k
Bxupx, t1

qdt1, (8)

the relation between the unitary group Uptq and the weights |x|
b needs to be understood.

Recently, using one version of the Stein derivative (which is not directly depending on
the Fourier transform), the formula in (5) was later generalized to weights with fractional
powers in [22]. It was proven that for b P p0, 1q we have

|x|
bUptqu0pxq “ Uptqp|x|

bu0qpxq ` UptqtΦt,bppu0pξqqu
_

pxq, (9)

where the residual term tΦt,bppu0pξqqu
_ can be estimated in terms of the L2 norm of the

fractional derivative D2bu0. The authors used the following version of Stein’s derivative:

Dαfpxq “ lim
ϵÑ0`

1
cα

ż

|y|ěϵ

fpx ` yq ´ fpxq

|y|n`α
dy. (10)

The main advantage of this version relies on the fact that for suitable functions f , it
follows that {Dαpfq “ |ξ|

α
pf . This allowed the authors to recover the unitary group after a

convenient application of a Leibniz-type rule for Stein derivatives.

Note that a close inspection of both, (5) and (9), suggest that one can expect
a bond between the regularity index s and the twice the decay 2b.

In Theorem 1.5 below we prove that if u0 is in Zs,b :“ Hs
pRq X L2

p|x|
2bdxq for

b ď s{K then the IVP (6) has a solution u satisfying the inequality

}|x|
buptq}L2 ď C

␣

p1 ` |t|q}u0}s,2 ` }|x|
bu0}L2

(

(11)

where } ¨ }s,2 denotes the norm in Hs
pRn

q. The parameter K is related to the greatest
dispersion present in L. Note that (11) indeed establishes that the solution of (6) persists
in Zs,b for any time interval. A similar result to (11) was obtained in [9, Theorem 1.11].
The authors considered a phase function given by

ϕpξq “

p
ÿ

j“1
Cjξ

βj , ξ P Rn, βj P pZ`
q

n,

and established the inequality

}|x|
buptq}L2 ď C}|x|

bu0}L2 ` Ap}u0}Hapbqq,

where b ě 1, A is a non negative continuous function and apbq :“ max
1,...,p

p|βj| ´ 1qb. Their
proof relies on estimates based on the differential equation itself. On the other hand, our
approach to prove (11) follows the ideas of Nahas and Ponce [46] and relies on estimates
based on Stein’s derivative Db of the phase function (see (12) below). In consequence, we
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are able to include weights with 0 ă b ă 1 and establish the same interpolation inequality
with Apxq “ p1 ` |t|qx and apbq “ Kb.

We point out that (11) may be seen as an alternative to (9) in the sense that
it interchanges weights with the group but also accepts several dimensions and a wide
variety of phase functions. On the other hand, in contrast with (9) we lose the punctual
identity. A disadvantage of (11) compared to (9), is the impossibility of using Strichartz
type estimates once (11) has been applied. This prevents the application of the theory
developed here in the context of estimates that do not rely on the L2-based Sobolev spaces.
An example of this situation is the nonlinear Schrödinger equation in which the inequalities
used to prove local well-posedness are based on the spaces Lp

bpRn
q.

The main tool to prove (11) is the estimate presented in Lemma 1.9 (below),
which in turn is based on previous results that faced persistence properties for particular
equations such as in [8], [22] and [46]. Some other works in which related computations
have been done are [23] and [33]. In [46], the authors dealt with the Schrödinger equation;
using the Stein derivative defined as

Db
pfqpxq :“

ˆ
ż

Rn

|fpyq ´ fpxq|2

|x ´ y|n`2b
dy

˙
1
2

. (12)

They estimated Db
peit|ξ|2

qpxq by exploiting the radial behavior of the integral
ż

Rn

|eip´2
?

tx¨y`|y|2q ´ 1|2

|y|n`2b
dy.

This estimate was later extended in [8] for Db
peitξ3

qpxq when dealing with the Ostrovsky
equation. We follow these ideas to generalize it for phase function satisfying weak regularity
conditions. Roughly speaking, we require ϕ to be locally Lipschitz with some conditions
on how the Lipschitz constant varies in space (see conditions (A) and (B) below).

It is worth mentioning that the modulus present in the definition of Db generates
cancellation of oscillations when f is of the form eitϕ, preventing estimate (11) to be in
terms of the group associated to ϕ, in contrast with (9). This issue restrict optimal
applications of (11) for some nonlinear equations, in which the problem can be resolved
using regularization via Sobolev embedding but that might imply extra constraints in the
regularity index s that may not match the best local well-posedness result available.

As a direct application of (11) we prove local well-posedness results in weighted
spaces for several physical models, including local and non local models and a system of
equations. The first model we are interested in is the Kawahara equation. Consider the
IVP

$

&

%

Btu ` αuBxu ` βB
3
xu ` γB

5
xu “ 0, px, tq P R ˆ R,

upx, 0q “ u0pxq,
(13)
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where α, β, γ are real numbers with αγ ‰ 0. The Kawahara equation was derived in [35]
as a model equation describing solitary-wave propagation in media where the first-order
dispersion coefficient is anomalously small. It also arises in modeling gravity-capillary
waves on a shallow layer and magneto-sound propagation in plasma. Several results for
the IVP (13) can be found in the current literature. In particular, the local well-posedness
in the Sobolev spaces was established in [17] for s ą 1{4. By using Bourgain’s spaces, the
Sobolev index for the local well-posedness of (13) may be pushed down to s ą ´7{4 (see,
for instance, [13]). However, since the work in [17] was established with the technique
introduced in [37] (which uses Strichartz’s estimates, smoothing effects, and a maximal
function estimate combined with the contraction mapping principle), we use it instead to
establish in Chapter 2 that (13) is locally well-posed in Zs,b for s ą 1{4 and 0 ď b ď s{4.

Now, consider the Hirota-Satsuma system
$

’

’

’

&

’

’

’

%

Btu ´ apB
3
xu ` 6uBxuq “ 2rvBxv, px, tq P R ˆ R,

Btv ` B
3
xv ` 3uBxv “ 0,

up0, xq “ u0pxq, vp0, xq “ v0pxq,

(14)

where u and v are real-valued functions of the variables x, t P R and a, r are nonzero real
constants. The system (14) was derived in [29] and describes interactions of two long waves
with different dispersion relations. Concerning local well-posedness in Hs

pRq ˆ Hs1

pRq via
contraction principle, in [1, Theorem 2.1] it was proved to be locally well-posed for s1

“ s

with s ą 3{4. By performing a natural modification of the Banach space, (11) was used to
establish the system is locally well-posed in Zs,b ˆ Zs,b for s ą 3{4 and 0 ď b ď s{2.

Next we consider the IVP associated with the so-called Ostrovsky-Stepanyams-
Tsimring (OST for short) equation

$

&

%

Btu ` B
3
xu ´ ηpHBxu ` HB

3
xuq ` uBxu “ 0, x P R, t ą 0,

up0, xq “ u0pxq,
(15)

where η ą 0 is a real constant and H is the Hilbert transform. The equation in (15) was
derived by Ostrovsky, Stepanyams and Tsimring [47] to describe the radiational instability
of long waves in a stratified shear flow. The IVP (15) in classical Sobolev spaces was
considered in [11, Theorem 1.1]. The authors used an improved smoothing effect to prove
local well-posedness in Hs

pRq for s ě 0. In Chapter 2 we prove it is also locally well-posed
in Zs,b for s ą 0 and 0 ď b ď s{2.

Next we consider another fifth-order model by replacing the first-order derivative
in the nonlinear part of (13) by a second-order derivative. More precisely, we consider the
following IVP

$

&

%

Btu ` αuB
2
xu ` βB

3
xu ` γB

5
xu “ 0, px, tq P R ˆ R,

upx, 0q “ u0pxq,
(16)
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where again α, β, γ are real numbers with αγ ‰ 0. The local well-posedness of (16) in
Hs

pRq was established in [51] for s ą 5{4. We prove it is also locally well-posed in Zs,b for
s ą 5{4 and 0 ď b ď s{4.

Note from (9), (11) and the results mentioned above that the upper bound for
decay s{K ě b seems to be mandatory. In this work we also study if such condition is
optimal. A positive answer was obtained in the sense that if the decay b of the solution
exceeds s{K, say b “ s{K ` ε, then the solution is actually more regular than initially
considered and the regularity index seems to be s ` Kε. The first result in this direction
was proved for the KdV equation and it is due to Isaza, Linares and Ponce [32]. The
authors proved that if the solution of the KdV equation in L2

pRq is so that in two different
times it accepts a decay of |x|

α for some α ą 0, then the solution, which was initially only
in L2

pRq, is in H2α
pRq. A similar result was later obtained by Bustamante, Jiménez and

Mejía in [6] for the fifth-order KdV equation

Btu ` B
5
xu ` uBxu “ 0,

starting with a solution in H2
pRq.

The idea used in [32], is to develop a bootstrap argument depending on the
size of α. In each step the authors perform energy estimates in an accurate way to obtain
decay for the solution and its derivative. More precisely, for α ą 0 they established that
for almost every t P rt0, t1s it follows that Bxuptqxxy

α´1{2
P L2

pRq and for all t P rt0, t1s

that uptqxxy
α

P L2
pRq. By considering f :“ xxy

α´1{2upt˚
q, for some t˚

P rt0, t1s, the latter
implies that Jf :“ pxξy pfq

_ and xxy
1{2f are in L2

pRq. Using interpolation (see Lemma 1.4
below), the following bound was obtained:

›

›

›
J1θ

´

xxy
p1´θq 1

2 f
¯›

›

›

2
ď c}Jf}

θ
2}xxy

1{2f}
1´θ
2 , θ P p0, 1q. (17)

In order to give a conclusion about Jsu, for some s P R, it was required the equality
p1 ´ θq{2 ` α ´ 1{2 “ 0, that is, θ “ 2α and therefore they proved upt˚

q P H2α
pRq.

In [32] the authors suggested that the proof extends to the mKdV equation. It
appears that some adjustments are required to raise according to the size of α. For instance,
if α ą 1{2 the same choice of θ done in (17) might not be the best due to the constraint
θ ď 1. Moreover, regardless of the choice of θ, the most regular scenario for Jθ leads to
H1

pRq. This concern exhibits the needing of increase the regularity over f , that is, to get
a higher estimate than Jf ; while the role of α is re-escalated to fit p1 ´ θq{2 ` α̃ ´ 1{2 “ 0

with θ P p0, 1q. One natural way of doing this reads as follows: in case α P

ˆ

r

2 ,
r ` 1

2

ȷ

we

can take B
r
x to the mKdV equation and prove that B

r`1
x uptqxxy

α̃´1{2 is in L2
pRq, where

α̃ “ α ´ r{2 P p0, 1{2s. By setting f :“ xxy
α̃´1{2upt˚

q it might be seen that Jr`1f and
xxy

1{2f are in L2
pRq. Interpolating as in (17) we would get

›

›

›
J pr`1qθ

´

xxy
p1´θq 1

2 f
¯
›

›

›

2
ď c}Jr`1f}

θ
2}xxy

1{2f}
1´θ
2 , θ P p0, 1q.
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From the condition p1 ´ θq{2 ` α̃ ´ 1{2 “ 0 we obtain θ “ 2α ´ r, which is in p0, 1q.
Unfortunately this interpolation will not lead to the best estimate for Jsu because pr ` 1qθ

is less than or equal to the expected gain of regularity 2α and only attains it when
α “ pr ` 1q{2.

Given that only an increase in the regularity does not resolve on its own, in the
proof of Theorem 3.7 (below) we not only increase the spatial derivatives of u but we also

consider some decay for them. We manage to prove that in the general case α P

ˆ

r

2 ,
r ` 1

2

ȷ

,

for almost every t in a subinterval of rt0, t1s we have

xxy
α̃´1{2

B
r`1
x uptq P L2

pRq and xxy
α̃
B

r
xuptq P L2

pRq. (18)

By considering f :“ xxy
α̃´1{2

B
r
xupt˚

q it is noted that Jf and xxy
1{2f are in L2

pRq. Therefore
interpolating analogous to (17) with θ “ 2α̃ we would obtain J2α̃

B
r
xupt˚

q P L2
pRq, that is

to say, upt˚
q P H2α

pRq.

The optimal relation in the general case s{K ě b is discussed in Chapter 5.
Partial results for the Kawahara equation, the OST equation and some perturbations of
the KdV are possible to be extended as in the mKdV case. A generalized setting (such as
the one in (6)) is one of the topics of current research.

Finally, to stand out the importance of studying dispersive equations in weighted
Sobolev spaces, this work carry on with a study of dispersive blow-up properties. The
phenomenon of dispersive blow-up was first identified by Benjamin, Bona and Mahony
in [2] for the linear KdV equation. Roughly speaking the authors proved the existence of
an infinitely smooth bounded initial data such that the corresponding solution blows-up
in finite time in the L8 norm. The pioneer mathematical work studying the existence of
solutions for nonlinear dispersive equations presenting a behavior similar to the linear
KdV is due to Bona and Saut [4]. In that paper the authors considered the generalized
nonlinear KdV equation

Btu ` B
3
xu ` uk

Bxu “ 0, k P Z`,

and constructed initial data in Hℓ
pRq X C8

pRq, for a suitable choice of ℓ, such that the
corresponding solution satisfies

lim
px,tqÑpx˚,t˚q

|upx, tq| “ `8, (19)

where px˚, t˚q is a point in R ˆ p0, 8q; moreover, the solution u is continuous except at
px˚, t˚q. The strategy of the authors was first to construct a solution of the linear problem
satisfying (19) and then, using the decay properties of the solutions in weighted spaces,
they showed that the nonlinear part do not destroy that behavior. This emphasizes the
linear feature of this kind of singularity and makes it different, for instance, of the blow-up
in Sobolev norms where the effects of the nonlinearity are stronger.
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After that, in [42], the authors addressed the same question for k ě 2 but with
a simplified approach. Indeed, the authors showed that in this situation is sufficient to
show that the integral part of the solution in the Duhamel formulation is more regular than
the linear one. More precisely, they established if the initial datum belong to Hs

pRq, s ě 1,
then the corresponding integral part belongs to CpR; Hs`1

pRqq. This was enough to prove
the existence of dispersive blow-up. More recently, in [41], using fractional weighted spaces,
the authors also improved the results of [4] in the case k “ 1, i.e., for the KdV equation.
For additional results concerning dispersive blow-up we refer the reader to [3], [5], [39]
and [40].

Although the ideas employed below may be applied to several models, we
will pay particular attention to the Kawahara equation and the Hirota-Satsuma system.
Similar results to the ones we prove in Chapter 4 were obtained in [41] for the KdV
equation, in [40] for the two-dimensional Zakharov-Kuznetsov equation, and in [39] for the
Schrödinger-KdV system. We first emulate the ideas of [41] to construct a smooth initial
data such that the global solution of the associated linear IVP has an infinite number of
discontinuities; at these times the linear flow cannot be smooth, which is then identified
as the dispersive blow-up taking place at x “ 0. Then it is shown that the integral term
in Duhamel formulation of solutions is smoother than the linear part, which unleash
regularity on the linear term.

This thesis is organized as follows. In Chapter 1 we introduce notation and
some preliminary and linear results used through this thesis. In particular, (11) is proved.
Chapter 2 is devoted to prove local well-posedness in weighted Sobolev spaces for several
models. Chapter 3 analyzes the relation between decay and regularity using the mKdV
equation as example. In Chapter 4 the weighted theory developed in Chapter 2 is applied
to obtain dispersive blow-up of solutions to the Kawahara equation and Hirota-Satsuma
system. Finally, in Chapter 5 further results and current research topics are discussed.

Part of this thesis is already published in a scientific article format (see [43]).
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CHAPTER 1

PRELIMINARIES AND LINEAR ESTIMATES

This chapter is devoted to develop the linear theory related to the study of
persistence in weighted Sobolev spaces, including the proof of (11). We first introduce the
notation used in this thesis.

1.1 Notation
We use C and M to denote several constants that may vary from line to line.

Sometimes we use subscript or parenthesis to indicate dependence of parameters; for
instance Cϕ “ Cpϕq means that the constant C depends on ϕ. We shall write a » b,
where a and b are two positive numbers, when there exists a constant C ą 0 such that
C´1a ď b ď Ca. Given a real number r, we use r` (respect. r´) to mean r ` ε (respect.
r ´ ε) for some sufficiently small ε ą 0.

By Lp
“ Lp

pRn
q, 1 ď p ď `8, we denote the standard Lebesgue space endowed

with the usual norm. If w is a weight (a non negative measurable function), by Lp
pwdxq

(or Lp
pwq for short) we denote the space Lp with respect to the measure wpxqdx. Given a

function f defined on Rn, pf and f_ stand, respectively, for the Fourier and inverse Fourier
transforms of f . The operators Ds and Js are defined via Fourier transform as

yDsfpξq “ |ξ|
s
pfpξq and yJsfpξq “ xξy

s
pfpξq,

where xxy :“ p1 ` |x|
2
q

1{2. Given s P R, by Hs
“ Hs

pRn
q we mean the L2-based Sobolev

space of order s. For 1 ă p ă 8 and b P R, the space Lp
bpRn

q is defined as Lp
bpRn

q “

p1 ´ ∆q
´b{2Lp

pRn
q. Note that in the case p “ 2 and b “ s, L2

spRn
q is nothing but the

Sobolev space Hs
pRn

q. In particular, the norm in Hs
pRn

q is given by

}f}Hs :“ }f}s,2 “

ˆ
ż

Rn

p1 ` |ξ|
2
q

s
| pfpξq|

2dξ

˙
1
2

.
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We write Zs,b to denote to the weighted Sobolev space Hs
pRq X L2

p|x|
2bdxq. The so-called

Schwartz space is denoted by SpRq.

Given a function f “ fpx, tq of the variables x and t, sometimes we use }f}Lp
x

to indicate that we are taking the Lp norm with respect to the variable x only. Also, given
T ą 0 we use Lp

T to denote the Lp space over the interval r0, T s. For 1 ď q, r ď 8, the
norm in the mixed space Lq

T Lr
x is given by

}f}Lq
T Lr

x
“
›

›}fpt, ¨q}Lr
x

›

›

Lq
T

.

Similar considerations apply to the space Lr
xLq

T . In the case both indices agree, that is
q “ r, we have }f}Lr

xLq
T

“ }f}Lq
T Lr

x
“: }f}Lr

xT
.

1.2 Commutator and interpolation estimates
In this section we recall some commutator and interpolation estimates which

will be useful below. We start with the following commutator estimate for homogeneous
derivatives.

Lemma 1.1. Let s P p0, 1q. Then

(i) For 1 ă p ă 8,

}Ds
pfgq ´ fDsg ´ gDsf}Lp ď C}g}L8}Dsf}Lp .

(ii) For 1 ă r, p1, p2, q1, q2 ă 8 satisfying

1
r

“
1
p1

`
1
q1

“
1
p2

`
1
q2

,

it holds
}Ds

pfgq}Lr ď C}f}Lp1 }Dsg}Lq1 ` C}Dsf}Lp2 }g}Lq2 .

(iii) For 1 ă p1, p2, q1, q2 ă 8 satisfying

1 “
1
p1

`
1
p2

,
1
2 “

1
q1

`
1
q2

,

we have
}Ds

pfgq ´ fDsg ´ gDsf}L1
xL2

T
ď C}g}L

p1
x L

q1
T

}Dsf}L
p2
x L

q2
T

.

Proof. For part (i) see Theorem A.12 in [37]. For part (ii) see Proposition 3.3 in [14]. For
(iii) see Theorem A.13 in [37].



Chapter 1. Preliminaries and Linear Estimates 24

Denote with Ap the Muckenhoupt class on Rn. More precisely, given 1 ă p ă 8,
the Muckenhoupt class Ap consists of all weights ω such that

rωsp “ sup
Q

ˆ

1
|Q|

ż

Q

ωpyqdy

˙ˆ

1
|Q|

ż

Q

ω´ 1
p´1 pyqdy

˙p´1

ă 8, (1.1)

where the supremum is taken over all cubes Q Ă Rn; additional details and properties
may be seen in [16] and [30]. The next result is a version of the Kato-Ponce commutator
estimate in weighted spaces.

Lemma 1.2. Let 1 ă p, q ă 8 and 1{2 ă ℓ ă 8 be such that 1
ℓ

“
1
p

`
1
q

. If v P Ap, w P Aq

and s ą maxt0, np
1
ℓ

´ 1qu or s is a non-negative even integer, then for all f, g P SpRn
q we

have

}Ds
pfgq ´ fDsg}

Lℓpv
ℓ
p w

ℓ
q q

ď C}Dsf}Lppvq}g}Lqpwq ` }∇f}Lppvq}D
s´1g}Lqpwq. (1.2)

Proof. See Theorem 1.1 in [16].

We also need the following characterization for the boundedness of the Hilbert
transform in weighted spaces.

Lemma 1.3. The Hilbert transform is bounded in Lp
pwdxq, 1 ă p ă 8, if and only if

w P Ap.

Proof. See Theorem 9 in [30].

We finally introduce two interpolation inequalities.

Lemma 1.4. Assume a, b ą 0, 1 ă p ă 8 and θ P p0, 1q. If Jaf P Lp
pRn

q and xxy
bf P

Lp
pRn

q then
}xxy

p1´θqbJθaf}LppRnq ď C}xxy
bf}

1´θ
LppRnq

}Jaf}
θ
LppRnq. (1.3)

The same holds for D instead of J . Moreover, for p “ 2 we have
›

›Jθa
`

xxy
p1´θqbf

˘›

›

L2pRnq
ď C}xxy

bf}
1´θ
L2pRnq

}Jaf}
θ
L2pRnq. (1.4)

Proof. Inequality (1.4) follows from (1.3) in view of Plancherel’s identity. The proof of
(1.3) follows using Hadamard’s three lines theorem. See Lemma 4 in [46].

1.3 Weighted inequalities
As briefly mentioned in the introduction, we consider the linear problem

$

&

%

Btu ` Lu “ 0, x P Rn, t P R,

up0q “ u0,
(1.5)
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where xLfpξq “ iϕpξq pfpξq and ϕ is a continuous real-valued function satisfying the regularity
conditions

There exists a continuous function g : Rn
Ñ R, g ą 0 except maybe at x “ 0,

so that for all x, y P Rn with |x ´ y| ď |x| we have |ϕpxq ´ ϕpyq| ď gpxq|x ´ y|.
(A)

There exists C ą 0 such that for all x, y P Rn satisfying |x ´ y| ě |x| we have

|ϕpxq ´ ϕpyq| ď C|x ´ y|
a, for some a ě 1.

(B)

Note that by taking x “ 0 in condition (B) we deduce that |ϕpyq| ď Cp1 ` |y|
a
q for any

y P Rn. In particular, from Stone’s theorem one can see that L generates a unitary group
in Hs

pRn
q, for any s P R.

Some examples of phase functions satisfying (A) and (B) are given below. We
will present the proofs to the Appendix A. Assume k P Z` and i P t1, . . . , nu.

1. Let ϕ1 : R Ñ R be given by ϕ1pxq “ xk. In this case we may take gpxq :“ Ck|x|
k´1

and a “ k. In the particular case k “ 3 we see that ϕ1pxq “ x3 is the phase function
associated to the linear KdV equation.

2. Let ϕ2 : Rn
Ñ R be given by ϕ2pxq “ |x|

k. Here we may take again gpxq “ Ck|x|
k´1

and a “ k. Note that for k “ 2 we obtain ϕ2pxq “ |x|
2 which is the phase function

associated to the linear Schrödinger equation.

3. Denote by pxi :“ px1, . . . , xi´1, xi`1, . . . , xnq. The functions ϕi
3 : Rn

Ñ R defined by
ϕi

3pxq :“ xi|pxi|
2, also satisfy (A) and (B). In this case gpxq “ C|x|

2 and a “ 3.

4. Define ϕi
4 : Rn

Ñ R as ϕi
4pxq “ xk

i . Then ϕi
4 also satisfies (A) and (B) with

gpxq “ Ck|x|
k´1 and a “ k. Alternatively, we may also take gpxq “ Ck|xi|

k´1 (see
[7]). By taking ϕpxq “ ϕ1

4pxq ` ϕ1
3pxq “ x3

1 ` x1|px1|
2, we see that ϕ is the phase

function associated with the linear n-dimensional Zakharov-Kuznetsov equation,

Btu ` Bx∆u` “ 0.

5. More generally, for β P Nn, by taking ϕ5 : Rn
Ñ R as ϕ5pxq “ xβ we obtain that it

satisfies (A) and (B) with gpxq “ Cβ|x|
|β|´1 and a “ |β|.

The main theorem of this thesis, concerning persistence of solutions of linear
IVPs in weighted Sobolev spaces is proved in Section 1.5 (below) and reads as follows.

Theorem 1.5. Let p P Z` and assume that ϕ1, . . . , ϕp satisfy conditions (A) and (B) with
gipxq ď Cip1 ` |x|

kiq, for some ki P Z` and Ci ą 0, i “ 1 . . . , p. Set

Φpξq :“
p
ÿ

i“1
ϕipξq



Chapter 1. Preliminaries and Linear Estimates 26

and K :“ maxtki, i “ 1, . . . , pu. Let L be the linear operator defined by Lf “

´

iΦpξq pf
¯_

and assume 0 ă s ă K. If u P Cpr´T, T s, Hs
pRn

qq is the solution of the IVP
$

&

%

Btu ` Lu “ 0, x P Rn, t P R,

up0q “ u0 P Zs,b :“ Hs
pRn

q X L2
p|x|

2bdxq,
(1.6)

with 0 ă b ď s{K, then u satisfies the inequality

}|x|
buptq}L2 “ }|x|

bUptqu0}L2 ď C
␣

p1 ` |t|q}u0}s,2 ` }|x|
bu0}L2

(

, (1.7)

where } ¨ }s,2 denotes the norm in Hs
pRn

q and C depends on K, p, s and n.

The condition s ă K in Theorem 1.5 can be eliminated as described in Section 1.5 below.

1.4 Stein derivative
In this section we discuss the technical tools involving Stein’s derivatives. Let

us begin by recalling the definition of Stein derivative Db. For any real number b P p0, 1q

and a measurable function f define

Db
pfqpxq :“

ˆ
ż

Rn

|fpyq ´ fpxq|2

|x ´ y|n`2b
dy

˙
1
2

.

The next theorem gives a useful characterization of the spaces Lp
bpRn

q due to
Stein [49].

Theorem 1.6. Let b P p0, 1q and 2n

n ` 2b
ă p ă 8. A function f belongs to Lp

bpRn
q if and

only if f P Lp
pRn

q and Db
pfq P Lp

pRn
q. In addition,

}f}b,p :“ }f}Lp
b

» }f}Lp ` }Db
pfq}Lp » }f}Lp ` }Db

pfq}Lp . (1.8)

From (1.8) one sees that the norm in Lp
bpRn

q may be given in terms of either Db or Db. The
advantage of using Stein’s derivative is that it is useful to perform pointwise computations.

Next we estate a Leibniz type rule for Db.

Lemma 1.7. For b P p0, 1q and measurable functions f and g, we have

Db
pfgqpxq ď }f}L8Db

pgqpxq ` |gpxq|Db
pfqpxq, (1.9)

and
}Db

pfgq}L2 ď }fDb
pgq}L2 ` }gDb

pfq}L2 . (1.10)
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Proof. This was proved in Proposition 1 in [46]. The idea is to use the triangle inequality
after an addition and subtraction of fpyqgpxq to get

Db
pfgqpxq “

ˆ
ż

Rn

|fgpyq ´ fgpxq|2

|y|n`2b
dy

˙
1
2

ď

ˆ
ż

Rn

|fpyqpgpxq ´ gpyqq|2

|y|n`2b
dy

˙
1
2

`

ˆ
ż

Rn

|gpxqpfpxq ´ fpyqq|2

|y|n`2b
dy

˙
1
2

“ Apfgqpxq ` |gpxq|Db
pfqpxq (1.11)

ď }f}8Db
pgqpxq ` |gpxq|Db

pfqpxq,

where

Apfgq “

ˆ
ż

Rn

|fpyqpgpxq ´ gpyqq|2

|y|n`2b
dy

˙
1
2

,

which proves (1.9).

Now, using Fubini-Tonelli’s Theorem we obtain

}Apfgq}L2 “

ˆ
ż

Rn

ż

Rn

|fpyqpgpxq ´ gpyqq|2

|y|n`2b
dydx

˙
1
2

“

ˆ
ż

Rn

|fpyq|
2
ż

Rn

|gpxq ´ gpyq|2

|y|n`2b
dydx

˙
1
2

“ }fDb
pgq}L2 .

Therefore, (1.10) follows from (1.11).

We also may prove the following.

Proposition 1.8. Let b P p0, 1q and p P Z`, p ě 2. Assume hi : Rn
Ñ C, i “ 1, . . . , p, are

measurable. Then

Db

˜

p
ź

i“1
hi

¸

pxq ď

p
ÿ

i“1
Db

phiqpxq

p
ź

j“1
j‰i

}hj}L8 . (1.12)

Proof. Note that Db
pfqpxq is always a positive quantity. So the proposition follows by

induction on p just by iterating (1.9).

Now we establish a pointwise estimate for the Stein derivative of phase functions
satisfying (A) and (B).

Lemma 1.9. Let b P p0, 1q. Suppose ϕ : Rn
Ñ R satisfies the conditions (A) and (B). For

any t P R and x P Rn we have

Db
peitϕp¨q

qpxq ď C
␣

1 ` p1 ` |t|qgpxq
b
(

, (1.13)

where gpxq is as in (A) and the constant C ą 0 depends on n, b and ϕ.
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Proof. We follow a similar strategy to the one applied in [46, Proposition 2]. Let x P Rn

be nonzero. Then,

Db
peitϕp¨q

qpxq “

˜

ż

Rn

ˇ

ˇeitϕpxq ´ eitϕpyq
ˇ

ˇ

2

|x ´ y|n`2b
dy

¸1{2

“

˜

ż

Rn

ˇ

ˇeitpϕpxq´ϕpyqq ´ 1
ˇ

ˇ

2

|x ´ y|n`2b
dy

¸1{2

” I.

To simplify notation, by Bpa, Rq we mean the closed ball of radius R ą 0 centered at the
point a in Rn. Split Rn into the following three sets:

E1 :“ Bpx, gpxq
´1

q
c, E2 :“ Bpx, gpxq

´1
q X Bpx, |x|q and E3 :“ Bpx, gpxq

´1
q X Bpx, |x|q

c,

where Ac means the complement of the set A in Rn. Let Ij , j “ 1, 2, 3, be the integral I with
the integration over Rn replaced by the integration over Ej . Since, clearly, I ď CpI1`I2`I3q

we see that it suffices to estimate Ij.

In what is coming after, the inequalities

|eiθ
´ 1| ď 2 and |eiθ

´ 1| ď |θ|, θ P R, (1.14)

shall be used repeatedly without being mentioned.

The idea to estimate Ij is to use (1.14) and then to explore the radial feature
of the resulting function. We begin by estimating I1:

I1 ď

ˆ
ż

E1

4
|x ´ y|n`2b

dy

˙1{2

ď Cn

ˆ
ż 8

gpxq´1

rn´1

rn`2b
dr

˙1{2

“ Cn,b

ˆ
ż 8

gpxq´1
r´1´2bdr

˙1{2

ď Cn,b

`

gpxq
2b
˘1{2

“ Cn,bgpxq
b.

(1.15)

For I2 we need to divide into two cases.

Case 1, gpxq
´1

ď |x|. In this case, E2 “ Bpx, gpxq
´1

q. So, by using condition (A) we deduce

I2 ď Cϕ

ˆ
ż

E2

|tgpxq|x ´ y||2

|x ´ y|n`2b
dy

˙1{2

ď Cϕ|t|gpxq

ˆ
ż

Bpx,gpxq´1q

|x ´ y|
2´n´2bdw

˙1{2

ď Cϕ,n|t|gpxq

˜

ż gpxq´1

0
r1´2bdr

¸1{2

“ Cϕ,n,b|t|gpxq
`

gpxq
2b´2˘1{2

“ Cϕ,n,b|t|gpxq
b.

(1.16)

Case 2, |x| ă gpxq
´1. Here we have E2 “ Bpx, |x|q Ă Bpx, gpxq

´1
q. Hence, we can use the

same calculations done in Case 1 to obtain

I2 ď

˜

ż

Bpx,gpxq´1q

ˇ

ˇeitpϕpxq´ϕpyqq ´ 1
ˇ

ˇ

2

|x ´ y|n`2b
dy

¸1{2

ď Cϕ,n,b|t|gpxq
b. (1.17)

Finally we estimate I3. Note that E3 is an annulus and it is empty if |x| ě gpxq
´1. So we

will always assume that |x| ď gpxq
´1. Here we divide the proof into three cases.
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Case 1, 1 ď |x|. In this case we promptly obtain

I3 ď

ˆ
ż

E3

4
|x ´ y|n`2b

dy

˙1{2

“ Cn

˜

ż gpxq´1

|x|

rn´1´n´2bdr

¸1{2

ď Cn

˜

ż gpxq´1

1
r´1´2bdr

¸1{2

ď Cn,b

`

1 ´ gpxq
2b
˘1{2

ď Cn,b.

(1.18)

Case 2, |x| ă 1 ă gpxq
´1. We split E3 into the sets

E31 :“ E3 X Bpx, 1q and E32 :“ E3 X Bpx, 1q
c.

Using condition (B), since 2a ´ 1 ě 1, we get

I3 ď

ˆ

Cϕ

ż

E31

|x ´ y|2a

|x ´ y|n`2b
dy `

ż

E32

22

|x ´ y|n`2b
dy

˙1{2

ď Cϕ,n

˜

ż 1

|x|

r2a´1´2bdr `

ż gpxq´1

1
r´1´2bdr

¸1{2

ď Cϕ,n

˜

ż 1

|x|

r1´2bdr `

ż gpxq´1

1
r´1´2bdr

¸1{2

ď Cϕ,n,b

`

p1 ´ |x|
2´2b

q ` p1 ´ gpxq
2b

q
˘1{2

ď Cϕ,n,b.

(1.19)

Case 3, gpxq
´1

ď 1. Here we use condition (B) again to obtain

I3 ď Cϕ

ˆ
ż

E3

|x ´ y|2a

|x ´ y|n`2b
dy

˙1{2

“ Cϕ,n

˜

ż gpxq´1

|x|

r2a`n´1

rn`2b
dr

¸1{2

ď Cϕ,n

ˆ
ż 1

|x|

r2a´1´2bdr

˙1{2

ď Cϕ,n

ˆ
ż 1

|x|

r1´2bdr

˙1{2

“ Cϕ,n,b

`

1 ´ |x|
2´2b

˘1{2
ď Cϕ,n,b.

(1.20)

From estimates (1.15)-(1.20) we obtain (1.13), which proves the theorem for x ‰ 0. Finally,
if x “ 0 and gp0q ą 0, the proof above remains equal. In case gp0q “ 0, we divide Rn into
E0

1 “ Bp0, 1{2q
c and E0

2 “ Bp0, 1{2q. Note that, as in (1.15), it can be seen that I0
1 ď Cϕ,n,b.

Also, the argument in (1.20) remains equal for I0
2 . We therefore have Db

peitϕp¨q
qp0q ď Cϕ,n,b

and the proof of the lemma is completed.

Remark 1.10. It is worth mentioning that Lemma 1.9 is still valid if we impose only the
weaker condition

There exists g : Rn
Ñ R measurable, g ą 0 except maybe at 0, such that

for all x P Rn if |x ´ y| ď 1 then |ϕpxq ´ ϕpyq| ď gpxq|x ´ y|.
(A’)

instead of (A) and (B). The idea is to consider the sets

E1 :“ Bpx, gpxq
´1

q
c, E2 :“ Bpx, gpxq

´1
q X Bpx, 1q and E3 :“ Bpx, gpxq

´1
q X Bpx, 1q

c,

and to note that the estimate of E3 is the exactly (1.18).
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1.5 Proof of Theorem 1.5
This section is devoted to prove Theorem 1.5. The main tool is the point-wise

estimate established in Lemma 1.9.

Proof of Theorem 1.5. It suffices to prove the theorem with b “ s{K. So, assume f :“
u0 P L2

p|x|
2bdxq X HKb

pRn
q. We already now that L generates a unitary group, say, tUptqu

in HKb
pRn

q such that Uptqf “ pe´itΦp¨q
pfq

_. From Plancherel’s theorem and (1.8) we have

}|x|
bUptqf}L2 “ }Db

pe´itΦp¨q
pfq}L2

ď C}e´itΦp¨q
pf}L2 ` C}Db

pe´itΦp¨q
pfq}L2

ď C}f}L2 ` C}Db
pe´itΦp¨q

pfq}L2 .

(1.21)

Hence we need to estimate the quantity }Db
pe´itΦp¨q

pfq}L2 . According to (1.10) and (1.12)
we have

}Db
pe´itΦp¨q

pfq}L2 ď } pfDb
pe´itΦp¨q

q}L2 ` }e´itΦp¨qDb
p pfq}L2

ď

›

›

›

›

›

pfDb

˜

p
ź

i“1
e´itϕip¨q

¸
›

›

›

›

›

L2

` }Db
p pfq}L2

ď

›

›

›

›

›

pf
p
ÿ

i“1
Db

pe´itϕip¨q
q ¨ 1

›

›

›

›

›

L2

` }Db
p pfq}L2 .

(1.22)

In view of Lemma 1.9,
›

›

›

›

›

pf
p
ÿ

i“1
Db

pe´itϕip¨q
q

›

›

›

›

›

L2

ď C

›

›

›

›

›

pf
p
ÿ

i“1

␣

1 ` p1 ` |t|qgipxq
b
(

›

›

›

›

›

L2

ď C

›

›

›

›

›

pf
p
ÿ

i“1

␣

1 ` p1 ` |t|qp1 ` |x|
bkiq

(

›

›

›

›

›

L2

ď C

›

›

›

›

›

pf
p
ÿ

i“1

␣

1 ` p1 ` |t|qp2 ` |x|q
bK
(

›

›

›

›

›

L2

ď Cp1 ` |t|q
›

›

›
p1 ` |x|q

bK
pf
›

›

›

L2

ď Cp1 ` |t|q}f}bK,2,

(1.23)

where the constant C depends on n, b, K and p. Moreover, since f P L2
p|x|

2bdxq X L2
pRn

q

we have pf P Hb
pRn

q and by Theorem 1.6,

}Db
p pfq}L2 ď C} pf}L2 ` C}Db

p pfq}L2 “ C}f}L2 ` C}|x|
bf}L2 . (1.24)

Gathering together estimates (1.21)-(1.24) the proof of Theorem 1.5 is complete.

Under the hypotheses of Theorem 1.5, the condition s ă K can be eliminated.
That is, a similar estimate to (1.7) holds when b ą 1. The idea is to obtain a formula
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interchanging weights with integer powers with the associated group. Denote Γt :“
x ´ tpΦ1

pξq
^

q
_. Consider A :“ Bt ` L. It can be seen that yAΓt “ yΓtA and therefore

rΓt, As “ 0. Note that both, Uptqxu0 and ΓtUptqu0, are solutions of the problem
$

&

%

Au “ 0,

up0q “ xu0,

and therefore Uptqxu0 “ ΓtUptqu0. The latter can be translated into the formula

xUptqu0pxq “ Uptqxu0pxq ` tUptqtΦ1
pξqpu0u

_
pxq. (1.25)

Define the operators E and R as follows: for a suitable f (a Schwartz function
for instance), set Ef “ xf and Rf “ ttΦ1

pξq pf0u
_. Under this notation, (1.25) can be

rewritten as xUptqu0 “ UptqpE ` Rqu0. By iterating this formula, for m P Z` we have

xmUptqu0pxq “ UptqpE ` Rq
mu0pxq. (1.26)

Let s ą 0 be arbitrary. Write s “ mK ` ã, where m P Z` and ã P r0, Kq. It is enough to
consider the case b “ s{K, that is, b “ m ` ã{K “: m ` a, where a P r0, 1q.

Let us assume first a “ 0. Define J “

#

A Ă t0, 1, . . . , mu |
ÿ

iPA

i “ m

+

. We

have

}|x|
bUptqu0}2 “ }xmUptqu0}2 “ }UptqpE ` Rq

mu0}2 “ }pE ` Rq
mu0}2

ď
ÿ

tj0,...,jmuPJ

}Rj0Ej1Rj2 ¨ ¨ ¨ Rjmu0}2.
(1.27)

Note the sum above include all the terms present in the expansion of pE ` Rq
m. To

simplify the exposition we are going to use Φpξq “ cKξK`1 so that Rf “ tBK
x f . For any

tj0, j1, . . . , jmu P J we have

}Rj0Ej1Rj2 ¨ ¨ ¨ Rjmu0}2 “ |t|J
e
m´1`jm}B

Kj0
x

`

xj1B
Kj2
x

`

¨ ¨ ¨ B
Kjm
x u0

˘˘

}2

“ |t|J
e
m´1`jm}B

Kj0
x

`

xj1f2
˘

}2,
(1.28)

where Je
x :“

!

ÿ

ji | i even and 0 ď i ď x
)

and fi :“ B
Kji
x

`

xji`1B
Kji`2
x p¨ ¨ ¨ B

Kjm
x u0q

˘

; i even.
By the product rule and the fact |B

l0
x xj1 | ď cxxy

j1´l0 for l0 ď j1 we have

}B
Kj0
x pxj1f2q}2 ď Cj0

Kj0
ÿ

l0“0
l0ďj1

}xxy
j1´l0B

Kj0´l0
x f2}2

ď Cj0

Kj0
ÿ

l0“0
l0ďj1

}xxy
j1´l0B

Kpj0`j2q´l0
x pxj3f4q}2.

(1.29)
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Using the product rule again we have

}xxy
j1´l0B

Kpj0`j2q´l0
x pxj3f4q} ď Cj0,j2

KJe
2 ´l0
ÿ

l2“0
l2ďj3

}xxy
j1`j3´l0´l2B

Kpj0`j2q´l0´l2
x f4}2

ď CJe
2

KJe
2 ´L0
ÿ

l2“0
l2ďj3

}xxy
Jo

3 ´L2B
KpJe

2 q´L2
x f4}2,

(1.30)

where Lx :“
!

ÿ

li | i even and 0 ď i ď x
)

and Jo
x :“

!

ÿ

ji | i odd and 1 ď i ď x
)

. From
(1.29) and (1.30)

}B
Kj0
x pxj1f2q}2 ď CJe

2

KJe
0

ÿ

l0“0
l0ďj1

KJe
2 ´L0
ÿ

l2“0
l2ďj3

}xxy
Jo

3 ´L2B
KJe

2 ´L2
x f4}. (1.31)

We continue this process m˚ :“ tm{2u times to get

}B
Kj0
x pxj1f2q}2 ď CJe

m´1

KJe
0

ÿ

l0“0
l0ďj1

KJe
2 ´L0
ÿ

l2“0
l2ďj3

¨ ¨ ¨

KJe
m´1´L2m˚´2

ÿ

l2m˚ “0
l2m˚ ďj2m˚`1

}xxy
Jo

m´1´Lm´1B
KJe

m´1´Lm´1
x B

Kjm
x u0}2

ď Cm

m˚
ÿ

i“0

KJe
2i´L2i´2
ÿ

l2i“0
l2iďj2i`1

}xxy
Jo

m´1´Lm´1B
KJo

m´1`Kjm´Lm´1
x u0}2.

(1.32)

We proceed to estimate each of the terms }xxy
Jo

m´1´Lm´1B
KJo

m´1`Kjm´Lm´1
x u0}2.

First recall u0 P HKm
pRq X L2

p|x|
2mdxq. We interpolate as follows: take θ satisfying the

condition 2mθ “ KpJe
m´1 ` jmq ´ Lm´1, that is,

θ “
KpJe

m´1 ` jmq ´ Lm´1

Km ´ KpJe
m´1 ` jmq ` Lm´1

.

Note θ P p0, 1q since KJe
m´1 ´ Lm´1 ą 0 and Km ą KpJe

m´1 ` jmq. Moreover,

1 ´ θ “
Km ´ KpJe

m´1 ` jmq ` Lm´1

Km
.

Consider
β “

pJo
m´1 ´ Lm´1qKm

Km ´ KpJe
m´1 ` jmq ` Lm´1

.

This way p1 ´ θqβ “ Jo
m´1 ´ Lm´1. Also, since Je

m´1 ` Jo
m´1 ` jm “ m it is easy to see

β ď m. Interpolating using (1.3) we get

}xxy
Jo

m´1´Lm´1D
KpJe

m´1`jmq´Lm´1
x u0}2 ď C}DKm

x u0}
θ
2}xxy

βu0}
1´θ
2

ď C}u0}Km,2 ` C}xxy
bu0}2.

(1.33)
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Note (1.33) can be used to continue estimate (1.32) after an application of
Lemma 1.3. Taking this into account, from (1.27), (1.28), (1.32) and (1.33) we get

}|x|
bUptqu0}2 ď Cbp1 ` |t|qb

␣

}u0}Kb,2 ` }xxy
bu0}2

(

. (1.34)

Let us consider now a P p0, 1q. Using Theorem 1.5, we have

}|x|
bUptqu0}2 “ }|x|

axmUptqu0}2 “ }|x|
aUptqpE ` Rq

mu0}2

ď Cp1 ` |t|q t}pE ` Rq
mu0}Ka ` }|x|

a
pE ` Rq

mu0}2u .
(1.35)

Arguing as done to get (1.32) we have that

}|x|
a
pE`Rq

mu0}2 ď
ÿ

tj0...,jmuPJ

}xxy
aRj0Ej1Rj2 ¨ ¨ ¨ Rjmu0}2

ď Cm|t|J
e
m´1`jm

ÿ

tj0...,jmuPJ

m˚
ÿ

i“0

KJe
2i´L2i´2
ÿ

l2i“0
l2iďj2i`1

}xxy
Jo

m´1`a´Lm´1pHDxq
KpJe

m´1`jmq´Lm´1u0}2

(1.36)

Recall u0 P HKa`Km
pRq X L2

p|x|
2a`2mdxq. We interpolate as follows: take θ so that

Kpm ` aqθ “ KpJe
m´1 ` jmq ´ Lm´1, that is,

θ “
KpJe

m´1 ` jm ´ Lm´1q

Km ` Ka
.

Since Km ` Ka ą KpJe
m´1 ` jmq and KJe

m´1 ´ Lm´1 ą 0 we guarantee θ P p0, 1q. The
latter forces

1 ´ θ “
Ka ` Km ` Lm´1 ´ pJe

m´1 ` jmq

Km ` Ka

and therefore
β “

pJo
m´1 ` a ´ Lm´1qpKa ` Kmq

Km ` Ka ` Lm´1 ´ KpJe
m´1 ` jmq

is so that p1 ´ θqβ “ Jo
m´1 ` a ´ Lm´1 with β ď m ` a. Thus, using Lemma 1.3 and

interpolating using (1.3) we get

}xxy
Jo

m´1`a´Lm´1pHDxq
KpJe

m´1`jmq´Lm´1u0}2 ď C}DKa`Kmu0}
θ
2}xxy

βu0}
1´θ
2

ď C}u0}HKpm`aq ` c}xxy
bu0}2.

(1.37)

Hence
}|x|

a
pE ` Rq

mu0}2 ď Cmp1 ` |t|qm
␣

}u0}HKpm`aq ` }xxy
bu0}2

(

. (1.38)

Now, for }pE ` Rq
mu0}HKa we estimate }JKa

pE ` Rq
mu0}2 as follows.

}JKa
pE ` Rq

mu0}2 ď
ÿ

tj0,...,jmuPJ

|t|J
e
m´1`jm}JKa

`

B
Kj0
x pxj1B

Lj2
x ¨ ¨ ¨ B

Kjm
x u0q

˘

}2

ď Cm,Kp1 ` |t|qm
ÿ

tj0,...,jmuPJ

}xξy
Ka

B
Kj0
ξ B

j1
ξ pξKj2 ¨ ¨ ¨ ξKjm

pu0q}2.
(1.39)
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Arguing as in (1.29)-(1.32) we have

}xξy
Ka

BξKj0B
j1
ξ pξKj2 ¨ ¨ ¨ ξKjm

pu0q}2 ď Cm

m˚
ÿ

i“0

j2i`1
ÿ

l2i`1“0
l2i`1ďKj2i`2

}xξy
Ka`KJe

m´1`Kjm´Lm´1B
Jo

m´1´Lm´1
ξ pu0}2.

(1.40)
Note each of the terms on the right right-hand side of (1.40) can be estimated via
interpolation. Take θ so that Ka ` KJe

m´1 ` Kjm ´ Lm´1 “ p1 ´ θqpKa ` Kmq, that is,

θ “
Km ´ pKJe

m´1 ` Kjm ´ Lm´1q

Km ` Ka
.

It can be seen that θ is in p0, 1q. This forces to set

α “
pJo

m´1 ´ Lm´1qpKa ` Kmq

Km ´ pkJe
m´1 ` jm ´ Lm´1q

,

which is less that or equal to m ` a. Interpolating and using Lemma 1.3 we have

}xξy
Ka`KJe

m´1`kjm´Lm´1B
Jo

m´1´Lm´1
ξ pu0}2 ď C}xξy

Ka`Km
pu0}

θ
2}Dα

ξ pu0}
1´θ
2

ď C}u0}HKpa`mq ` C}xxy
m`au0}2.

(1.41)

Combining (1.40) and (1.41) we obtain,

}pE ` Rq
mu0}HKa ď Cm,Kp1 ` |t|qm

␣

}u0}Kb ` }xxy
bu0}2

(

. (1.42)

Finally, from (1.35), (1.38) and (1.42) we conclude

}|x|
bUptqu0}2 ď Cb,Kp1 ` |t|qtb{Ku`1 ␣

}u0}Kb,2 ` }xxy
bu0}2

(

. (1.43)
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CHAPTER 2

WELL-POSEDNESS IN WEIGHTED SPACES

This chapter is devoted to prove local well-posedness results in the spaces Zs,b.
In all cases, the main idea is to use the technique introduced in [37] which combines
Strichartz-type estimates, Kato’s smoothing effects and a maximal function estimate with
the contraction mapping principle to obtain a unique fixed point (the solution) of the
corresponding integral equation.

2.1 Kawahara equation
We first recall the local theory in Hs

pRq.

Theorem 2.1. p[17, Theorem 3.5]q Let u0 P Hs
pRq, s ą 1{4. There exists T ą 0, depending

on α, β, γ and }u0}s,2, such that (13) has a unique solution satisfying u P Cpr´T, T s; Hs
pRqq

and

}u}L4
xL8

T
` }Bxu}L4

T L8
x

` }Ds`2
x u}L8

x L2
T

` }Ds
Bxu}L4

xL2
T

ă 8. (2.1)

Moreover, for any T 1
P p0, T q there exists a neighborhood V of u0 in Hs

pRq such that the
map ru0 ÞÑ ruptq, from V into the class defined by (2.1), with T 1 instead of T , is Lipschitz.

We briefly describe how Theorem 2.1 is proved. Denote by W ptq the unitary
group associated to the linear part of the problem (13), that is,

W ptqu0pxq “

´

eitp´γξ5`βξ3q
pu0

¯_

pxq. (2.2)

For M, T ą 0 and s ą 1{4, consider the space

XT
M :“ tw P Cpr´T, T s; Hs

pRqq | ΛT
pwq ď Mu,
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where

ΛT
pwq :“ max

r´T,T s
}w}s,2 ` }Bxw}L4

T L8
x

` }w}L4
xL8

T
` }Ds`2w}L8

x L2
T

` }Ds
xBxw}L4

xL2
T
.

In [17] the authors showed that the integral equation

Ψpuqptq “ W ptqu0 ` α

ż t

0
W pt ´ t1

qpuBxuqpt1
qdt1 (2.3)

is a contraction in XT
M with

ΛT
pΨpuqq ď C}u0}s,2 ` CT 1{2ΛT

puq
2, (2.4)

for some C ą 0 and any u P XT
M .

Moreover, the following lemma was established:

Lemma 2.2. Let s ą 1{4 and 0 ă T ď 1. If ΛT
puq ă 8 then uBxu P L2

pr´T, T s; Hs
pRqq

and
ˆ
ż T

´T

}puBxuqpt1
q}

2
s,2 dt1

˙1{2

ď CΛT
puq

2.

Proof. See Lemma 3.3 in [17].

Note that the phase function Φpxq “ ´γx5
` βx3 satisfies the conditions of

Theorem 1.5. Hence, we are in a position to prove the following.

Theorem 2.3. In addition to hypotheses of Theorem 2.1, assume u0 P L2
p|x|

2bdxq for
b ď s{4. There exists T “ T p}u0}Zs,b

q ą 0 such that (13) has a unique solution u in the
class defined by (2.1) with Zs,b instead of Hs

pRq. Moreover, for any T 1
P p0, T q there exists

a neighborhood V of u0 P Zs,b such that the map ru0 ÞÑ ruptq, from V into the class defined
by (2.1), with Zs,b instead of Hs

pRq and T 1 instead of T , is Lipschitz.

Proof. Set λT
6 pwq :“ max

r´T,T s
}|x|

bw}L2
x

and consider the space

Y T
M :“ tw P Cpr´T, T s; Zs,bq | ΩT

pwq ď Mu, where ΩT
pwq “ ΛT

pwq ` λT
6 pwq.

To see that Ψ maps Y T
M into itself we need to estimate it in the norm λT

6 . For any u P XT
M ,

using (1.7) and Hölder’s inequality we get

}|x|
bΨpuq}L2

x
ď C

!

p1 ` T q}u0}s,2 ` }|x|
bu0}L2

x
` T 1{2

p1 ` T q}uBxu}L2
T Hs

x

`T 1{2
}|x|

buBxu}L2
T L2

x

)

. (2.5)

According to Lemma 2.2 we have }uB
2
xu}L2

T Hs
x

ď CΛT
puq

2. Besides, using Hölder’s inequality
we obtain

}|x|
buBxu}L2

T L2
x

ď max
r´T,T s

}|x|
bu}L2

x
}Bxu}L2

T L8
x

ď T 1{4λT
6 puq}Bxu}L4

T L8
x

ď T 1{4ΩT
puq

2. (2.6)
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Hence, from (2.5) and (2.6) we conclude

λT
6 puq ď C

␣

p1 ` T q}u0}s,2 ` }|x|
bu0}L2

x
` p1 ` T qpT 3{4

` T 1{2
qΩT

puq
2( . (2.7)

Finally, by combining (2.4) and (2.7) we obtain

ΩT
pΨpuqq ď C

␣

p1 ` T q}u0}s,2 ` }|x|
bu0}L2

x
` p1 ` T qpT 3{4

` T 1{2
qΩT

puq
2( .

By taking M “ 2C
␣

2}u0}s,2 ` }|x|
bu0}L2

x

(

and 0 ă T ă 1 such that

Cp1 ` T qpT 3{4
` T 1{2

qM ă
1
2 ,

we infer that Ψ : Y T
M Ñ Y T

M is well defined. The rest of the proof carry on from standard
arguments.

Theorem 2.3 is a local well-posedness result. Taking a careful look to the way
in which λT

6 was estimated, a persistence result can be obtained. More precisely we have
the following corollary.

Corollary 2.4. Let u P Cpr´T, T s; Hs
pRqq be the solution provided by Theorem 2.1.

Suppose there exists t˚
P r´T, T s such that |x|

bupt˚
q P L2

pRq for 0 ă b ď s{4. Then
u P Cpr´T, T s; Zs,bq.

Proof. We first recall that T in Theorem 2.1 is such that 4CT 1{2M “ 1, where M “

2C}u0}s,2. That means

T “ min
"

1,
1

64C4}up0q}2
s,2

*

. (2.8)

Note from (2.5), (2.6) and (2.7) we have that for any T 1
ď T :

λT 1

6 puq ď Cp1 ` T 1
q}up0q}s,2 ` C}|x|

bup0q}L2 ` CpT 1
q

1{2
p1 ` T 1

qΛT 1

puq
2

` CpT 1
q

1{2
pT 1

q
1{4ΛT 1

puqλT 1

6 puq.
(2.9)

Combining the latter with (2.8) we have that

λT 1

6 puq ď Cp1 ` T q}up0q}s,2 ` c}|x|
bup0q}L2 `

1
4p1 ` T qM `

1
4T 1{4λT 1

6 puq

ď 2C}up0q}s,2 ` C}|x|
bup0q}L2 `

1
2M `

1
4λT 1

6 puq.
(2.10)

From (2.10) we obtain the a priori bound

λT 1

6 puq ď
12
3 C}up0q}s,2 `

4
3C}|x|

bup0q}L2 . (2.11)

Now, consider ũ0pxq :“ upt˚
q and the IVP (13) with initial data ũ0. Applying

Theorem 2.3 there exists a local solution ũ P Cpr´T0 ` t˚, t˚
` T0s; Zs,bq. By uniqueness

we have
u P Cpr´T, T s; Hs

pRqq X Cpr´T0 ` t˚, t˚
` T0s; Zs,bq,
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where 0 ă T0 ă 1 is chosen so that

2Cp1 ` T0qpT
3{4
0 ` T

1{2
0 qM0 ă 1 with M0 “ 4C}ũ0}s,2 ` 2C}|x|

bũ0}L2 . (2.12)

Therefore
T0 “

1
32C2M2

0
. (2.13)

Note
}ũ0}s,2 “ }upt˚

q}s,2 ď max
r´T,T s

}uptq}s,2 ď M “ 2C}up0q}s,2

and
}|x|

bũ0}L2 “ }|x|
bupt˚

q}L2 ď λT
6 puq ď

12
3 C}up0q}s,2 `

4
3C}|x|

bup0q}L2 .

Hence
M0 ď

48
3 C2

}up0q}s,2 `
8
3}|x|

bup0q}L2 “: MM0. (2.14)

According to the definition of T0 we have

T0pM0q “
1

32C2M2
0

ě
1

32C2pMM0q2 “: T ˚
ą 0. (2.15)

Since (2.15) is valid in the whole interval r´T, T s, we can reapply the weighted
local theory 2T {T ˚-times to obtain u P Cpr´T, T s; Zs,bq.

2.2 The Hirota-Satsuma system
We first state the local well-posedness result in Hs

pRq ˆ Hs
pRq.

Theorem 2.5. p[1, Theorem 2.1]q Let a ‰ 0 and s ą 3{4. Then for any u0, v0 P Hs
pRq,

there exist T “ T p}u0}s,2, }v0}s,2q ą 0 and a unique solution pu, vq of problem (14) such
that

u, v P Cpr´T, T s; Hs
pRqq, Bxu, Bxv P L4

T L8
x , Ds

xBxu, Ds
xBxv P L8

x L2
T ,

u, v P L2
xL8

T , Bxu, Bxv P L8
x L2

T .
(2.16)

Moreover, for any T 1
P p0, T q there exist neighborhoods V of u0 in Hs

pRq and V 1 of v0 in
Hs

pRq such that the map pũ0, ṽ0q ÞÑ pũ, ṽq from V ˆ V 1 into the class defined by (2.16),
with T 1 instead of T , is Lipschitz.

Denote by Uaptq the unitary group associated with the linear part of the first
equation in (14), that is, Uaptqf “ pe´itaξ3

pfq
_ and set Uptq ” U´1ptq. It is clear that

conditions (A) and (B) are satisfied by the phase function Φpxq “ ax3, for any a ‰ 0.

We recall the strategy to prove Theorem 2.5. For T ą 0 set

ΛT
s pwq :“ max

r´T,T s
}wptq}s,2 ` }Bxw}L4

T L8
x

` }Ds
xBxw}L8

x L2
T

` p1 ` T q
´1{2

}w}L2
xL8

T
` }Bxw}L8

x L2
T
.
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In [1] it was shown that the map Ψpu, vq “ pΨ1pu, vq, Ψ2pu, vqq defined by
$

’

’

&

’

’

%

Ψ1pu, vqptq “ Uaptqu0 `

ż t

0
Uapt ´ t1

qp6auBxu ´ 2rvBxvqpt1
qdt1,

Ψ2pu, vqptq “ Uptqv0 ´ 3
ż t

0
Upt ´ t1

qpuBxvqpt1
qdt1,

is a contraction in the space

XT
M :“ tpu, vq P Cpr´T, T s, Hs

pRqq ˆ Cpr´T, T s, Hs
pRqq | ΛT

s puq ` ΛT
s pvq ď Mu,

for a suitable choice of the parameters T and M with

ΛT
s pΨ1pu, vqq ` ΛT

s pΨ2pu, vqq ď C}u0}s,2 ` C}v0}s,2 ` CT 1{2
pT 1{4

` p1 ` T q
1{2

qM2, (2.17)

for some universal constant C ą 0 and any pu, vq P XT
M . From the contraction mapping

principle one obtains the unique solution.

Theorem 2.6. Assume, in addition to the hypotheses in Theorem 2.5, that u0, v0 P

L2
p|x|

2bdxq with b ď s{2. Then there exist T “ T p}u0}Zs,r , }v0}Zs,r q ą 0 and a unique
solution pu, vq of (14) such that u, v are in the class defined by (2.16) with Zs,b instead of
Hs

pRq.

Moreover, for any T 1
P p0, T q there exist neighborhoods V of u0 in Zs,bpRq and V 1 of v0 in

Zs,b such that the map pru0, rv0q ÞÑ pru, rvq from V ˆ V 1 into the class defined by (2.16) with
Zs,b instead of Hs

pRq and T 1 instead of T , is Lipschitz.

Remark 2.7. In case a “ 0, the idea developed below can be carried on with simpler
computations and lead to a similar result. See Theorem 2.2 in [1].

Proof of Theorem 2.6. We follow the same strategy described above. Consider

λT
pwq :“ max

r´T,T s
}|x|

bw}L2
x
.

We are going to prove that Ψpu, vq is a contraction in the space

Y T
M :“ tpu, vq P Cpr´T, T s, Zs,bq ˆ Cpr´T, T s, Zs,bq | ΩT

s puq ` ΩT
s pvq ď Mu,

endowed with the norm |||pu, vq||| :“ ΩT
s puq ` ΩT

s pvq, where ΩT
s pwq “ ΛT

s pwq ` λT
pwq and

T, M ą 0 will be determined later.



Chapter 2. Well-posedness in weighted spaces 40

We begin by estimating Ψ1pu, vq for pu, vq P Y T
M . In view of (2.17) it suffices to

estimate λT
pΨ1pu, vqq. Using Minkowski’s inequality we obtain

}|x|
bΨ1pu, vq}L2

x
ď }|x|

bUaptqu0}L2
x

`

ż T

0
}|x|

bUapt ´ t1
qp6auBxu ` 2rvBxvqpt1

q}L2
x
dt1

ď }|x|
bUaptqu0}L2

x
`

ż T

0
}p|x|

bUapt ´ t1
q6auBxuqpt1

q}L2
x
dt1

`

ż T

0
}p|x|

bUapt ´ t1
q2rvBxvqpt1

q}L2
x
dt1

ď I ` II ` III.

(2.18)

In view of (1.7),

I ď C}|x|
bu0}L2

x
` Cp1 ` T q}u0}s,2. (2.19)

for some positive constant C (depending on s). Another application of (1.7) combined
with Hölder’s inequality gives

II ď

ż T

0
C}p|x|

buBxuqpt1
q}L2

x
` Cp1 ` T q}puBxuqpt1

q}s,2dt1

ď CT 1{2
p1 ` T q

!

}|x|
buBxu}L2

T L2
x

` }uBxu}L2
T L2

x
` }Ds

xpuBxuq}L2
T L2

x

)

Since ΛT
s contains the L8

T Hs norm, the last two terms in the above inequality have already
been estimated in [1, Theorem 2.1]; more precisely,

}uBxu}L2
T L2

x
` }Ds

xpuBxuq}L2
T L2

x
ď CT 1{2

pT 1{4
` p1 ` T q

1{2
qM2. (2.20)

To bound the remaining term we use Hölder’s inequality to deduce

}|x|
buBxu}L2

T L2
x

ď T 1{4 max
r´T,T s

}|x|
bu}L2

x
}Bxu}L4

T L8
x

ď T 1{4
pΩT

s puqq
2

ď T 1{4M2.

Hence
II ď CT 1{2

p1 ` T qpT 1{4
` p1 ` T q

1{2
qM2. (2.21)

A similar computation establishes

III ď CT 1{2
p1 ` T qpT 1{4

` p1 ` T q
1{2

qM2. (2.22)

Estimates (2.19)-(2.22) yield

λT
pΨ1pu, vqq ď C}|x|

bu0}L2
x

` Cp1 ` T q}u0}s,2 ` CT 1{2
p1 ` T qpT 1{4

` p1 ` T q
1{2

qM2.

By using the same argument it can be seen that

λT
pΨ2pu, vqq ď }|x|

bUptqv0}L2
x

`

ż T

0
}|x|

bUpt ´ t1
qpuBxvqpt1

q}L2
x
dt1

ď C}|x|
bv0}L2

x
` Cp1 ` T q}v0}s,2 ` CT 1{2

p1 ` T qpT 1{4
` p1 ` T q

1{2
qM2.
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Collecting these estimates we get

ΩT
s pΨ1pu, vqq ` ΩT

s pΨ2pu, vqq ď C
!

}|x|
bu0}L2

x
` |x|

bv0}L2
x

` p1 ` T qp}u0}s,2 ` }v0}s,2q

)

` CT 1{2
p1 ` T qpT 1{4

` p1 ` T q
1{2

qM2.

By choosing
M “ 2C

!

}|x|
bu0}L2 ` }|x|

bv0}L2 ` 2p}u0}s,2 ` }v0}s,2q

)

and 0 ă T ď 1 sufficiently small such that

2CT 1{2
p1 ` T qpT 1{4

` p1 ` T q
1{2

qM ď 1,

we deduce that Ψ : Y T
M Ñ Y T

M is well defined. Moreover, similar arguments show that Ψ is
a contraction. The rest of the proof follows from standard arguments; thus we omit the
details.

Corollary 2.8. Let u P Cpr´T, T s; Hs
pRqq be the solution of (14) provided by Theorem

2.5. Suppose there exists t˚
P r´T, T s such that |x|

bupt˚
q P L2

pRq for 0 ă b ď s{2. Then
u P Cpr´T, T s; Zs,bq.

Proof. The proofs follow in a similar manner as done in Corollary 2.4.

2.3 The OST equation
In [11], the authors proved the following theorem.

Theorem 2.9. p[11, Theorem 1.1]q Let u0 P Hs
pRq with s ě 0. Then there exist T ą 0

and a unique solution of the IVP (15) such that

u P Cpr0, T s; Hs
pRqq, }Bxu}L2

T L
p1
x

` }Ds
Bxu}L2

T L
p1
x

ă 8,

}u}L2
T L

q1
x

` }Dsu}L2
T L

q1
x

ă 8,
(2.23)

for 2 ă p1 ă 8 and q1 defined through the relation 1
p1

`
1
q1

“
1
2 . Moreover, for any

T 1
P p0, T q there exists a neighborhood V of u0 in Hs

pRq such that the map ru0 ÞÑ ruptq,
from V into the class defined by (2.23), with T 1 instead of T , is Lipschitz.

Besides Strichartz’s estimates, the authors used the contraction principle with
a refined smoothing effect for the group

V ptqu0 “
`

e´itΦp¨q
pu0
˘_

, where Φpξq “ ´ξ3
´ ηp|ξ| ´ |ξ|

3
q. (2.24)

In particular the next lemma was established.
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Lemma 2.10. If u0 P Hs
pRq, 0 ă s ď 1, 0 ă T ă 1 and γ :“ mint

1
2 ,

2s

3 u, then

}BxV ptqu0}L2
T L8

x
ď CT γ

}Ds
xu0}L2 ,

for some constant C ą 0 depending on η and s.

Proof. See Corollary 2.2 in [11].

As before, we rush an overview of the proof of Theorem 2.9. Consider the space

XT
M “ tw P Cpr0, T s; Hs

pRqq | ΛT
pwq ď Mu,

with

ΛT
pwq “

5
ÿ

i“1
λT

i pwq :“ max
r0,T s

}w}s,2 ` }Bxw}L2
T L

p1
x

` }Ds
Bxw}L2

T L
p1
x

` T ´γpp1q
}w}L2

T L
q1
x

` T ´γpp1q
}Dsw}L2

T L
q1
x

,

where γpp1q is a positive constant depending only on p1. The authors, in [11] then proved
that the map Ψ : XT

M Ñ XT
M , defined by

Ψpuqptq “ V ptqu0 ´

ż t

0
pV pt ´ t1

quBxuqpt1
qdt1,

is a contraction, for a suitable choice of T and M satisfying

ΛT
pΨpuqq ď C}u0}s,2 ` CT γpp1qM2, (2.25)

for some positive constant C and any u P XT
M .

Theorem 2.11. Let u0 P Zs,b with s ą 0 and b ď s{2. There exist T “ T p}u0}Zs,b
q ą 0

and a unique u in the class defined by (2.23), with Zs,b instead of Hs
pRq, which is the

solution of the IVP (15). Moreover, for any T 1
P p0, T q there exists a neighborhood V of

u0 in Zs,b such that the map ru0 ÞÑ ruptq, from V into the class defined by (2.23), with Zs,b

instead of Hs
pRq and T 1 instead of T , is Lipschitz.

In order to prove Theorem 2.11, note that the phase Φ in (2.24) satisfy the
conditions of Theorem 1.5 because it is a combination of particular cases of functions ϕ

mentioned in Chapter 1. We therefore may use (1.7).

Proof of Theorem 2.11. We provide details for the computations when 0 ă s ă 1. Set
γ “ mint1{2, 2s{3u. For 0 ă T ă 1, in addition to the norms in ΛT , consider λT

6 pwq :“
T ´γ

}Bxw}L2
T L8

x
and λT

7 pwq :“ }|x|
bw}L8

T L2
x
. Define

Y T
M :“ tw P Cpr0, T s; Zs,bq | ΩT

pwq ď Mu where ΩT
pwq “ ΛT

pwq ` λT
6 pwq ` λT

7 pwq.
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We will show that for suitable choices of M and T , the map Ψ : Y T
M Ñ Y T

M is
well defined and is a contraction. From (2.25) it remains to estimate the norms λT

6 and λT
7 .

In view of Lemma 2.10 we have

λT
6 pΨpuqq ď T ´γ

}BxV ptqu0}L2
T L8

x
` T ´γ

›

›

›

›

BxV ptq

ż t

0
pV p´t1

quBxuqpt1
qdt1

›

›

›

›

L2
T L8

x

ď C}Dsu0}L2
x

` C

›

›

›

›

Ds
x

ż t

0
pV p´t1

quBxuqpt1
qdt1

›

›

›

›

L2
x

ď C}u0}s,2 `

ż T

0
}Ds

xpuBxuqpt1
q}L2

x
dt1

” Cp}u0}s,2 ` Iq.

(2.26)

According to the fractional Leibniz rule (see Lemma 1.1) we have

}Ds
xpuBxuq}L2 ď C}u}Lq1 }Ds

xBxu}Lp1 ` C}Bxu}Lp1 }Ds
xu}Lq1 .

Therefore, from Hölder’s inequality, we deduce

I ď C}u}L2
T L

q1
x

}Ds
xBxu}L2

T L
p1
x

` C}Bxu}L2
T L

p1
x

}Ds
xu}L2

T L
q1
x

ď CT γpp1qΩT
puq

2.

We conclude from (2.26) that

λT
6 pΨpuqq ď C}u0}s,2 ` CT γpp1qΩT

puq
2.

Besides, using Theorem 1.5, we get

}|x|
bΨpuq}L2

x
ď }|x|

bV ptqu0}L2
x

`

ż T

0

›

›|x|
bV pt ´ t1

qpuBxuqpt1
q
›

›

L2 dt1

ď Cp1 ` T q}u0}s,2 ` C}|x|
bu0}L2

x
` C

ż T

0
p1 ` T q}uBxu}s,2dt1

` C

ż T

0
}|x|

buBxu}L2
x
dt1

“ Cp1 ` T q}u0}s,2 ` Cs}|x|
bu0}L2

x
` II ` III.

(2.27)

The term II can be estimated as done with I (actually, this term has already been
estimated in the Hs

pRq local theory). In particular, we obtain

II ď Cp1 ` T qT γpp1qΛT
puq

2
ď Cp1 ` T qT γpp1qΩT

puq
2. (2.28)

In what comes to III we use Hölder’s inequality as follows:

III ď CT 1{2
}|x|

buBxu}L2
T L2

x
ď CT 1{2 max

r0,T s
}|x|

bu}L2
x
}Bxu}L2

T L8
x

ď CT 1{2`γλT
6 puqλT

7 puq ď CT 1{2`γΩT
puq

2. (2.29)

From (2.27)-(2.29) we conclude

λT
7 puq ď Cp1 ` T q}u0}s,2 ` C}|x|

bu0}L2
x

` Cp1 ` T qpT 1{2`γ
` T γpp1q

qΩT
puq

2.



Chapter 2. Well-posedness in weighted spaces 44

Gathering together the above estimates we finally obtain

ΩT
pΨpuqq ď Cp1 ` T q}u0}s,2 ` C}|x|

bu0}L2
x

` Cp1 ` T qpT 1{2`γ
` T γpp1q

qΩT
puq

2.

By setting M “ 2C
␣

2}u0}s,2 ` }|x|
bu0}L2

(

and taking 0 ă T ă 1 such that

Cp1 ` T qpT 1{2`γ
` T γpp1q

qM ď
1
2

it can be seen that Φ : Y T
M Ñ Y T

M is well defined. Moreover, similar arguments show that
Ψ is a contraction. To finish the proof we use standard arguments, thus, we omit the
details.

Remark 2.12. In [20], using a purely dissipative method, the author established the local
well-posedness of (15) in Hs

pRq for s ą ´3{2. However, as we already said, the relation
between decay and low regularity is not well understood; so, we are not able to establish a
local well-posedness result in Zs,b for indices s ď 3{4.

Corollary 2.13. Let u P Cpr´T, T s; Hs
pRqq, with s ą 0, be the solution of (15) provided by

Theorem 2.9. Suppose there exists t˚
P r´T, T s such that |x|

bupt˚
q P L2

pRq for 0 ă b ď s{2.
Then u P Cpr´T, T s; Zs,bq.

Proof. The proof follows in a similar manner as done in Corollary 2.4.

2.4 A fifth-order equation
In what comes to (16), the following was established in [51, Theorem 1.1].

Theorem 2.14. Suppose βγ ă 0. Let u0 P Hs
pRq, s ě 5{4. There exists T “ T p}u0}s,2q ą

0 such that (16) has a unique solution satisfying

u P Cpr´T, T s; Hs
pRqq, }u}L2

xL8
T

ă 8, }B
2
xu}L4

T L8
x

ă 8,

and }Ds
B

2
xu}L8

x L2
T

ă 8.
(2.30)

Moreover, for any T 1
P p0, T q there exists a neighborhood V of u0 in Hs

pRq such that the
map ru0 ÞÑ ruptq, from V into the class defined by (2.30), with T 1 instead of T , is Lipschitz.

The idea is to consider positive constants T and M and the space

XT
M :“ tw P Cpr´T, T s; Hs

pRqq | ΛT
pwq ď Mu,

where
ΛT

pwq :“ max
r´T,T s

}w}s,2 ` }B
2
xw}L4

T L8
x

` }w}L2
xL8

T
` }Ds`2w}L8

x L2
T
.
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Let W ptq be as in (2.2). For s ě 5{4, and suitable choices of T and M , in [51] the authors
showed that the integral equation

Ψpuqptq “ W ptqu0 ` α

ż t

0
W pt ´ t1

qpuB
2
xuqpt1

qdt1

maps XT
M into itself, is a contraction and satisfies

ΛT
pΨpuqq ď C}u0}s,2 ` CT 1{2ΛT

puq
2,

for some C ą 0 and any u P XT
M .

Moreover, they showed the following lemma:

Lemma 2.15. Let 0 ď T ă 1 and s ě 5{4. If ΛT
puq ă 8 then uB

2
xu P L2

pr´T, T s; Hs
pRqq

and
ˆ
ż T

´T

›

›puB
2
xuqpt1

q
›

›

2
s,2 dt1

˙1{2

ď CΛT
puq

2,

where C ą 0 depends only on α, β, γ, and s.

Proof. See Lemma 3.2 in [51].

Theorem 2.16. In addition to the hypotheses of Theorem 2.14, assume u0 P L2
p|x|

2bdxq

for b ď s{4. There exists T “ T p}u0}Zs,b
q ą 0 such that (16) has a unique solution u in

the class defined by (2.30) with Zs,b instead of Hs
pRq. Moreover, for any T 1

P p0, T q there
exists a neighborhood V of u0 P Zs,b such that the map ru0 ÞÑ ruptq, from V into the class
defined by (2.30), with Zs,b instead of Hs

pRq and T 1 instead of T , is Lipschitz.

Proof of Theorem 2.16. The proof follows by setting λT
5 pwq :“ max

r´T,T s
}|x|

bw}L2
x

and arguing
as in the proof of Theorem 2.3.

Corollary 2.17. Let u P Cpr´T, T s; Hs
pRqq be the solution of (16) provided by Theorem

2.14. Suppose there exists t˚
P r´T, T s such that |x|

bupt˚
q P L2

pRq for 0 ă b ď s{4. Then
u P Cpr´T, T s; Zs,bq.
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CHAPTER 3

REGULARITY VERSUS DECAY

In this chapter we discuss the relation between regularity and decay displayed
in Theorem 1.5, using the mKdV equation as example. More precisely, we consider the
IVP

$

&

%

Btv ` B
3
xv ` v2

Bxv “ 0, x, t P R.

vpx, 0q “ v0pxq.
(3.1)

The idea is to work somehow in the opposite direction to what was done in Chapter 2.
Instead of starting with a regular initial data having some decay, we start from an initial
data having decay and we show this would imply an increment in its regularity in the
sense of Theorem 3.7 below.

3.1 Linear estimates
We first recall one result related to the linear group Uptq defined in (7).

Lemma 3.1. For u0 P L2
pRq we have

}D´1{4
x Uptqu0}L4

xL8
T

ď c}u0}L2
x
. (3.2)

Proof. See Theorem 3.7 in [37].

Here we introduce the precise formulation of (9).

Theorem 3.2. Let b P p0, 1q. If u0 P Z2b,b then for all t P R and for almost every x P R

|x|
bUptqu0pxq “ Uptqp|x|

bu0qpxq ` UptqtΦt,bppu0pξqqu
_

pxq (3.3)

with
}UptqtΦt,bppu0pξqqu

_
}2 ď cp1 ` |t|q}u0}H2b . (3.4)
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Moreover, if in addition one has that for β P p0, bq

Dβ
p|x|

bu0q P L2
pRq and u0 P Hβ`2b

pRq (3.5)

then for all t P R and for almost every x P R

Dβ
xp|x|

bUptqu0qpxq “ UptqpDβ
|x|

bu0qpxq ` UptqpDβ
ptΦt,bppu0qpξqu

_
qpxq (3.6)

with
}Dβ

ptΦt,bppu0qpξqu
_

q}2 ď cp1 ` |t|q}u0}Hβ`2b . (3.7)

Proof. See Theorem 1 in [22].

3.2 Local theory results
We gather some useful results regarding the existence of solutions to (3.1) in

Sobolev and weighted Sobolev spaces.

Theorem 3.3 (Local theory). Let s ě 1{4. Then for any v0 P Hs
pRq there exists

T “ T p}D1{4
x v0}L2q “ cp}D1{4

x v0}
´4
L2 q and a unique solution vptq of (3.1) such that

v P C pr0, T s; Hs
pRqq , (3.8)

}Ds
xBxv}L8

x L2
T

` }Ds´1{4
x Bxv}

L20
x L

5{2
T

` }Ds
xv}L5

xL10
T

` }v}L4
xL8

T
ă 8 (3.9)

and
}Bxv}L8

x L2
T

ă 8. (3.10)

Moreover, there exists a neighborhood V of v0 in Hs
pRq such that the map ṽ0 ÞÑ ṽptq from

V into the class defined by (3.8) - (3.10) is smooth.

We briefly mention a few aspects related to the proof of Theorem 3.3; for the
details we refer the reader to [37, Theorem 2.4]. The authors used the Banach fixed point
theorem in the space

XT
a :“

␣

v P Cpr0, T s; Hs
pRqq | ΛT

pvq ď a
(

, (3.11)

where

ΛT
pvq “ }v}L8

T Hs ` }Ds
Bxv}L8

x L2
T

` }Ds´1{4
x Bxv}

L20
x L

5{2
T

` }Ds
xv}L5

xL10
T

` }v}L4
xL8

T
` }Bxv}L8

x L2
T
.

(3.12)

It was shown that, for a “ 2c}v0}H1{4 and T such that 2ca2T 1{2
ă 1, the operator

Ψv0pvq “ Uptqv0 ´

ż t

0
Upt ´ t1

qpv2
Bxvqpt1

qdt1 (3.13)
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has a unique fixed point in XT
a . In particular, it was proved that

ż T

0
}Js

pv2
Bxvq}L2

x
dt1

ď cT 1{2ΛT
pvq

3. (3.14)

Theorem 3.4. The IVP (3.1) is globally well-posed for initial data u0 P Hs
pRq, s ě 1{4.

Proof. See Theorem 3 in [15] and Theorem 1.2 in [25].

Theorem 3.5 (Local theory in weighted spaces). Let v P Cpr0, T s; Hs
pRqq denote the

solution of (3.1) provided by Theorem 3.3. If v0 P Zs,b with s ě 2b then the solution
satisfies

v P Cpr0, T s; Zs,bq and }|x|
s{2v}L5

xL10
T

ă 8. (3.15)

For any T 1
P p0, T q there exists a neighborhood V of v0 in Zs,b such that the map ṽ0 ÞÑ ṽptq

from V into the class defined by (3.8)-(3.10) and (3.15) with T 1 instead of T is smooth.

Essentially, the proof follows in a similar fashion as the one in Theorem 3.3 by considering
the norm

µT
pvq :“ ΛT

pvq ` }|x|
s{2v}L5

xL10
T

` }|x|
s{2v}L8

T L2
x

(3.16)

and using Theorem 3.2 (we refer the reader to Theorem 1 in [45]).

As breifly mentioned in the introduction, in [32] it was shown that

Theorem 3.6. Let u P CpR, L2
pRqq be the global solution of the IVP (4), with apuq “ u,

provided by the local well-posedness theory in L2
pRq. If there exist α ą 0 and two different

times t0, t1 P R such that

|x|
αupx, t0q, |x|

αupx, t1q P L2
pRq, (3.17)

then u P CpR, H2α
pRqq.

Based on the proof of Theorem 3.6 and taking some ideas from teh proof of
Theorem 1.6 in [6], we proved the following result.

Theorem 3.7. Let v0 P H1{4
pRq. Let v P C

`

r0, T s; H1{4
pRq

˘

be the solution provided by
Theorem 3.3. Assume there exist t0, t1 P r0, T s with t0 ă t1 and α ą 0 such that

|x|
αvpt0q P L2

pRq and |x|
αvpt1q P L2

pRq. (3.18)

Then v P C
`

r0, T s; H2α
pRq

˘

.

Note that in Theorem 3.7 when α P p0, 1{8s there is no gain of extra regularity. This
is consistent with the weighted local theory in which the solution persists in H1{4

pRq X



Chapter 3. Regularity versus decay 49

L2
p|x|

2bdxq whenever b ď 1{8. Another way to formulate Theorem 3.7 is to replace (3.18)
with

|x|
1{8`αvpt0q P L2

pRq and |x|
1{8`αvpt1q P L2

pRq

and the conclusion v P C
`

r0, T s; H2α
pRq

˘

with v P C
´

r0, T s; H
1
4 `2α

pRq

¯

instead.

From the proof of Theorem 3.7 it will be clear that it remains valid for
v0 P Hs

pRq for any s ě 1{4. In fact, the following corollary is a direct consequence of this
fact.

Corollary 3.8. Let v0 P Hs
pRq, s ě 1{4. Let v be the global in-time solution provided by

Theorem 3.4. Assume there exist t0, t1 P R and α ą 0 such that

|x|
s
2 `αvpt0q P L2

pRq and |x|
s
2 `αvpt1q P L2

pRq.

Then v P C
`

r´T, T s; Hs`2α
pRq

˘

for any T ą 0.

Proof. Without loss of generality assume T ą maxt|t0|, |t1|u be arbitrary. Note that u0 P

H
1
4 pRq with the respective solution v P Cpr´T, T s; H

1
4 pRqq so that |x|

α̃vptiq are in L2
pRq

for i “ 0, 1 and α̃ “
s

2 ` α ą 0. By Theorem 3.7 we obtain that v P Cpr´T, T s; H2α̃
pRqq.

The result follows since 2α̃ “ s ` 2α.

Remark 3.9. We may interpret Theorem 3.7 and Corollary 3.8 as an ill-posedness result
in the following sense: assume v0 belongs to Ys,b “

´

Hs
pRqzHs`

pRq

¯

X L2
p|x|

2bdxq for
s, b P R with b ą s{2 ě 1{8, then the corresponding solution of the mKdV equation does
not belong to Ys,b.

3.3 Proof of Theorem 3.7
The proof is presented in four cases, in which the first three are required to

be done explicitly because of technical details involving the size of the truncated weights
with respect to the regularity of the solution. The fourth case provides a construction of
the solution in a general setting.

Without loss of generality assume t0 “ 0.

3.3.1 Case α P p0, 1{2s.

Let tv0mum Ă C8
0 pRq be a sequence converging to v0 in H1{4

pRq. Denote with
vmp¨q P H8

pRq the corresponding solution provided by Theorem 3.3 with initial data v0m.
By regularity of the data-solution map we can assume all the vm’s are defined in r0, T s

with vm converging to v in C
`

r0, T s; H1{4
pRq

˘

.
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For N P N, denote

˜̃ϕα
0,N pxq :“

$

&

%

xxy
2α

´ 1 x P r0, N s,

p2Nq
2α x P r3N, 8q.

Let ϕ̃α
0,N be a regularization of ˜̃ϕα

0,N such that for j “ 1, 2, . . . we have
ˇ

ˇB
j
xϕ̃α

0,N

ˇ

ˇ ď c with c

independent on N . Set ϕN ” ϕα
0,N to be the odd extension of ϕ̃α

0,N , that is,

ϕN pxq :“

$

&

%

ϕ̃α
0,N pxq x P r0, 8s,

´ϕ̃α
0,N p´xq x P p´8, 0q.

(3.19)

Note that ϕ1
N ě 0.

Take the mKdV equation for vm and multiply it by vmϕN . After integration by
parts in space we get:

1
2

d

dt

ż

v2
mϕNdx `

3
2

ż

pBxvmq
2ϕ1

Ndx ´
1
2

ż

v2
mϕ

p3q

N dx ´
1
4

ż

v4
mϕ1

Ndx “ 0. (3.20)

Integrating over r0, t1s we get:
ż

v2
mpt1qϕNdx´

ż

v2
0mϕNdx`3

ż t1

0

ż

pBxvmq
2ϕ1

Ndxdt´

ż t1

0

ż

v2
mϕ

p3q

N dxdt´
1
2

ż t1

0

ż

v4
mϕ1

Ndxdt “ 0.

(3.21)
For m large enough we have

ˇ

ˇ

ˇ

ˇ

´

ż t1

0

ż

v2
mϕ

p3q

N dxdt

ˇ

ˇ

ˇ

ˇ

ď c

ż t1

0

ż

v2
mdxdt ď c}vm}

2
L2

xt1
ď c}v0m}

2
L2

xt1
ď 2ct1}v0}

2
2. (3.22)

Also,
ˇ

ˇ

ˇ

ˇ

´
1
2

ż t1

0

ż

v4
mϕ1

ndxdt

ˇ

ˇ

ˇ

ˇ

ď c

ż t1

0

ż

v4
mdxdt ď ct1}vm}

4
L4

xL8
t1

ď c}vm}
4
L4

xL8
t1

ď 2}v}
4
L4

xL8
t1

. (3.23)

From (3.21)-(3.23) we get that for m " 1
ż t1

0

ż

pBxvmq
2ϕ1

Ndxdt ď cp}v0}
2
2 ` }v}

4
L4

xL8
t1

q ` }v0ϕ
1{2
N }

2
L2

x
` }vpt1qϕ

1{2
N }

2
L2

x

ď cp}v0}
2
2 ` }v}

4
L4

xL8
t1

` }xxy
αv0}

2
L2

x
` }xxy

αvpt1q}
2
L2

x
q.

(3.24)

Thus
lim sup

mÑ8

ż t1

0

ż

pBxvmq
2ϕ1

Ndxdt ď M, (3.25)

where M ą 0 depends on }v0}Z1{4,α
, }vpt1qxxy

α
}L2

x
and }v}L4

xL8
t1

.

We claim that, for any fixed N P N, the left hand side of (3.24) converges to
ż t1

0

ż

pBxvq
2ϕ1

Ndxdt
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as m Ñ 8. Indeed,
ˇ

ˇ

ˇ

ˇ

ż t1

0

ż

“

pBxvmq
2

´ pBxvq
2‰ϕ1

Ndxdt

ˇ

ˇ

ˇ

ˇ

ď c

ż t1

0

ż

r´3N,3Ns

|Bxvm ´ Bxv||Bxvm ` Bxv|dxdt

ď c}Bxvm ´ Bxv}L2
t1

L2
xr´3N,3Ns}Bxvm ` Bxv}L2

t1
L2

xr´3N,3Ns

ď cN }Bxvm ´ Bxv}L8
x L2

t1

´

}Bxvm}L8
x L2

t1
` }Bxv}L8

x L2
t1

¯

ÝÝÝÑ
mÑ8

0,

(3.26)
where we used (3.10) together with the continuous dependence on the initial data.

In view of (3.25), we therefore have
ż t1

0

ż

pBxvqϕ1
Ndxdt ď M.

Since ϕ1
N is even and for x ą 1 we have that ϕ1

N pxq ÝÝÝÑ
NÑ8

2αxxy
2α´2x „ xxy

2α´1,
we deduce

ż t1

0

ż

|x|ą1
pBxvq

2
xxy

2α´1dxdt ď c lim inf
NÑ8

ż t1

0

ż

|x|ą1
pBxvq

2ϕ1
Ndxdt ď M. (3.27)

Moreover,
ż t1

0

ż

|x|ă1
pBxvq

2
xxy

2α´1dxdt “

ż

|x|ă1

ż t1

0
pBxvq

2
xxy

2α´1dtdx ď c}Bxv}
2
L8

x L2
t1

ă 8. (3.28)

From (3.27) and (3.28) we conclude
ż t1

0

ż

pBxvq
2
xxy

2α´1dxdt ă 8,

which implies
xxy

α´1{2
Bxv P L2

pRq for almost every t P r0, t1s. (3.29)

Arguing in a similar fashion as done to obtain (3.29) but using ϕN as the even
extension of ϕ̃α

N instead, it can be seen that for any t P r0, t1s we have xxy
αv P L2

pRq

(see also [32, page 143]). Set t˚ P r0, t1s so that xxy
α´1{2

Bxvpt˚q P L2
pRq. By writing

f :“ xxy
α´1{2vpt˚q, from (3.29) it can be seen that J1f P L2

pRq. From Lemma 1.4, for
θ P p0, 1q we have that

}Jθ
pxxy

p1´θq{2fq}2 ď c}J1f}
θ
2}xxy

1{2f}
1´θ
2 ă 8. (3.30)

Setting θ “ 2α we have that α ´ 1{2 ` p1 ´ θq{2 “ 0 and therefore we conclude J2αvpt˚q P

L2
pRq, that is,

vpt˚q P H2α
pRq. (3.31)

An iterative argument involving the proof of Theorem 3.3 with initial data
ṽ0 “ vpt˚q shows that v P Cpr0, T s; H2α

pRqq. Moreover, using Theorem 3.5 it can be seen
that the fact xxy

αvpt˚q P L2
pRq imply v is in the class defined by (3.8) - (3.10) and (3.15)

with Z2α,α instead of H2α
pRq.



Chapter 3. Regularity versus decay 52

3.3.2 Case α P p1{2, 1s.

Since α ą 1{2, it can be seen that |x|
1{2vptiq is in L2

pRq for i “ 0, 1. There-
fore, the conclusion of the previous case holds in H1

pRq. In particular we know v P

C
`

r0, T s; Z1,1{2
˘

with xxy
α̃´1{2

Bxv in L2
pRq for almost every t P r0, t1s and α̃ P p0, 1{2s. We

claim the latter now also holds for α P p1{2, 1s.

Let tv0mum Ă C8
0 pRq be a sequence converging to v0 in Z1,1{2. Denote with

vmp¨q P H8
pRq the corresponding solution provided by Theorem 3.5 with initial data v0m.

By regularity of the data-solution map we can assume all the vm’s are defined in r0, T s

with vm converging to v in C
`

r0, T s; Z1,1{2
˘

. By following the same steps done to obtain
(3.29) we note that all remains equal except for the fact |pϕα

0,N q
1
| is no longer bounded

above independent on N . So, what is left is to estimate the terms involving pϕα
0,N q

1. In
fact, instead of estimate (3.23) we argue as follows:

ż t1

0

ż

v4
mϕ1

Ndxdt ď c

ż t1

0
}vm}

2
L8

x

ż

v2
mxxydxdt

ď c}vm}
2
L8

t1
H1}vmxxy

1{2
}

2
L2

xt1
ď ct1}vm}

3
L8

t1
Z1,1{2

ď 2c}v}
3
L8

t1
Z1,1{2

.

Also, for estimate (3.26) we note that |ϕ1
N | ď cN with cN depending on N . Since N is

fixed, the same computations remain valid.

Under these considerations, arguing as in (3.20)-(3.28) it can be seen that for
almost every t P r0, t1s we have

xxy
α´1{2

Bxv P L2
pRq, (3.32)

which proves our claim. Moreover, a similar analysis (without evaluating the limit as
m Ñ 8) shows that for m large enough

}xxy
α´1{2

Bxvm}L2
xt1

ď M, (3.33)

with M depending on }v0}Z1,1{2 , }xxy
α´1{2vpt1q}L2

x
and }v}L8

t1
Z1,1{2 . Assume without loss of

generality that
xxy

α´1{2
Bxvptiq are in L2

pRq for i “ 0, 1. (3.34)

Note in case (3.34) is not true, we can take a smaller subinterval rt˚
0 , t˚

1s Ă r0, t1s in which
the end points satisfy (3.34).

Consider now ϕN ” ϕα
1,N build as done in (3.19) but based on the function

˜̃ϕα
1,N pxq :“

$

&

%

xxy
2α´1

´ 1 x P r0, N s,

p2Nq
2α´1 x P r3N, 8q.

Take Bx to the mKdV equation for vm and multiply it by BxvmϕN to get

BtwmwmϕN ` 3B
3
xwmwmϕN ` 2vmw3

mϕN ` v2
mwmBxwmϕN “ 0, (3.35)
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where we denote wm :“ Bxvm. Integration by parts yields

1
2

d

dt

ż

w2
mϕNdx`

3
2

ż

pBxwmq
2ϕ1

Ndx´
1
2

ż

w2
mϕ

p3q

N dx`

ż

2vmw3
mϕNdx`

ż

v2
mwmBxwmϕNdx “ 0.

Note that, in terms of wm, the first three terms above remain the same as in (3.21) for
the mKdV equation and the respective estimates are analogous. The only difference relies
on the terms coming from the derivative of the non-linearity v2

mBxvm. Integrating by parts
in the space variable we have that for t P r0, t1s:

2
ż

vmw3
mϕNdx “ ´2

ż

v2
mwmBxwmϕNdx ´

ż

v2
mw2

mϕ1
Ndx.

Since, for m large enough we have
ˇ

ˇ

ˇ

ˇ

ż

v2
mw2

mϕ1
Ndx

ˇ

ˇ

ˇ

ˇ

ď c}vm}
2
L8

x
}wm}

2
L2

x
ď c}vm}

4
L8

t1
H1 ď 2c}v}

4
L8

t1
H1 , (3.36)

we only need to focus on the term
ˇ

ˇ

ˇ

ˇ

´

ż t1

0

ż

v2
mwmBxwmϕNdxdt

ˇ

ˇ

ˇ

ˇ

.

We proceed as follows: first we note that
ˇ

ˇ

ˇ

ˇ

´

ż t1

0

ż

v2
mwmBxwϕNdxdt

ˇ

ˇ

ˇ

ˇ

ď }Bxwm}L8
x L2

t1
}wmϕ

1{2
N }L2

xt1
}v2

mϕ
1{2
N }L2

xL8
t1

. (3.37)

Let us estimate each term on the right-hand side of (3.37). From the continuous dependence
(see (3.9) with s “ 1), for m large enough

}B
2
xvm}L8

x L2
t1

ď 2c}B
2
xv}L8

x L2
t1

.

Also, from (3.33) we know that for m " 1,

}wmϕ
1{2
N }L2

xt1
ď c}xxy

α´1{2
Bxvm}L2

xt1
ď M, (3.38)

Finally, for the term }v2
mϕ

1{2
N }L2

xL8
t1

, we note that }v2
mϕ

1{2
N }L2

xL8
t1

ď }vmϕ
1{4
N }

2
L4

xL8
t1

. Using the
integral equation and the fact |ϕN |

1{4
ď cxxy

3{8 we have that

}vmϕ
1{4
N }L4

xL8
t1

ď }xxy
3{8Uptqv0m}L4

xL8
t1

`

ż t1

0
}xxy

3{8Upt ´ t1
qv2

mBxvm}L4
xL8

t1
dt1. (3.39)

In view of (3.2) and (3.3) we obtain

}xxy
3{8Uptqv0m}L4

xL8
t1

ď }Uptqxxy
3{8v0m}L4

xL8
t1

` }UptqtΦt,3{8ppu0qpξqu
_

}L4
xL8

t1

ď c}D1{4
xxy

3{8v0m}L2
x

` c}D1{4
tΦt,3{8ppu0qpξqu

_
}L2

x

ď c}J1{4
xxy

3{8v0m}L2
x

` c}D1{4
tΦt,3{8ppu0qpξqu

_
}L2

x
.

(3.40)

Interpolating using Lemma 1.4 gives

}J1{4
x xxy

3{8f}L2
x

ď c}J1
xf}

1{4
L2 }xxy

1{2f}
3{4
L2 . (3.41)
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Also, according to (3.7) we get

}D1{4
tΦt,3{8p pfqpξqu

_
}L2

x
ď cp1 ` t1q}f}H1 . (3.42)

We combine (3.41) and (3.42) into (3.40) to obtain for m large that

}xxy
3{8Uptqv0m}L4

xL8
t1

ď c}J1
xv0m}

1{4
L2

x
}xxy

1{2v0m}
3{4
L2

x
` c}v0m}H1

ď 2c}v0}Z1,1{2 .
(3.43)

For the other term in (3.39), we argue in a similar fashion applying (3.41) and
(3.42) to get

ż t1

0
}xxy

3{8Upt ´ t1
qv2

mBxvm}L4
xL8

t1
dt1

ď c

ż t1

0
}J1

xpv2
mBxvmq}

1{4
L2

x
}xxy

1{2v2
mBxvm}

3{4
L2

x
dt1

` cp1 ` t1q

ż t1

0
}v2

mBxvm}H1dt1

ď c

ż t1

0

`

}v2
mBxvm}H1 ` c}xxy

1{2v2
mBxvm}L2

x

˘

dt1.

(3.44)

According to (3.9), (3.15) and (3.16), for m " 1,
ż t1

0
}xxy

1{2v2
mBxvm}L2

x
dt1

ď c}xxy
1{2

Bxvmv2
m}L2

xt1

ď c}xxy
1{2vm}L5

xL10
t1

}vm}L4
xL8

t1
}Bxvm}

L20
x L

5{2
t1

ď cµpvmq
3

ď 2cµpvq
3,

(3.45)

where we used the continuous dependence on the initial data.

Combining (3.14) and (3.45) it follows from (3.44) that
ż t1

0
}xxy

3{8Upt ´ t1
qv2

mBxvm}L4
xL8

t1
dt1

ď M, (3.46)

where M depends on several norms in which v is known to be finite. From (3.39)-(3.46)
we conclude

}v2
mϕ

1{2
N }L2

xL8
t1

ď M. (3.47)

Gathering (3.35)-(3.47) we can emulate the argument in (3.20) -(3.25) to
conclude

lim sup
mÑ8

ż t1

0

ż

pBxwmq
2ϕ1

Ndxdt ď M, (3.48)

with M depending on }v0}Z1,1{2 and }xxy
αvpt1q}L2

x
among other norms in which v is known

to be finite.

Note that the convergence argument done in (3.26) can be mimicked with wm instead of
vm and using the continuous dependence in the norm }B

2
xvm}L8

x L2
t1

provided by the local
theory.
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Continuing as in (3.27) and (3.28) it can be seen that

xxy
α´1

Bxw P L2
pRq for almost every t P r0, t1s. (3.49)

From (3.32) and (3.49) there exists t˚ P r0, t1s such that xxy
1{2f and J1f

are in L2
pRq; where f denotes the function xxy

α´1
Bxvpt˚q. Interpolating as in (1.3) with

θ “ 2α ´ 1 we conclude vpt˚q P H2α
pRq. Once more, an iterative argument shows that

v P Cpr0, T s; H2α
pRqq. Moreover, it can be seen that v is in the class defined by (3.8) -

(3.10) and (3.15) with Z2α,α instead of H2α
pRq.

3.3.3 Case α P p1, 3{2s.

By setting α “ 1 in the result of the previous case and using the local theory
in weighted spaces we have that v P C pr0, T s; Z2,1q with xxy

1{2
B

k
xvptq P L2

pRq for almost
every t P r0, t1s and k “ 1, 2. We claim that xxy

α´1
B

2
xvptq is in L2

pRq for almost every
t P r0, t1s. Indeed, let tv0mum Ă C8

0 pRq be a sequence converging to v0 in Z2,1. Denote
with vmp¨q P H8

pRq the corresponding solution provided by Theorem 3.5 with initial data
v0m. By regularity of the data-solution map we can assume all the vm’s are defined in
r0, T s with vm converging to v in C pr0, T s; Z2,1q.

The idea is to emulate what was done from (3.35) to (3.49) noticing that |ϕ1
1,N |

is not longer uniformly bounded above independent on N. We re-estimate the related
terms as follows.

Instead of inequality (3.36) we do
ˇ

ˇ

ˇ

ˇ

´

ż t1

0

ż

v2
mpBxvmq

2ϕ1
1Ndxdt

ˇ

ˇ

ˇ

ˇ

ď c

ż t1

0

ż

v2
mpBxvmq

2
xxydxdt ď c}xxy

1{2vm}L2
xt1

}Bxvm}
2
L8

xt1

ď c}xxy
1{2vm}L8

t1
L2

x
}vm}L8

t1
H2 ď c}vm}

2
Z2,1 ď 2c}v}

2
Z2,1 .

(3.50)

Instead of (3.37) we argue as follows:
ˇ

ˇ

ˇ

ˇ

´

ż t1

0

ż

v2
mBxvmB

2
xvmϕ1Ndxdt

ˇ

ˇ

ˇ

ˇ

ď }xxy
3{2v2

m}L2
xL8

t1
}xxy

1{2
Bxvm}L2

xt1
}B

2
xvm}L8

x L2
t1

. (3.51)

Note that for m large we have }B
2
xvm}L8

x L2
t1

ď c}B
2
xv}L8

x L2
t1

, which is finite because of the
local theory.

Using (3.33) with α “ 1, for m " 1 it follows that }xxy
1{2

Bxvm}L2
xt1

ď M where M depends
on }v0}Z1,1{2 and }xxy

1{2vpt1q}L2
x

among other norms for v.

For the term }xxy
3{2v2

m}L2
xL8

t1
we have that

}xxy
3{2v2

m}
1{2
L2

xL8
t1

ď }xxy
3{4vm}L4

xL8
t1

ď }xxy
3{4Uptqv0m}L4

xL8
t1

`

ż t1

0
}xxy

3{4Upt ´ t1
qv2

mBxvm}L4
xL8

t1
dt1.

(3.52)
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According to (3.3) and (3.2),

}xxy
3{4Uptqv0m}L4

xL8
t1

ď }Uptqxxy
3{4v0m}L4

xL8
t1

` }UptqtΦt,3{4ppv0mpξqqu
_

}L4
xL8

t1

ď c}D1{4
x xxy

3{4v0m}L2
x

` }D1{4
x tΦt,3{4ppv0mpξqqu

_
}L2

x

ď c}J1{4
x xxy

3{4v0m}L2
x

` }D1{4
x tΦt,3{4ppv0mpξqqu

_
}L2

x
.

(3.53)

Interpolating with θ “ 1{8, it follows

}J1{4
x xxy

3{4v0m}L2
x

ď c}J2
xv0m}

1{8
L2

x
}xxy

6{7v0m}
7{8
L2

x

ď c}v0m}H2 ` c}xxyv0m}L2
x

ď c}v0m}Z2,1 .

(3.54)

Also, by (3.7) we have

}D1{4
x tΦt,3{4ppv0mpξqqu

_
} ď cp1 ` t1q}v0m}H7{4 ď c}v0m}Z2,1 . (3.55)

Thus, for m large enough }xxy
3{4Uptqv0m}L4

xL8
t1

ď 2c}v0}Z2,1 .

For the remaining term in (3.52), we use (3.41) and (3.42) to get
ż t1

0
}xxy

3{4Upt ´ t1
qv2

mBxvm}L4
xL8

t1
dt1

ď c

ż t1

0
}J2

xpv2
mBxvmq}

1{8
L2

x
}xxyv2

mBxvm}
7{8
L2

x
dt1

` cp1 ` t1q

ż t1

0
}v2

mBxvm}H2dt1

ď c

ż t1

0

`

}v2
mBxvm}H2 ` c}xxyv2

mBxvm}L2
x

˘

dt1.

(3.56)

Using the continuous dependence on the initial data, for m large enough we have
ż t1

0
}xxyv2

mBxvm}L2
x
dt1

ď c}xxyBxvmv2
m}L1

t1
L2

x
ď c}xxy

1{2
Bxvm}L2

xt1
}xxy

1{2vm}L8
xt1

}vm}L2
t1

L8
x

ď c}xxy
1{2

Bxvm}L2
xt1

}vm}L8
t1

H1}J1
xxy

1{2vm}L8
t1

L2
x

ď c}xxy
1{2

Bxvm}L2
xt1

}vm}L8
t1

Z1,1{2p}vm}L8
t1

H2 ` }xxyvm}L8
t1

L2
x
q ď M,

(3.57)

where we interpolated with θ “ 1{2 and used (3.33) with α “ 1. Note M depends on
}v}L8

t1
Z2,1 among other norms in which v is known to be finite. Combining (3.14) and (3.57)

it follows that for m " 1
ż t1

0
}xxy

3{4Upt ´ t1
qv2

mBxvm}L4
xL8

t1
dt1

ď M, (3.58)

where M depends on }v0}Z2,1 and }xxy
αvpt1q}L2

x
among other norms in which v is known

to be finite.
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From (3.52)-(3.58) we conclude

}xxy
3{2v2

m}
1{2
L2

xL8
t1

ď }xxy
3{4vm}L4

xL8
t1

ď M. (3.59)

Under these two modifications, an analogous argument as the one developed in
(3.35)-(3.49) supports that for almost every t P r0, t1s we have

xxy
α´1

B
2
xvptq P L2

pRq, (3.60)

which proves our claim. Note also that, if in the proof of (3.60) the convergence in m is
skipped, we may that for m " 1

}xxy
α´1

B
2
xvm}L2

xt1
ď M, (3.61)

with M depending on norms in which v is finite.

In what follows, without loss of generality, assume we have that xxy
α´1

B
2
xvptiq

are in L2
pRq for i “ 0, 1. Next we claim that xxy

α´3{2
B

3
xv P L2

pRq for almost every
t P r0, t1s.

Indeed, Denote wm :“ B
2
xvm and define ϕN ” ϕα

2,N as done in (3.19) based on

˜̃ϕα
2,N pxq :“

$

&

%

xxy
2α´2

´ 1 x P r0, N s,

p2Nq
2α´2 x P r3N, 8q.

Applying B
2
x to the mKdV equation for vm and multiplying it by wmϕN we have

BtwmwmϕN ` B
3
xwmwmϕN `

`

2pBxvmq
3

` 6vmBxvmwm ` v2
mBxwm

˘

wmϕN “ 0. (3.62)

Integrate (3.62) by parts in space. After an extra integration over r0, t1s we get that
ż

w2
mp0qϕNdx ´

ż

w2
mpt1qϕNdx ` 3

ż t1

0

ż

pBxwmq
2ϕ1

Ndxdt ´

ż t1

0

ż

w2
mϕ

p3q

N dxdt`

4
ż t1

0

ż

pBxvmq
3wmϕNdxdt ` 12

ż t1

0

ż

vmBxvmw2
mϕNdxdt ` 2

ż t1

0

ż

v2
mBxwmwmϕNdxdt “ 0

(3.63)

Note
ˇ

ˇ

ˇ

ˇ

4
ż t1

0

ż

pBxvmq
3wmϕNdxdt

ˇ

ˇ

ˇ

ˇ

ď c}xxy
1{2

Bxvm}L2
xt1

}xxy
α´1wm}L2

xt1
}Bxvm}

2
L8

xt1
, (3.64)

where the terms }xxy
1{2

Bxvm}L2
xt1

and }xxy
α´1

B
2
xvm}L2

xt1
were estimated in (3.33) and (3.61).

The term }Bxvm}L8
xt1

may estimated via Sobolev embedding.

We conclude for m large enough that
ˇ

ˇ

ˇ

ˇ

ż t1

0

ż

pBxvmq
3wmϕNdxdt

ˇ

ˇ

ˇ

ˇ

ď M, (3.65)
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where M depends on several norms related to v such as }v0}Z2,1 and }xxy
1{2

Bxvpt1q}L2
x
.

For the next term, using (3.61), we have that for m large that
ˇ

ˇ

ˇ

ˇ

12
ż t1

0

ż

vmBxvmw2
mϕNdxdt

ˇ

ˇ

ˇ

ˇ

ď c}vm}L8
xt1

}Bxvm}L8
xt1

}w2
mϕN }L1

xt1

ď c}vm}
2
L8

t1
H2}xxy

α´1wm}
2
L2

xt1
ď M.

(3.66)

On the other hand,
ˇ

ˇ

ˇ

ˇ

2
ż t1

0

ż

v2
mBxwmwmϕNdxdt

ˇ

ˇ

ˇ

ˇ

ď }Bxwm}L8
x L2

t1
}xxyv2

m}L2
xL8

t1
}wm}L2

xt1
.

By the local theory we have that for m " 1

}Bxwm}L8
x L2

t1
ď c}B

3
xvm}L8

x L2
t1

ď 2c}v}L8
t1

H2 .

and
}wm}L2

xt1
ď c}v}L8

t1
Z2,1 .

Finally, for }xxyv2
m}L2

xL8
t1

ď }xxy
1{2vm}

2
L4

xL8
t1

we note

}xxy
1{2vm}L4

xL8
t1

ď }xxy
3{4vm}L4

xL8
t1

ď M, (3.67)

where we used (3.59).

We conclude that for m large enough we have
ˇ

ˇ

ˇ

ˇ

2
ż t1

0

ż

v2
mBxwmwmϕNdxdt

ˇ

ˇ

ˇ

ˇ

ď M. (3.68)

Combining (3.65) - (3.68) into (3.63) and arguing as in (3.20)-(3.28) it can be
seen that

ż t1

0

ż

pBxwq
2
xxy

2α´2dx ă 8;

that is,
xxy

α´3{2
B

3
xvptq P L2

pRq for almost every t P r0, t1s. (3.69)

Using (3.60) and (3.69) it follows via interpolation that for some t˚ P r0, t1s we have

vpt˚q P H2α
pRq. (3.70)

The latter implies v P C
`

r0, T s; H2α
pRq X L2

p|x|
2αdxq

˘

as before.
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3.3.4 Case α P pr{2, pr ` 1q{2s, r ě 3.

It is enough to prove by induction that for any n P t2, 3, . . . , ru it follows that

for all β in
ˆ

n

2 ,
n ` 1

2

ȷ

with β ď α, we have

$

&

%

xxy
β´n{2

B
n
xvptq P L2

pRq,

xxy
β´n{2´1{2

B
n`1
x vptq P L2

pRq,
(3.71)

for almost every t in a closed subinterval I of r0, t1s. In such case, setting n “ r and β “ α

and interpolating as in (3.30), there would exists t˚ P r0, t1s such that vpt˚q P H2α
pRq,

which leads to the desired conclusion.

Note the "base" case (n “ 2) follows from (3.60) and (3.69). For the inductive
step, assume (3.71) is valid for n ´ 1. We will prove it is also valid for n. Using the
inductive hypothesis with β “ n{2, it can be seen that, for f “ xxy

β´n{2`1{2
B

n
xv, we have

J1f and xxyf are in L2
pRq. Interpolating as in (1.3), there exists t˚˚ P r0, t1s such that

vpt˚˚q P Hn
pRq. It can be seen that this implies v P Cpr0, T s; Hn

pRqq. Moreover, since
α ą n{2, using Theorem 3.5 it can be seen that v P Cpr0, T s; Zn,n{2q.

Recall, via Sobolev embedding, that for k “ 1, 2, . . . , n ´ 1:

}B
k
xv}L8

x
ď c}v}Hn . (3.72)

In addition, using Lemma 1.3 and interpolation, for any t P r0, T s we have that

}xxy
j
B

k
xv}L2

x
ď c}v}

θ
Hn}xxy

n{2v}
1´θ
L2

x
ď c}v}Zn,n{2 , (3.73)

where θ “ k{n and j “ pn ´ kq{2.

Without loss of generality assume I “ r0, t1s. Let β P

ˆ

n

2 ,
n ` 1

2

ȷ

with

β ď α. we claim that xxy
β´n{2

B
n
xvptq P L2

pRq for almost every t P r0, t1s. In fact, let
tv0mum Ă C8

0 pRq be a sequence converging to v0 in Zn,n{2. Denote with vm P SpRq the
corresponding solution provided by Theorem 3.5 with initial data v0m. By regularity of
the data-solution map we can assume all the vm’s are defined in r0, T s with vm converging
to v in C

`

r0, T s; Zn,n{2
˘

.

Consider ϕN ” ϕβ
pn´1q,N built as in (3.19) from the function

˜̃ϕβ
pn´1q,N pxq :“

$

&

%

xxy
2β´n`1

´ 1 x P r0, N s,

p2Nq
2β´n`1 x P r3N, 8q.

Applying B
n´1
x to the mKdV equation for vm we get

Btzm ` B
3
xzm ` B

n´1
x pv2

mBxvmq “ 0, zm :“ B
n´1
x vm.
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We focus only on the non-linear terms. Note

B
n´1
x pv2

mBxvmq “
ÿ

kďn´1

ÿ

jďk

ˆ

n ´ 1
k

˙ˆ

k

j

˙

B
j
xvmB

k´j
x vmB

n´k
x vm,

after multiplication by B
n´1
x vmϕN and integration we get

ż t1

0

ż

B
n´1
x vmB

n´1
x pv2

mBxvmqϕNdxdt

“
ÿ

kďn´1

ÿ

jďk

ˆ

n ´ 1
k

˙ˆ

k

j

˙
ż t1

0

ż

B
n´1
x vmB

n´k
x vmB

j
xvmB

k´j
x vmϕNdxdt.

”
ÿ

kďn´1

ÿ

jďk

ˆ

n ´ 1
k

˙ˆ

k

j

˙

Ak,j.

(3.74)

We estimate the Ak,j’s by cases.

Case A1, if k “ 0.

|A0,0| ď }B
n´1
x vm}L8

xt1
}vmϕ

1{4
N }L8

xt1
}B

n
xvm}L2

xt1
}vmϕ

3{4
N }L2

xt1

ď c}vm}
2
L8

t1
H2}J1

xxy
1{2vm}L8

t1
L2

x
}xxy

3{2vm}L8
t1

L2
x
.

(3.75)

Note that interpolating with θ “ 1{n we have

}J1
xxy

1{2vm}L8
t1

L2
x

ď c}vm}
θ
L8

t1
Hn}xxy

n{p2pn´1qqvm}
1´θ
L8

t1
L2

x
ď c}vm}L8

t1
Zn,n{2 . (3.76)

Using that 3{2 ď n{2, (3.75) and (3.76) we conclude that for m large enough

|A0,0| ď c}v}
4
L8

t1
Zn,n{2

. (3.77)

Case A2, if k ‰ 0.

Note in this case, since n ě 3 we have |ϕN | ď cxxy
2

ď cxxy
n´k{2. Using this and (3.72) -

(3.73) we have, for any j P t0, 1, . . . , n ´ 1u and m " 1, that

|Ak,j| ď c}B
n´1
x vm}L8

xt1
}B

n´k
x vm}L8

xt1
}xxy

pn´jq{2
B

j
xvm}L2

xt1
}xxy

pn´k`jq{2
B

k´j
x vm}L2

xt1

ď c}vm}
2
L8

t1
Hn}vm}

2θ
L8

t1
Hn}xxy

n{2vm}
2´2θ
L8

t1
L2

x
ď c}v}

4
L8

t1
Zn,n{2

.
(3.78)

From (3.77) and (3.78) and arguing for zm analogous to what was done in (3.20)-(3.29)
for vm it can be seen that

xxy
β´n{2

B
n
xvptq P L2

pRq for almost every t P r0, t1s. (3.79)

Also, for m large enough
}xxy

β´n{2
B

n
xvmptq}L2

xt1
ď M, (3.80)

where M depends on }v}L8
t1

Zn,n{2 , }v0}Zn,n{2 and }xxy
β´n{2zmpt1q}L2

x
.
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From (3.79) there exist t˚
0 ă t˚

1 so that xxy
α´n{2

B
n
xvpt˚

0q and xxy
α´n{2

B
n
xvpt˚

1q are in L2
pRq.

For simplicity we denote rt˚
0 , t˚

1s with r0, t1s again.

Let us now prove xxy
β´pn`1q{2

B
n`1
x vptq is in L2

pRq for almost every t P r0, t1s.

Construct ϕN ” ϕβ
n,N as in (3.19) but based on the function

˜̃ϕβ
n,N pxq :“

$

&

%

xxy
2β´n

´ 1 x P r0, N s,

p2Nq
2β´n x P r3N, 8q.

Denote wm :“ B
n
xvm. Take B

n
x to the mKdV equation for vm and multiply it by wmϕN . We

get for the non-linear part
ż t1

0

ż

wmB
n
x pv2

mBxvmqϕNdxdt “
ÿ

kďn

ÿ

jďk

ˆ

n

k

˙ˆ

k

j

˙
ż t1

0

ż

wmB
n`1´k
x vmB

j
xvmB

k´j
x vmϕNdxdt

”
ÿ

kďn

ÿ

jďk

ˆ

n

k

˙ˆ

k

j

˙

Bk,j.

(3.81)

Let us consider some cases.

Case B1, if k “ 0.

Using (3.9), (3.47) and (3.80) we have that for m large enough

|B0,0| ď c}B
n`1
x vm}L8

x L2
t1

}wmϕ
1{2
N }L2

xt1
}v2

mϕ
1{2
N }L2

xL8
t1

ď c}B
n`1
x vm}L8

x L2
t1

}xxy
β´n{2wm}L2

xt1
}vmxxy

1{4
}

2
L4

xL8
t1

ď M,
(3.82)

where M depends on }v}L8
t1

Zn,n{2 among other norms in which v is finite.

Case B2, if k “ n.

Note that in case j “ 0 or j “ n, using (3.80) we have for m " 1

|Bn,n| “ |Bn,0| ď c}Bxvm}L8
xt1

}vm}L8
xt1

}xxy
β´n{2wm}

2
L2

xt1

ď c}vm}
2
L8

t1
Hn}xxy

β´n{2wm}
2
L2

xt1
ď M

(3.83)

Now, if j P t1, . . . , n ´ 1u we use (3.72), (3.73) and (3.79) to get for m large that

|Bn,j| ď c}xxy
β´n{2wm}

2
L2

xt1
}xxy

1{2
Bxvm}L2

xt1
}B

j
xvm}L8

xt1
}B

n´j
x vm}L8

xt1

ď c}vm}
2
L8

t1
Hn}xxy

β´n{2wm}
2
L2

xt1
}vm}L8

t1
Zn,n{2

ď M.

(3.84)

Case B3, if k P t1, . . . , n ´ 1u.
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In this case we argue in a similar manner as done in case B2. Namely, for m " 1:

|Bk,j| ď c}xxy
β´n{2wm}

2
L2

xt1
}xxy

β´n{2
B

n`1´k
x vm}L2

xt1
}B

j
xvm}L8

xt1
}B

k´j
x vm}L8

xt1

ď c}vm}
2
L8

t1
Hn}xxy

β´n{2wm}
2
L2

xt1
}xxy

β´n{2
B

n`1´k
x vm}L2

xt1

ď M.

(3.85)

With these estimates of the non-linear part, it can be seen (as done in (3.20)-
(3.28)) that

ż t1

0

ż

pB
n`1
x vq

2
xxy

2β´pn`1qdxdt ă 8, (3.86)

which implies

xxy
β´pn`1q{2

B
n`1
x vptq P L2

pRq for almost every t P r0, t1s. (3.87)

From (3.79) and (3.87) the inductive step follows.
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CHAPTER 4

DISPERSIVE BLOW-UP

In this section we use the local theory developed in Chapter 2 to study dispersive
blow-up properties regarding the Kawahara equation (13) and the Hirota-Satsuma system
(14). Weighed local theory is crucial to overcome some estimates that end up being done
in L1

xpRq.

4.1 The Kawahara Equation
The main result of this section is Theorem 4.1 below. It is proved in two steps:

we first build a C8 initial data whose associated solution to the linear part of the equation
fails to be C3 in a sequence of times. Then it is proved that the nonlinear part of the
solution will not make it worse in the sense we can obtain a nonlinear smoothing effect
that reduces the regularity properties of the solution to the linear term.

Theorem 4.1. Assume γ ă 0 and 3β ` 10γ ą 0. There exists an initial data u0 P

C8
pRq X H7{2´

pRq such that the solution u P Cpr0, T s; H7{2´
pRqq given by Theorem 2.3

satisfies
up¨, t˚

q P C3
pRzt0uq and up¨, t˚

q R C3
pRq,

for some t˚
P p0, T q.

4.1.1 Construction of the initial data

Let f : R Ñ R be defined by fpxq :“ e´2|x|. Set ϕpxq :“ pf ˚fqpxq “
1
2e´2|x|

p1`

2|x|q. It is not difficult to see that ϕ P H7{2´
pRq X L2

pxxy
7{4´

dxq, ϕ P C3
pRzt0uqzC3

pRq,
exϕ P L2

pRq, and e´xϕ P L2
pRq.
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Assume for the moment that u0 has the form

u0pxq :“
8
ÿ

j“1
αjW p´σjqϕpxq, (4.1)

where W ptq is the unitary group defined in (2.2), σ ą 0 is fixed and αj will be defined
later.

Proposition 4.2. Assume γ ă 0 and 3β ` 10γ ą 0. For any σ ą 0 there exists a sequence
tαju such that the function u0 in (4.1) belongs to C8

pRq X H7{2´
pRq X L2

pxxy
7{4´

dxq. In
addition, the associated global-in-time solution u P CpR; H7{2´

pRqq of the linear part of
the IVP associated to the Kawahara equation (13) satisfies

(i) For any t ą 0 with t R σZ` we have up¨, tq P C8
pRq.

(ii) For any t P σZ` we have up¨, tq P C3
pRzt0uqzC3

pRq.

Proof. The proof is based on Section 3 of [41]. For the sake of completeness we carry on the
details here. We first prove u0 P C8

pRq. For that it suffices to show that e´xu0 P C8
pRq.

Thus, in view of Sobolev’s embedding, it suffices to prove that B
m
x pe´xu0q P L2

pRq, for any
m P Z`. To prove this, let us consider the IVP

$

&

%

Btw ` Lw “ 0, t ă 0,

wpx, 0q “ e´xϕ,

where

Lw “ γB
5
xw ` 5γB

4
xw ` pβ ` 10γqB

3
xw ` p3β ` 10γqB

2
xw ` p3β ` 5γqBxw ` pβ ` γqw.

For one hand, since Btpe
xwq ` βB

3
xpexwq ` γB

5
xpexwq “ 0 and exwpx, 0q “ ϕpxq we deduce

that W ptqϕpxq “ exwpx, tq. On the other hand, it is easy to see that the solution of the
above IVP is

wpx, tq “ W ptqe´5γtB4
xe´10γtB3

xe´p3β`10γqtB2
x
`

e´x`p2β`4γqtϕpx ´ p3β ` 5γqtq
˘

.

Hence,

e´xW ptqϕpxq “ W ptqe´5γtB4
xe´10γtB3

xe´p3β`10γqtB2
x
`

e´x`p2β`4γqtϕpx ´ p3β ` 5γqtq
˘

.

Next using Plancherel’s theorem and the facts that γ ă 0 and 3β ` 10γ ą 0 we deduce

}B
m
x pe´xW ptqϕq}L2 ď }ξmep3β`10γqtξ2

}L8}e´x`p2β`4γqtϕpx ´ p3β ` 5γqtq}L2

ď
cme´pβ`γqt

pp3β ` 10γq|t|qk{2 ,
(4.2)

where cm is a constant depending on m and we have used that e´xϕ P L2
pRq.
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Inequality (4.2) now yields

}B
m
x pe´xu0q}L2 ď

8
ÿ

j“1
αj}B

m
x pe´xW p´σjqϕq}L2

ď

8
ÿ

j“1
αj

cme´pβ`γqσj

pp3β ` 10γqσjqm{2 .

By choosing αj such that the above series converges for any m P Z` (for instance, take
αj :“ e´j2). we conclude that u0 P C8

pRq.

Since W ptq is bounded in Hs
pRq, the fact u0 P H7{2´

pRq X L2
pxxy

7{4´
dxq follows directly

from inequality (1.7) and the properties of ϕ.

Before proving (i) and (ii), let us now consider the IVP
$

&

%

Btw ` Lw “ 0, t ą 0,

wpx, 0q “ exϕ,

where

Lw “ γB
5
xw ´ 5γB

4
xw ` pβ ` 10γqB

3
xw ´ p3β ` 10γqB

2
xw ` p3β ` 5γqBxw ´ pβ ` γqw.

Here we have W ptqϕpxq “ e´xwpx, tq and w is given by the expression

wpx, tq “ W ptqe5γtB4
xe´10γtB3

xep3β`10γqtB2
x
`

ex´p2β`4γqtϕpx ´ p3β ` 5γqtq
˘

.

Thus,

B
m
x pexW ptqϕpxqq “ B

m
x W ptqe5γtB4

xe´p2β`10γqtB3
xep3β`10γqtB2

x
`

ex´p2β`4γqtϕpx ´ p3β ` 5γqtq
˘

with

}B
m
x pexW ptqϕq}L2 ď }ξme´p3β`10γqtξ2

}L8}ex´p2β`4γqtϕpx ´ p3β ` 5γqtq}L2

ď
cmepβ`γqt

pp3β ` 10γqtqm{2 ,
(4.3)

where we used that exϕ P L2
pRq.

We now establish conditions (i) and (ii). To see that (i) holds, assume t ą 0
is so that t R σZ`. As before, it is enough to prove e´xW ptqu0 P Hm

pRq for all m P Z`.
From (4.2), (4.3) and the fact that ϕ is symmetric, we get

}B
m
x

`

e´xW ptqu0
˘

}L2 ď

8
ÿ

j“1
αj

›

›B
m
x

`

e´xW pt ´ σjqϕ
˘›

›

L2

ď cm

8
ÿ

j“1
αj

epβ`γq|t´σj|

pp3β ` 10γq|t ´ σj|qm{2 .

(4.4)

By our choice of αj, the rightmost series in (4.4) is finite for all m P Z`.
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Finally, to prove (ii), assume t “ σn, for some n P Z`. We have

W ptqu0 “ αnϕ `

8
ÿ

j“1
j‰n

αjW pσpn ´ jqqϕ.

Using the above arguments, we may show that the series belongs to C8
pRq. The conclusion

then follows because ϕ P C3
pRzt0uqzC3

pRq.

4.1.2 Nonlinear smoothing

The goal of this section is to prove that the integral term in the Duhamel formu-
lation (2.3) of the solution of (13) is more regular than the solution of the corresponding
linear equation.

We begin by recalling some useful inequalities.

Lemma 4.3. Assume T P p0, 1q and let W ptq be as in (2.2).

(i) For any φ P L2
pRq,

}D2W ptqφ}L8
x L2

T
ď C}φ}L2

x
. (4.5)

(ii) If f P L1
T L2

x then

sup
r0,T s

›

›

›

›

D2
ż t

0
W pt ´ t1

qfp¨, t1
qdt1

›

›

›

›

L2
x

ď C}f}L1
xL2

T
. (4.6)

(iii) For any θ P p0, 1q, ´1 ă α ď
3
2 and φ P L2

pRq,

}D
θα
2 W ptqφ}Lq

T Lp
x

ď C}φ}L2
x
, (4.7)

where p “ 2{p1 ´ θq and q “ 10{θpα ` 1q.

Proof. For (4.5) see [17, Theorem 2.6]. Estimate (4.6) follows from (4.5) and a duality
argument. For (4.7) see [17, Theorem 2.4].

With the above inequalities in hand we are able to prove the following result.

Proposition 4.4. Let s ą
13
6 and assume u0 P Hs

pRq X L2
p|x|

s{2dxq. Let uptq be the
solution of the IVP (13) provided by Theorem 2.3,

uptq “ W ptqu0 `

ż t

0
W pt ´ t1

qpuBxuqdt1
“: W ptqu0 ` Zptq, t P r0, T s. (4.8)

Then, Zptq P Hs`1
pRq for any t P r0, T s.
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Proof. From Theorem 2.3 we already know that Zptq P Hs
pRq. So we only need to prove

that Ds`1Zptq P L2
pRq. Note that in the proof of Theorem 2.3 we have assumed 0 ă T ă 1;

thus, in view of (4.6) we have
›

›

›

›

Ds`1
ż t

0
W pt ´ t1

qpuBxuqdt1

›

›

›

›

L2
x

ď C}Ds´1
puBxuq}L1

xL2
T

ď C
´

}uDs´1
Bxu}L1

xL2
T

`
›

›

“

Ds´1, u
‰

Bxu
›

›

L1
xL2

T

¯

” C pI ` IIq ,

where
“

Ds´1, u
‰

Bxu “ Ds´1
puBxuq ´ uDs´1

Bxu. According to Hölder’s inequality,

I ď }u}
L

6{5
x L3

T
}Ds´1

Bxu}L6
xT

” I1I2.

In order to estimate I1 we use Hölder’s inequality again to get

I1 ď }xxy
´r

}L2
x
}xxy

ru}L3
T L3

x
ď CT 1{3

}xxy
ru}L8

T L3
x
,

where r ą
1
2. Using the embedding H1{6

pRq ãÑ L3
pRq together with the interpolation (1.4)

we get
I1 ď CT 1{3

}J1{6
xxy

ru}L8
T L2

x
ď CT 1{3

}Jsu}
θ
L8

T L2
x
}xxy

s{4u}
1´θ
L8

T L2
x
, (4.9)

where θ “ 1{6s. Note that to apply (1.4) we have written r “ p1 ´ θq
s

4, therefore the

condition r ą
1
2 forces s ą

13
6 . According to the weighted local theory the right-hand side

of (4.9) is finite.

On the other hand, from Hölder’s inequality and the Strichartz estimate (4.7)
with θ “

2
3 and α “ 0 it follows that

I2 ď T 1{10
}Ds´1

Bxu}L15
T L6

x
ď T 1{10

}Ds´1
Bxu0}L15

T L6
x

` T 1{10
›

›

›

›

Ds´1
BxW ptq

ż t

0
W p´t1

quBxudt1

›

›

›

›

L15
T L6

x

ď CT 1{10
}Dsu0}L2

x
` CT 1{10

ż T

0
}Ds

puBxuq}L2
x

dt1

ď CT 1{10
}Dsu0}L2

x
` CT 3{5

}Ds
puBxuq}L2

xT
,

(4.10)

which is finite according to Lemma 2.2.

From (4.9) and (4.10) we conclude that I is finite.

It remains to prove II is finite. For that let us introduce the weights v “ w “

xxy
r, with r ą 1 to be determined latter. By setting ℓ “ 2 and p “ q “ 4 we see that

v
ℓ
p w

ℓ
q “ xxy

r. Since xxy
r

P A4, from Hölder’s inequality and Lemma 1.2 we obtain

II ď C}xxy
´r{2

}L2
x
}xxy

r{2
rDs´1, usBxu}L2

xT

ď C
›

›}xxy
r{4Ds´1u}L4

x
}xxy

r{4
Bxu}L4

x
` }xxy

r{4
Bxu}L4

x
}xxy

r{4Ds´2
Bxu}L4

x

›

›

L2
T

.
(4.11)
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Because D “ HBx we infer from Lemma 1.3 that

}xxy
r{4Ds´2

Bxu}L4
x

“ }xxy
r{4HDs´1u}L4

x
ď C}xxy

r{4Ds´1u}L4
x
,

which, from (4.11), yields

II ď C
›

›}xxy
r{4Ds´1u}L4

x
}xxy

r{4
Bxu}L4

x

›

›

L2
T

ď C
›

›}xxy
r{4Ds´1u}

2
L4

x

›

›

L2
T

` C
›

›}xxy
r{4

Bxu}
2
L4

x

›

›

L2
T

ď C
›

›}xxy
r{4Ds´1u}L4

x

›

›

2
L4

T

` C
›

›}xxy
r{4

Bxu}L4
x

›

›

2
L4

T

” CII1 ` CII2.

We begin estimating II1 by using (1.3) (with D instead of J):

II
1{2
1 “

›

›}xxy
r{4Ds´1u}L4

x

›

›

L4
T

ď C
›

›

›
}xxy

bu}
θ
L4

x
}Dau}

1´θ
L4

x

›

›

›

L4
T

ď C
›

›}xxy
bu}L4

x
` }Dau}L4

x

›

›

L4
T

ď CT 1{4
}xxy

bu}L8
T L4

x
` CT 1{8

}Dau}L8
T L4

x
,

(4.12)

where
θ P p0, 1q, a “

s ´ 1
1 ´ θ

, and b “
r

4θ
. (4.13)

For the term }xxy
bu}L8

T L4
x

we use the embedding H1{4
pRq ãÑ L4

pRq and (1.4) to obtain

}xxy
bu}L8

T L4
x

ď C}J1{4
pxxy

buq}L8
T L2

x
ď C}Jsu}

1´λ
L8

T L2
x
}xxy

s{4u}
λ
L8

T L2
x

ă 8, (4.14)

with
λ P p0, 1q, λs “

1
4 , and p1 ´ λq

s

4 “ b. (4.15)

Conditions (4.13) and (4.15) leave θ “
4r

4s ´ 1, which is in the interval p0, 1q provided

s ą r `
1
4. Hence, if r “ 1 ` ε for some 0 ă ε ă 11{12 we see that (4.14) holds for any

s ą 13{6.

For the second term on the right-hand side of (4.12), according to the choice
of θ and r above, we have

a “
s ´ 1
1 ´ θ

“
4s2 ´ 5s ` 1
4s ´ p5 ` 4εq

“ s ` ε `
1

4s ´ 5 ´ 4ε
`

εp5 ` 4εq

4s ´ 5 ´ 4ε
.

Therefore, by assuming ε sufficiently small we may write

a “ s `
1

4s ´ 5 ` ε̃

where ε̃ ą 0 is also small enough. By setting δ “
3
8 ´ ε̃ ´

1
4s ´ 5, our assumption s ą

13
6

gives δ ą 0 and we may write a “ 3{8 ` s ´ δ. We employ the Strichartz estimate (4.7)
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with θ “
1
2 and α “

3
2 to get

}Dau}L8
T L4

x
ď }D3{8W ptqDs´δu0}L8

T L4
x

`

›

›

›

›

D3{8W ptq

ż t

0
W p´t1

qDs´δ
puBxuqdt1

›

›

›

›

L8
T L4

x

ď }Ds´δu0}L2
x

`

ż T

0
}Ds´δuBxu}L2

x
dt1

ď }u0}Hs ` CT 1{2
}uBxu}L2

T Hs ă 8,

(4.16)

where the right-hand side of the above inequality is finite thanks to Lemma 2.2. This
proves II1 ă 8.

To see that II2 is finite we proceed in exactly the same manner by noticing
that II2 is almost the same as II1 but with less derivatives. Indeed, from Lemma 1.3 and
(1.2),

II
1{2
2 “ }xxy

r{4HDu}L4
xT

ď C}xxy
r{4Du}L4

xT

ď CT 1{4
}xxy

r{4θu}L8
T L4

x
` CT 1{8

}D
1

1´θ u}L8
T L4

x

with (as in (4.14))

}xxy
r{4θu}L8

T L4
x

ď C}J1{4
pxxy

r{4θuq}L8
T L2

x
ď C}Jsu}

1´λ
L8

T L2
x
}xxy

s{4u}
λ
L8

T L2
x

ă 8.

Besides, since
1

1 ´ θ
“

4s ´ 1
4s ´ 5 ´ 4ε

“ 1 `
4

4s ´ 5 ` ˜̃ε “
3
8 ` η,

for ˜̃ε ą 0 small and η “
5
8 `

4
4s ´ 5 ` ˜̃ε ă s, as done in (4.16) we deduce

}D
1

1´θ u}L8
T L4

x
“ }D3{8Dηu}L8

T L4
x

ď C}u0}Hη ` CT 1{2
}uBxu}L2

T Hη

ď C}u0}Hs ` CT 1{2
}uBxu}L2

T Hs ă 8.

This shows that II2 is finite and completes the proof of the proposition.

Proof of Theorem 4.1. Let u0 P C8
pRq X H7{2´

pRq X L2
pxxy

7{4´
dxq be the initial data

constructed in Proposition 4.2. Let uptq, t P r0, T s, be the corresponding solution. We may
assume that σ is sufficiently small such that σ P p0, T q. Thus, for t˚

“ σ,

upt˚
q “ W pt˚

qu0 `

ż t˚

0
W pt˚

´ t1
qpuBxuqdt1

“: W pt˚
qu0 ` Zpt˚

q.

From Proposition 4.4 we know that Zpt˚
q P H

9
2

´

pRq ãÑ C3
pRq. Since W pt˚

qu0 P

C3
pRzt0uqzC3

pRq, the conclusion then follows from Proposition 4.2.
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4.2 The Hirota-Satsuma system
In a similar fashion as done in Section 4.1, the main result of this section

(Theorem 4.5 below) is proved in two steps. We first construct an appropriate initial
data for the linear IVP associated to (14) and then we show that the integral part of the
solution is smoother than the linear one.

Theorem 4.5. There exists an initial data pu0, v0q P

´

C8
pRq X H3{2´

pRq

¯2
such that the

solution pu, vq P

´

Cpr0, T s; H3{2´
pRqq

¯2
of the IVP (14) given by Theorem 2.6 satisfies

pu, vqp¨, t˚
q P

`

C1
pRzt0uq

˘2 and pu, vqp¨, t˚
q R

`

C1
pRq

˘2
,

for some t˚
P p0, T q.

4.2.1 Construction of the initial data

Let tUaptqu and tUptqu be the unitary groups introduced in Section 2.2. In [41,
Section 3] the authors showed that, for some suitable sequence tαju,

w0pxq :“
8
ÿ

j“1
αjUp´jqe´2|x|

belongs to
C8

pRq X L8
pRq X H3{2´

pRq X L2
pxxy

3{2´

dxq

and satisfies:

(i) for any t R Z, Uptqw0 P C1
pRq;

(ii) for any t P Z, Uptqw0 P C1
pRzt0uqzC1

pRq.

Here, with a slightly modification of their proof and by taking

u0pxq :“
8
ÿ

j“1
αjUap´σjqe´2|x| and v0pxq :“

8
ÿ

j“1
αjUp´σjqe´2|x|, (4.17)

for some real constant σ, we can show the following.

Proposition 4.6. The functions in (4.17) satisfy

pu0, v0q P

´

C8
pRq X H3{2´

pRq X L2
pxxy

3{2´
dxq

¯2
.

Moreover, the associated global-in-time solution pu, vq P

´

CpR; H3{2´
pRqq

¯2
of the linear

part of the IVP (14) satisfy

(i) For any t ą 0 with t R σZ` we have pu, vqp¨, tq P pC8
pRqq

2 .

(ii) For any t P σZ` we have pu, vqp¨, tq P
`

C1
pRzt0uqzC1

pRq
˘2.

Proof. See Section 3 in [41] (see also Lemma 3.2 in [39]).
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4.2.2 Nonlinear smoothing

Let us start by recalling some linear estimates.

Lemma 4.7. For any a ‰ 0 and u0 P L2
pRq we have

}D´1{4
x Uaptqu0}L4

xL8
T

ď Ca}u0}L2 , (4.18)

}BxUaptqu0}L8
x L2

T
ď Ca}u0}L2 (4.19)

and
}D´1{12

x Uaptqu0}
L

60{13
x L15

T
ď Ca}u0}L2 . (4.20)

Proof. For (4.18) and (4.19) see Theorems 3.5 and 3.7 in [37]. Estimate (4.20) follows
interpolating (4.18) and (4.19); indeed, it suffices to define the family of analytic operators
Tzu0 “ Dz{4D1´zUaptqu0, 0 ď Repzq ď 1 and apply the Stein interpolation theorem ([50,
Theorem 4.1] with z “

13
15 (see a similar result in Corollary 3.8 of [37]).

We also recall the following Strichartz estimate

Lemma 4.8. For any a ‰ 0 and u0 P L2
pRq,

}Dαθ{2Uaptqu0}Lq
T Lp

x
ď C}u0}L2 , (4.21)

where pq, pq “

ˆ

6
θpα ` 1q

,
2

1 ´ θ

˙

and pθ, αq P p0, 1q ˆ r0, 1{2s.

Proof. See Lemma 2.4 in [36].

With these tools in hand we can prove the following smoothing property.

Proposition 4.9. Let 7
6 ă s ă

11
6 and pu0, v0q P

`

Hs
pRq X L2

p|x|
sdxq

˘2. Let pu, vqptq be
the solution of the Hirota-Satsuma system (14) provided by Theorem 2.6 and given by

$

’

’

&

’

’

%

uptq “ Uaptqu0 `

ż t

0
Uapt ´ t1

qp6auBxu ´ 2rvBxvqpt1
qdt1 :“ Uaptqu0 ` Z1ptq

vptq “ Uptqv0 ` 3
ż t

0
Upt ´ t1

qpuBxvqpt1
qdt1 :“ Uptqv0 ` Z2ptq.

Then, Ziptq P Hs` 1
6 pRq, i “ 1, 2, t P r0, T s.

Proof. We show the computations for Z2, same procedure apply to Z1. Since Z2ptq P Hs
pRq

it suffices to show that }Ds` 1
6 Z2ptq}L2

x
is finite. We follow partially the ideas in [39, Lemma

5.2]. For that, first note that (4.19) and duality give

sup
r0,T s

›

›

›

›

Bx

ż t

0
Upt ´ t1

qfp¨, t1
qdt1

›

›

›

›

L2
x

ď C}f}L1
xL2

T
. (4.22)
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Hence, using (4.22), Lemma 1.1 (part (iii)), and Hölder’s inequality we infer
›

›

›
Ds` 1

6 Z2ptq
›

›

›

L2
x

ď C}Ds´ 5
6 puBxvq}L1

xL2
T

ď C}Ds´ 5
6 puBxvq ´ uDs´ 5

6 Bxv ´ BxvDs´ 5
6 u}L1

xL2
T

` C}uDs´ 5
6 Bxv}L1

xL2
T

` C}BxvDs´ 5
6 u}L1

xL2
T

ď C}u}
L

6{5
x L3

T
}Ds` 1

6 v}L6
xT

` C}Bxv}
L

60{13
x L15

T
}Ds´ 5

6 u}
L

60{47
x L

30{13
T

ď CtI ` II1II2u.

To see that I is finite we combine the ideas developed in Section 2.2 together
with [41] and the proof of Lemma 5.2 in [39]. Indeed, using (4.21) with α “

1
2, θ “

2
3 and

p “ q “ 6, we obtain

}Ds` 1
6 v}L6

xT
ď }D

1
6 UptqDsv0}L6

xT
`

›

›

›

›

D
1
6 Uptq

ż t

0
Up´t1

qDs
puBxvqpt1

qdt1

›

›

›

›

L6
xT

ď C}Dsu0}L2
x

` C

ż T

0
}uBxv}L2

x
dt1

ď C}u0}s,2 ` CT 1{2
}uBxv}L2

T Hs .

The last term in the above inequality has already been shown to be finite in the local
theory (see for instance (2.20)). This shows that }Ds` 1

6 v}L6
xT

is finite. To see that }u}
L

6{5
x L3

T

is finite we need to use the local theory in weighted spaces. In fact, from Hölder’s inequality,
Sobolev embedding and (1.4) we deduce, for some r “

1
2

`

,

}u}
L

6{5
x L3

T
ď C}xxy

ru}L3
xT

ď CT 1{3
}xxy

ru}L8
T L3

x

ď C}J1{6
pxxy

ruq}L8
T L2

x

ď C}Jsu}
1´λ
L8

T L2
x
}xxy

s{2´

u}
λ
L8

T L2
x
,

with λ
s

2
´

“ r and 1
6 ă p1 ´ λqs. Since s ą 7{6 we may take λ “

1
s

`

to conclude that I is
finite.

In view of (4.20),

II1 ď }BxUptqv0}
L

60{13
x L15

T
`

›

›

›

›

BxUptq

ż t

0
Up´t1

quBxvdt1

›

›

›

›

L
60{13
x L15

T

ď C}HD13{12v0}L2 ` C

ż T

0

›

›HD13{12
puBxvq

›

›

L2 dt1

ď C}v0}s,2 ` CT 1{2
}uBxv}L2

T Hs ă 8,

where in the last inequality we used that H is bounded in L2 and the fact that s ą
7
6 ą

13
12.

Again, the term }uBxv}L2
T Hs may be bounded as done in the local theory.
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In what comes to II2 we argue as follows. For γ ą 7{20 (to be chosen latter)
we have

II2 ď }xxy
´γ

}
L

20{7
x

}xxy
γDs´ 5

6 u}
L

30{13
xT

ď C}xxy
γDs´ 5

6 u}
L

30{13
xT

.

Set 9Z1ptq “ Uap´tqZ1ptq. Using Hölder’s inequality in time and (3.3) we get

II2 ď CT 37{90

#

›

›

›
Uaptq

´

xxy
γDs´ 5

6 u0

¯
›

›

›

L45
T L

30{13
x

`

›

›

›

›

UaptqtΦt,γ
{

Ds´ 5
6 u0u

_

›

›

›

›

L45
T L

30{13
x

`

›

›

›
Uaptq

´

xxy
γDs´ 5

6 9Z1

¯
›

›

›

L45
T L

30{13
x

`

›

›

›

›

UaptqtΦt,γ
{

Ds´ 5
6 9Z1u

_

›

›

›

›

L45
T L

30{13
x

+

.

Next, by setting γ “ 5{12 and using Strichartz estimate (4.21) with α “ 0 and θ “ 2{15
we deduce

II2 ď CT 37{90
p1 ` T q

!

}xxy
γDs´ 5

6 u0}L2 ` }D2γ`s´ 5
6 u0}L2 ` }Ds´ 5

6 u0}L2

`}xxy
γDs´ 5

6 9Z1}L2 ` }D2γ`s´ 5
6 9Z1}L2 ` }Ds´ 5

6 9Z1}L2

)

ď CT 37{90
p1 ` T q

!

}xxy
γDs´ 5

6 u0}L2 ` }xxy
γDs´ 5

6 9Z1}L2 ` }u0}Hs ` } 9Z1}Hs

)

.

(4.23)

Since
} 9Z1}Hs ď C

ż T

0
}p6auBxu ´ 2rvBxvq}Hsdt1,

we can prove that } 9Z1}Hs is finite in a similar fashion as done in the local theory. Therefore,
to conclude II2 is finite it only remains to bound the first two terms on the right-hand
side of (4.23), which can be estimated using (1.3) and the weighted local theory. In fact,
first note that from (1.3),

}xxy
γDs´ 5

6 u0}L2 ď C}xxy
s{2u0}

1´λ
L2 }Dsu0}

λ
L2 ă 8,

where λ “
6s ´ 5

6s
and p1 ´ λq

s

2 “ γ “
5
12. Also, setting Npu, vq “ 6auBxu ´ 2rvBxv and

using (1.7) we have

}xxy
γDs´ 5

6 9Z1}L2 ď

ż T

0
}xxy

γUap´t1
qDs´ 5

6 Npu, vq}L2dt1

ď Cp1 ` T q

ż T

0
}xxy

γDs´ 5
6 Npu, vq}L2 ` }Npu, vq}Hsdt1

ď Cp1 ` T q

!

}xxy
γDs´ 5

6 Npu, vq}L1
T L2

x
` T 1{2

}Npu, vq}L2
T Hs

)

.

The second term in the right-hand side of the above inequality can be bounded as it was
done in (2.20). For the first term, note that for t P r0, T s and λ “

6s ´ 5
6s

defined above,
we have

}xxy
γDs´ 5

6 Npu, vq}L2
x

ď C}xxy
s{2Npu, vq}

1´λ
L2

x
}DsNpu, vq}

λ
L2

x

ď C
`

}xxy
s{2Npu, vq}L2

x
` }DsNpu, vq}L2

x

˘

.
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Hence,

}xxy
γDs´ 5

6 Npu, vq}L1
T L2

x
ď Cp1 ` T qT 1{2

!

}xxy
s{2Npu, vq}L2

T L2
x

` }DsNpu, vq}L2
T L2

x

)

,

where both terms, }xxy
s{2Npu, vq}L2

T L2
x

and }DsNpu, vq}L2
T L2

x
, can be estimated using the

local theory in weighted spaces as in (2.21). This completes the proof of the Proposition.

With Proposition 4.9 in hand, following the same idea as in the proof of Theorem 4.1, we
can prove Theorem 4.5; so we omit the details.
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CHAPTER 5

FURTHER RESULTS AND FUTURE RESEARCH

In this chapter we briefly discuss some further research topics that can be
derived and understood from the methods and theorems proved in the previous chapters
of this thesis.

In Chapter 3 it was shown for the mKdV equation that s{2 ě b is an optimal
relation between decay and regularity. Such relation is natural once (5) and (9) are
considered in L2

pRq. A more general version of (5) was mentioned in (1.25) in terms of
Φ1

pξq. When this equation is seen in L2
pRq the inequality (1.7) arises. This inequality

suggest that the relation s{K ě b should be optimal, at least, for the dispersive models in
the scope of conditions (A) and (B).

Partial results were obtained for the Kawahara and OST equation. Their
extension to a full result such as Theorem 3.7 is currently under research. For instance,
in the case of the Kawahara equation, if the solution u P C

`

r´T, T s; H2
pRq

˘

provided by
Theorem 2.1 is so that there exist two times t1 ‰ t2 such that upt1q|x|

1{2`α and upt2q|x|
1{2`α

are in L2
pRq it is expected that u P C

`

r´T, T s; H2`4α
pRq

˘

. A first approach arguing in a
similar fashion as done in Chapter 3 suggest this holds for α P p0, 7{32s.

Note in this case K “ 4 and therefore s{K agrees with 1{2 when s “ 2.
Basically, such first approach should be the base case to raise within the size of α as done
in the proof of Theorem 3.7; the main issue is that the range p0, 7{32s is slightly less than
the expected p0, 1{4s.

For the OST equation, a similar result can be obtained from L2
pRq. If u P

Cpr´T, T s; L2
pRqq is the solution provided by Theorem 2.9 and if for any α P p0, 1{2s there

are t0 ‰ t1 such that |x|
αuptiq P L2

pRq, i “ 0, 1; then u P Cpr´T, T s; H2α
pRqq.

The proof of the latter is done pretty much in the same manner exposed in
Section 3.3.1 except for the smoothing effect which in this case is really stronger. It is
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expected that this can be easily extended as in Chapter 3 for a full range of α, even in a
more general setting when the regularity of the solution is small compared to the smoothing
effect in Lemma 2.10. Note the OST equation can be seen as a member of a general class
of perturbation of the KdV equation introduced in [10]. The authors considered the IVP
associated to the equation

Btu ` B
3
xu ` ηLu ` uBxu “ 0, x P R, (5.1)

where η ą 0 is a parameter and L is defined via Fourier transform by xLupξq “ ´Φpξqpupξq

with

Φpξq “

n
ÿ

j“0

2m
ÿ

i“0
cijξi|ξ|

j, cij P R, c2m,n “ ´1; (5.2)

and Φ bounded above.

When Φpξq is of the form Φkpξq “ |ξ|
k`2

´ |ξ|
k with k “ 1 we would have the

OST equation. Theorem 2.11 can be extended to these perturbation when Φ “ Φk with
k P Z`. Note for this phase function the value of K defined in Theorem 1.5 is K “ k ` 1.
More precisely, if we consider the IVP

$

&

%

Btu ` B
3
x ` ηLu ` uBxu “ 0, t ą 0, x P R.

upx, 0q “ u0pxq,
(5.3)

where η ą 0 and xLupξq “ ´Φkpξqpupξq with k P Z` and assume u0 P Zs,b for s ą 0 with
0 ď b ď s{pk`1q, there would exist T ą 0 and a unique solution u P Cpr0, T s; Hs

pRqqX¨ ¨ ¨ .

A relation of type s{pk ` 1q ě b is expected to be optimal, which is particularly
curious because a first approach suggested that an extra decay of α in two different times
would imply a gain of regularity of 2α rather than the expected gain of pk ` 1qα. This
interesting fact is not contradictory but yet being subject of research at this moment.

In the more general case, at least for high regularity, one can expect a similar
behaviour with respect for the persistence of solutions in weighted Sobolev spaces. In fact,
if we consider the IVP (5.3) where xLupξq “ ´Φpξqpupξq and Φ is a real-valued bounded
function defined by

Φpξq :“
n
ÿ

j“j0

m
ÿ

i“i0

cijξ
2i

|ξ|
2j`1, (5.4)

for i0, j0, m, n P Z`
Yt0u, 1 ď j0 ď m, with ci0j0 ‰ 0, cm,n “ ´1. Then for an initial data

u0 P Hs
pRq X L2

p|x|
2bdxq where m ` n ă s ď pm ` nqp2pj0 ` i0q ` 1q and b ď

s

2pm ` nq

the solution u P Cpr0, T s; Hs
pRq provided by Theorem 1.1 in [10] persists in Zs,b.

It might result clarifying to address the question of the optimal relation between
s and b in high regularity due to the fact the method used to establish such persistence in
Zs,b is also an energy estimate when compared to the proof of Theorem 3.7.
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Finally, in what comes to dispersive blow-up of solutions, to complement the
results presented in Chapter 4, a non-local model should be the natural continuation of
the work. One first step is to consider (5.3) in which the strong smoothing effect presented
by the linear group should imply a similar strong nonlinear smoothing effect in the sense
of Proposition 4.4. It also would require a generalization to the construction of the initial
data whose solution associated to the linear part of the equation present infinitely many
times with lack of regularity and adapts itself to the equation in consideration.

The attainability of results such as the existence of a nonlinear smoothing effect
presented in Proposition 4.4 seems to be plausible in a more general context. From the
computations done in Chapter 4, it appears that these kind of results might be obtained
in a reasonably similar fashion for dispersive equations whose phase function fit in the
description of (A) and (B) and whose local well-posedness in weighted Sobolev spaces is
done using the classical Kenig-Ponce-Vega method. A unified approach is then being a
subject of research.
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APPENDIX A

SOME PHASES SATISFYING (A) AND (B)

We give some examples of functions satisfying conditions (A) and (B).

A multivariate polynomial

Let β P Nn with |β| ě 1. Consider Φpxq “ xβ. We have

|ϕpx ´ wq ´ ϕpxq| “ |px ´ wq
β

´ xβ
| “

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

αďβ

ˆ

β

α

˙

xβ´α
p´wq

α
´ xβ

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

αďβ
α‰0

ˆ

β

α

˙

xβ´α
p´wq

α

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď
ÿ

αďβ
α‰0

ˆ

β

α

˙

|x|
|β|´|α|

|w|
|α|

ď |w|
ÿ

αďβ
α‰0

ˆ

β

α

˙

|x|
|β|´|α|

|w|
|α|´1 (A.1)

From (A.1), if |w| ă |x| we have

|ϕpx ´ wq ´ ϕpxq| ď |w|
ÿ

αďβ
α‰0

ˆ

β

α

˙

|x|
|β|´|α|

|x|
|α|´1

“ |w|
ÿ

αďβ
α‰0

ˆ

β

α

˙

|x|
|β|´1

“ Cβ|x|
|β|´1

|w|.

Similarly, in case |x| ď |w| from (A.1) it follows that

|ϕpx ´ wq ´ ϕpxq| ď |w|
ÿ

αďβ
α‰0

ˆ

β

α

˙

|w|
|β|´|α|

|w|
|α|´1

“ Cβ|w|
|β|.

Notice that in this case are included the phases ϕ1, ϕ4 and ϕ5 presented in Chapter 1.
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Modulus raised to an integer power

Set k P Z`. We claim ϕpxq “ |x|
k satisfy conditions (A) and (B). Notice that

|x ´ w|
k

´ |x|
k

“ p|x ´ w| ´ |x|q

k´1
ÿ

j“0
|x ´ w|

k´j´1
|x|

j. (A.2)

Suppose that for all α P r0, 1s we have 0 ‰ αx`p1´αqpx´wq. By the mean value theorem
we have |x ´ w| ´ |x| “ ∇|ξxw| ¨ w where p∇| ¨ |qi “ xi|x|

´1. Hence

|ϕpx ´ wq ´ ϕpxq| “

ˇ

ˇ

ˇ
∇|ξxw| ¨ w

ˇ

ˇ

ˇ

k´1
ÿ

j“0
|x ´ w|

k´j´1
|x|

j
ď

ˇ

ˇ

ˇ
∇|ξxw|

ˇ

ˇ

ˇ
|w|

k´1
ÿ

j“0
|x ´ w|

k´j´1
|x|

j

ď |w|

k´1
ÿ

j“0
p|x| ` |w|q

k´j´1
|x|

j (A.3)

Now, if |w| ă |x|, from (A.3) we conclude

|ϕpx ´ wq ´ ϕpxq| ď |w|

k´1
ÿ

j“0
p2|x|q

k´j´1
|x|

j
ď Ck|x|

k´1
|w|.

Similarly, in case |x| ď |w|, from (A.3) we conclude

|ϕpx ´ wq ´ ϕpxq| ď |w|

k´1
ÿ

j“0
p2|w|q

k´j´1
|w|

j
“ ck|w|

k.

On the other hand, if for some α P r0, 1q we have 0 “ αx ` p1 ´ αqpx ´ wq,
then we have x “ p1 ´ αqw. The latter implies |x| ď |w|. In this situation we only need to
prove condition (B). Namely,

|ϕpx ´ wq ´ ϕpxq| “ ||x ´ w| ´ |x||

k´1
ÿ

j“0
|x ´ w|

k´j´1
|x|

j

ď p|x ´ w| ` |x|q

k´1
ÿ

j“0
|x ´ w|

k´j´1
|x|

j

ď p|w| ` 2|x|q

k´1
ÿ

j“0
p|x| ` |w|q

k´j´1
|x|

j

ď 3|w|

k´1
ÿ

j“0
2k´j´1

|w|
k´1

“ Ck|w|
k.

Finally, if α “ 1 we would have x “ 0, we obviously have |x| ď |w| and (B)
holds trivially.

The computation above cover the phase function ϕ2 defined in Chapter 1
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Phase ϕ3

Denote by pxi :“ px1, . . . , xi´1, xi`1, . . . , xnq. Consider ϕpxq “ ϕi
3pxq :“ xi|pxi|

2,
for i P t1, . . . , nu. We need to show conditions (A) and (B) are satisfied.
We have

|ϕpx ´ wq ´ ϕpxq| “
ˇ

ˇpxi ´ wiq|pxi ´ pwi|
2

´ xi|pxi
2
|
ˇ

ˇ

“
ˇ

ˇpxi ´ wiq
`

|pxi|
2

´ 2pxi ¨ pwi ` |pxi|
2˘

´ xi|pxi|
2ˇ
ˇ

“

ˇ

ˇ

ˇ
´ 2xi pxi ¨ pwi ` xi| pwi|

2
´ wi|pxi|

2
` 2wi pxi ¨ pwi ´ wi| pwi|

2
ˇ

ˇ

ˇ

ď 2|xi||pxi|| pwi| ` |xi|| pwi|
2

` |wi||pxi|
2

` 2|wi||pxi|| pwi| ` |wi|| pwi|
2 (A.4)

Using Young’s inequality we have

2|xi||pxi|| pwi| ď 2| pwi|

ˆ

|xi|
2

2 `
|pxi|

2

2

˙

“ | pwi||x|
2

and
2|wi||pxi|| pwi| ď 2|pxi|

ˆ

|wi|
2

2 `
| pwi|

2

2

˙

“ |pxi||w|
2.

We continue (A.4) with

|ϕpx ´ wq ´ ϕpxq| ď | pwi||x|
2

` |xi|| pwi|
2

` |wi||pxi|
2

` |pxi||w|
2

` |wi|| pwi|
2

ď |w||x|
2

` |x||w|
2

` |w||x|
2

` |x||w|
2

` |w||w|
2

ď |w|p|x|
2

` 2|x||w| ` |w|
2
q. (A.5)

Now, if |w| ă |x| we have

|ϕpx ´ wq ´ ϕpxq| ď |w|p|x|
2

` 2|x|
2

` |x|
2
q “ C|x|

2
|w|.

Similarly, if |x| ď |w| we have

|ϕpx ´ wq ´ ϕpxq| ď |w|p|w|
2

` 2|w|
2

` |w|
2
q “ C|w|

3.
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