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Purpose: Monte Carlo track structures (MCTS) simulations have been recognized as useful tools for
radiobiological modeling. However, the authors noticed several issues regarding the consistency of
reported data. Therefore, in this work, they analyze the impact of various user defined parameters on
simulated direct DNA damage yields. In addition, they draw attention to discrepancies in published
literature in DNA strand break (SB) yields and selected methodologies.
Methods: The MCTS code Geant4-DNA was used to compare radial dose profiles in a nanometer-
scale region of interest (ROI) for photon sources of varying sizes and energies. Then, electron
tracks of 0.28 keV–220 keV were superimposed on a geometric DNA model composed of 2.7×106

nucleosomes, and SBs were simulated according to four definitions based on energy deposits or
energy transfers in DNA strand targets compared to a threshold energy ETH. The SB frequencies and
complexities in nucleosomes as a function of incident electron energies were obtained. SBs were
classified into higher order clusters such as single and double strand breaks (SSBs and DSBs) based
on inter-SB distances and on the number of affected strands.
Results: Comparisons of different nonuniform dose distributions lacking charged particle equilibrium
may lead to erroneous conclusions regarding the effect of energy on relative biological effectiveness.
The energy transfer-based SB definitions give similar SB yields as the one based on energy deposit
when ETH≈ 10.79 eV, but deviate significantly for higher ETH values. Between 30 and 40 nucle-
osomes/Gy show at least one SB in the ROI. The number of nucleosomes that present a complex
damage pattern of more than 2 SBs and the degree of complexity of the damage in these nucleosomes
diminish as the incident electron energy increases. DNA damage classification into SSB and DSB is
highly dependent on the definitions of these higher order structures and their implementations. The
authors’ show that, for the four studied models, different yields are expected by up to 54% for SSBs
and by up to 32% for DSBs, as a function of the incident electrons energy and of the models being
compared.
Conclusions: MCTS simulations allow to compare direct DNA damage types and complexities
induced by ionizing radiation. However, simulation results depend to a large degree on user-defined
parameters, definitions, and algorithms such as: DNA model, dose distribution, SB definition, and
the DNA damage clustering algorithm. These interdependencies should be well controlled during
the simulations and explicitly reported when comparing results to experiments or calculations.
C 2014 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4901555]
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1. INTRODUCTION

Ionizing radiation causes single and double strand breaks
(SSBs and DSBs) in DNA either through direct interactions
with the DNA itself, such as ionizations of the phosphodiester
groups (PDGs), or through indirect interactions with chemi-
cal species produced by water radiolysis, notably hydroxide
radicals (OH•). A damaged DNA molecule can potentially
lead to lethal consequences for the cell, to mutations, or it can
also be flawlessly repaired.

Radiation therapy makes use of the cell-killing ability of
radiation to treat cancer patients. The study of the effects
induced by ionizing radiation on DNA, through experiments
or simulations, is of great interest in the medical physics

community where various ionizing radiation types and ener-
gies are used to treat cancer patients with advanced techniques.
In previous work,1 we argued that Monte Carlo track struc-
ture (MCTS) simulations, validated by adequate experimental
data, and implemented in a bottom-up framework linking
microdosimetric quantities such as physical interactions with
DNA to biological end-points such as cell survival, could
be possible2–4 and would allow for estimating tumor control
probability (TCP) and normal tissue complication probability
(NTCP), from first principles.

MCTS codes were developed (see review in Ref. 5) to track
particles to subionization energies and DNA damage yields
can be obtained by superimposing these electron tracks on to
a geometric DNA model,6,7 which could be atomistic8,9 or by
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postprocessing these tracks with a probabilistic model.10–12

Some codes also simulate indirect effects that can amount
to an important proportion of the damage.13,14 For instance,
Holley and Chatterjee15 proposed a general theoretical model
to simulate direct and indirect DNA damage, without rely-
ing on event-by-event tracking of particles. Common MCTS
codes such as Partrac,16 PITS,17 Kurbuc,5 Geant4-DNA,18 and
Penelope19 rely on somewhat different empirical, semiempir-
ical, and/or experimental models of interaction cross-sections
that influence the simulated DNA damage yields. For instance,
Li et al.20 compared DNA damage simulated using six
different electron inelastic cross-sections in liquid water and
concluded that significant differences in SSBs and DSBs
are expected. It is now well documented that electrons of
kinetic energies around 100 eV are the major contributors
to direct radiation damage of DNA in a cell.21 Although
inelastic cross-sections for DNA molecules were measured
and theoretically modeled,22–27 many MCTS codes still rely
on liquid or gaseous water cross-sections. The measure-
ment and theoretical modeling of cross-sections in liquid
water and/or DNA is challenging, as high-energy theories
gradually fail as energy decreases.28,29 Zhang and Tan30

proposed a calculation method to incorporate knowledge of
electron cross-sections in base-pair molecules, and show for
instance, that guanine–cytosine (GC) base pairs experience
more frequent damage than adenine–thymine (AT) pairs.

It has been shown that a step-by-step tracking of low en-
ergy electrons (LEEs) may violate the Heisenberg uncertainty
principle, which questions the experimental significance of
such simulations.31 Nevertheless, recent work by Liljequist
and Nikjoo provide a different perspective on this paradox
through the concept of circumstantial validity.32 They estimate
that electrons of 100 eV in liquid water have a relative error
in position or in momentum of 1%–2%, under certain condi-
tions. In the view of these results, and previous experimental
validations of MCTS simulations,33,34 we presume they can
be applied to simulate relative DNA damage as a function of
irradiation setup and parameters.

We acknowledge that the choice of the MCTS code, with
associated cross-sections, impacts the simulated direct strand
break (SB) yields, however user-controlled parameters also
have an important role. For instance, users create region of
interests (ROI), define types and dimensions of sources, imple-
ment different classifications and clustering of DNA damage,
and set limits on the tracking cutoff energy of electrons (Ecutoff)
and the threshold energy for the creation of an SB (ETH). In this
work, we investigate the impacts of these parameters on simu-
lated direct DNA damage yields. Specifically, we analyze the
impact of the following parameters: dose distribution depen-
dence, SB definition, choice of ETH, nucleosome damage
patterns, and SB classification in clusters. We also compare
simulated SSB, DSB, and complex SSB (SSB+) after irradia-
tion with electron sources of 0.28 keV, 1.5 keV, 5 keV, 10 keV,
and 220 keV. This work explores the effects of user-defined
parameters and their impacts on simulated DNA damage
yields for given scenarios. We mainly focus on examples and
parameters governing the direct effect of electron irradiation,

however conclusions are also valid for mixed direct–indirect
simulations and simulations with other particles types.

2. MATERIALS AND METHODS

2.A. Track structure simulations

MCTS simulations were carried out using the Geant4
(4.9.5) simulation toolkit35 with the Geant4-DNA processes.18

The simulation phantom was composed of three enclosed
volumes filled with liquid water: the water slab, the low
energy process region (LEPR), and the ROI. Simulations
are conducted in a liquid water medium, as DNA material
represents a small fraction of the ROI, and cross-sections for
DNA targets are not so detailed as those used in Geant4-DNA
for liquid water. In recent work by de Vera et al.,36 it was
found that despite they accounted for differences of chemical
composition and cross-sections, the specific energy depos-
ited by ions and secondary electrons in the cytoplasm and
nucleus was practically equal. Nevertheless, the liquid water
density was scaled to 1.06 g cm−3 to approximate the density
of a cell nucleus.37 The ROI and LEPR are centered in
the water slab, which is a cube with sides of 1 cm. The
LEPR is a virtual volume surrounding the ROI in which
the following Geant4-DNA models and processes, from the
G4EMLOW6.23 data file, were active: Champion elastic,38

Born ionization and excitation (see details in Ref. 18), Melton
attachment, and Sanche excitation. Geant4 distinguishes itself
from other codes notably because all created particles are
tracked to zero range and there is no tracking cutoff. Therefore,
an additional process (G4eCapture) was used to stop electrons
with kinetic energy lower than a cutoff energy (Ecutoff) and
deposit locally their energy. A value of Ecutoff = 10.79 eV,
equal to the lowest ionization potential of liquid water, was
used in this work. Therefore, subionization electrons were
not tracked, and their energy deposited locally. These low
energy electrons have a residual range that could allow them
to reach DNA strand targets and potentially lead to additional,
nonsimulated, SBs through resonant effects.39,40 Outside the
LEPR, electrons are tracked using multiple scattering, Liv-
ermore ionization, and bremsstrahlung models to preserve
accuracy, while reducing the calculation time. Photons are
followed using the Livermore models for photoelectric effect,
Compton, and Rayleigh scatterings. Fluorescence and Auger
electron de-excitations are active and particles are produced if
their energy is higher than 14 eV. All interactions depositing
energy in the ROI are saved to a binary file, which is further
analyzed with  (R2012a, The MathWorks, Natick,
MA).

2.B. Impact of dose distribution

The objective of this section is to demonstrate that the
choice of source size and type changes the dose distribution
with consequences on simulated DNA damage. A cylindrical
ROI of 15 nm radius and half-height of 525 µm, is irradiated
by photon sources of 1.5 keV or 1.25 MeV. We used a similar
irradiation setup as presented by Bernal and Liendo to emulate
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their results.6 Ten simulations of dose distributions binned
radially into 100 equal-volume cylindrical shells in the ROI
were obtained, each for a total ROI dose of 100 Gy, and
averaged. The mean dose per bin is reported as a function
of the bin’s maximum radius. For 1.5 keV, photons were
generated isotropically and uniformly throughout a cylindrical
volume of size (a) equal to the ROI or (b) exceeding the
ROI by 0.6 µm isotropically, with the LEPR size equal to
the source size. For 1.25 MeV, photons were generated in a
beam centered on the ROI central axis. The beam was either
(c) a pencil beam with the LEPR size equal to the ROI, or
(d) a 1 µm-radius circular parallel beam with the LEPR size
exceeding that of the ROI by 1 µm isotropically. In irradiation
setup (b), charged particle equilibrium (CPE) is achieved in
the ROI, whereas it was not achieved for all other cases.

2.C. DNA models and strand break definition

This section discusses different DNA models in the liter-
ature by comparing the size of the DNA strand target and
contrasts four definitions of the simulated SB. DNA models
consist of spatial arrangements on several organizational
levels of volumes corresponding to base pairs (bps) and PDGs.
In Bernal and Liendo,6 the PDGs were modeled as prisms
with circular sector base with a volume of 0.24 nm3. In
Bernal et al.,41 the volume was reduced to 0.13 nm3 to avoid
overlapping, while preserving the overall shape. Friedland
et al.8,42 model the PDG as the union of spheres centered at
the positions of all constituent atoms (1 Phosphor, 5 Oxygen,
7 Hydrogen, and 5 Carbon) with radii corresponding to the
atoms van der Waals radii (respectively, 0.19, 0.14, 0.12, 0.17
nm). We calculated the volume of the union of these spheres
and obtained 0.13 nm3. In addition, 60% of interactions
occurring within the water shell (union of spheres of 0.35 nm
radius centered on each atoms center) also contributed to the
creation of SBs. We calculated that the total effective volume
of the direct DNA strand target in their model is close to
0.36 nm3. Charlton et al.43 and Nikjoo et al.44 simulated DNA
strand targets as half cylindrical shells of volume 1.73 nm3

inside small cylinders. In their probabilistic model, Francis
et al.10 used an adjustable empirical parameter to sample
interactions located in DNA strand targets. On the other hand,
in the model presented by Semenenko and Stewart,11,12 DNA
strand targets volumes are not simulated, and only genomic
distances are distributed.

In addition to differences in size and geometry of the DNA
strand target and the whole geometric DNA model, the SB
definition varies also from one study to another. One definition
(Sum Edep) requires that the sum of all energy deposits in a
DNA strand target exceeds a threshold energy ETH in order
to create an SB. To define the SB, various authors used ETH

of 10–2000,7 10.79,37,45 and 17.5 eV.43 A ramp probability
function (linearly increasing from 0 to 1 between 5 keV and
37.5 eV46 or 40 eV8) was also proposed. Francis et al.10

used this approach to look at maximal energy deposits in
DNA strand targets. Alternative definitions include (Max Edep)
requiring that the maximal energy deposit in a DNA strand

target exceeds ETH, (Sum Etrans) requiring that the sum of all
energy transfers exceeds ETH and (Max Etrans) requiring that
the maximal energy transfer exceeds ETH.6,41

The DNA model we used is described in details by Bernal
et al.6,41 It consists of 2.7×106 independent DNA nucleo-
somes, arranged in groups of 6 around a 30 nm diameter circle
and stacked 500 times to form the 30 nm chromatin fiber. The
ROI is filled with 900 copies of the 30 nm chromatin fiber,
totaling 524.6×106 bps, arranged around a cylindrical shell of
2625 nm half-height, with inner and outer radii of 4984.76
and 5015.24 nm, respectively. Each nucleosome consists of
a double stranded two-turn structure of 198 bps. Each PDG
volume is equal to 0.1344 nm3 and each nucleosome turn
has a diameter of 10.5 nm and a thickness of 2.37 nm. The
ROI was irradiated with monoenergetic electrons generated
isotropically and uniformly throughout a cylindrical volume
with radial and half-height dimensions exceeding those of the
ROI by 0.4 µm for 0.28 keV, 0.6 µm for 1.5 keV, 1.0 µm for
5 keV, and 2.5 µm for both 10 keV and 220 keV electrons
sources. The LEPR volume was equal to the source volume
for each energy. The source size was made large enough to
achieve CPE inside the ROI except for the 220 keV source.
For this case, a source exceeding the ROI by 0.5 mm would be
necessary to achieve CPE. Such a source is larger by an order
of 105 than the one we used and would be computationally
too expensive to simulate. The full set of inelastic interactions
inside the ROI is processed by an in-house algorithm to rapidly
determine which interactions happened inside the DNA strand
targets. Our algorithm also identifies SBs according to the
four strand break definitions (Sum Edep, Max Edep, Sum Etrans,
and Max Etrans) and was used to compare the total number of
SBs (TSB) for all simulations. In six consecutive and similar
steps, our algorithm finds all interactions occurring within
six subunits: (1) a 30 nm chromatin fiber, (2) a group of 6
nucleosomes, (3) a nucleosome, (4) a nucleosome turn, (5)
a base pair, and (6) a DNA strand target. In each step, a
state is associated with every inelastic interaction at once. For
instance, in step (1), interactions will be associated with state
“0” if they are outside of all 30 nm chromatin fibers or to a state
between “1” and “900” corresponding to the position of the 30
nm chromatin fiber that was hit. Once a state is obtained, we
use symmetry considerations to move all interactions within a
representative structure for the given subunit. This is repeated
for each subunits and the set of six states for each interaction
determines if and which DNA strand target will be hit.

2.D. Nucleosome damage patterns

In this part, we estimated the frequency and the complexity
of damage in nucleosomes. Each nucleosome is a circular
double-stranded DNA fragment of 198 bps. These nucleo-
some damage patterns give an estimate of the complexity
of the damage created and are independent of SB clustering
algorithms. We used the SBs determined with Sum Edep
and ETH= 10.79 eV. Our algorithm determines how many
nucleosomes per unit dose show at least one, exactly one,
two, three, four, or more than five SBs as a function of the
incident electron energy.
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2.E. Differences in strand break clustering algorithms

We implemented three algorithms from the literature to
cluster SBs into complex DNA damage types in addition to
one other algorithm proposed by us. Typically, SB distribu-
tions are clustered using inter-SB distances and the knowledge
of the strand that was hit. Charlton and Humm47 definitions
(SSB, SSB+, 2 SSB, DSB, DSB+, DSB++) of clustered
damage are commonly used, notably the DSB is defined as
a pair of SBs on opposite strands located within 10 bps.
These definitions are adapted and implemented differently
depending on the authors and the DNA models adopted.
Figure 1 compares the expected clustered DNA damage as
obtained by three different algorithms from the literature
(Bernal,6,41 Friedland,37 and Charlton and Nikjoo7,43) and our
own proposed clustering algorithm. Bernal’s algorithm looks
for pairs of SBs in a unidirectional manner, and categorizes
each SB in more than one complex type of damage. This
results in scoring 2 DSBs if 3 alternating SBs are found within
10 bps. The algorithm also scores a complex SSB (SSB+)
when a pair of SBs within 10 bps on the same strand is
found. Also, all SBs not related to DSBs are counted as SSBs,
including those only leading to SSB+. On the other hand,
Friedland’s algorithm starts by scoring all DSBs with a pref-
erence given to the closest pairs of SBs. Then, all remaining
SBs are classified as SSBs, except when two directly adjacent
SBs on the same strand are found : this case is counted as one
SSB. Using Charlton’s and Nikjoo’s definitions, the example
damage pattern in Fig. 1 is simply classified as a DSB++,
a type of damage where both strands are hit twice or more,
creating a short unbound DNA fragment that can potentially
lead to a deletion after incomplete repair. To compare their
classification created for linear DNA fragments, we defined
the SSBNIKJOO= (SSB)+2∗ (2 SSB)+2∗ (SSB+)+ (DSB+),
to count the total number of SSBs, i.e., 1 for SSB, 2 for
2SSB, 2 for SSB+, and 1 for DSB+, which is composed
of 1 SSB and 1 DSB. We also defined the DSBNIKJOO
= (DSB)+ (DSB+)+2∗ (DSB++), to count the total number

F. 1. Comparison of various SSB, DSB, complex single strand breaks
(SSB+), and TSB clustering conditions, including the ones from Bernal and
Liendo (Ref. 6), Friedland et al. (Ref. 37), Charlton and Nikjoo (Refs. 7,
43, and 47), and our own implementation. The top part represents two DNA
strands with x representing a strand break and - representing an unaffected
DNA strand target. The DSB++ can be understood as a double DSB where
each strand is hit at least two times within 10 bps.

of DSBs, i.e., 1 for DSB, 1 for DSB+, and 2 for DSB++,
which could potentially be composed of more than 2 DSBs.

In addition, a modified algorithm is proposed that finds the
same DSB yields as the Friedland’s algorithm, and the same
SSB yields as Bernal’s one. Our approach, also shown in
Fig. 1, starts by looking for the closest pairs of opposite strand
SBs and categorizes each as a DSB. When no more DSBs
are present, the algorithm looks for pairs of SBs on the same
strand and categorizes them as SSB+. These pairs have to be
within 10 bps to be counted in these complex damage types.
In addition, all SBs unrelated to DSBs are counted as an SSB
and the sum of all individual SBs gives the TSB. Using the
Sum Edep SB definition (see Sec. 2.C), we compare the percent
difference of SSB and DSB yields between all these classifi-
cation rules for our set of data. In addition, we report the TSB,
SSB, SSB+, and DSB yields according to our own clustering
conditions as average values over ten batches. The total dose in
each simulation was 1000 Gy, except for 10 keV and 220 keV
where only 100 Gy was delivered to reduce simulation time.

3. RESULTS

3.A. Impact of dose distribution

The mean dose in the ROI cylindrical shells irradiated with
photon sources described in Sec. 2.B as a function of the outer
radius of the shell is given in Fig. 2. In all cases, the total dose
to the ROI was 100 Gy, but the radial dose distributions differ.
For 1.5 keV photons, a source that produces CPE in the ROI
(•) yields a constant dose of 100 Gy in all shells, within the
statistical uncertainty. In contrast, when CPE is not achieved

F. 2. Radial dose distribution in the 15 nm-radius cylindrical ROI after
the irradiation with isotropic sources of 1.5 keV photons (⃝, •) or plane
beams sources of 1.25 MeV photons (�, ■) with the following dimensions:
(a) ⃝ source size = LEPR size = ROI size, (b) • source size = LEPR
size = ROI size + 0.6 µm in all directions, (c) � pencil beam with LEPR
size = ROI size, and (d) ■ plane beam (radius = 1 µm) with LEPR size
= ROI size + 1 µm in all directions. CPE in the ROI is attained only for •,
the source (b). All shells have equal volume. Error bars correspond to two
times the standard deviation of the mean.
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(⃝), a nonuniform radial dose distribution is obtained, with
a peak dose of 160 Gy in the center and a low dose of 38
Gy around the edge of the ROI. For 1.25 MeV photons,
none of the presented simulations yields an uniform dose in
the ROI. The plane beam with 1 µm radius (■) produces a
dose of 130 Gy near the center and of 60 Gy near the ROI
boundary. A pencil beam of 1.25 MeV photons (�) produces
a dose distribution that is heavily peaked around the center
of the ROI. At this energy, a 1 cm-diameter beam should be
simulated in order to achieve CPE within the ROI.

3.B. Impact of the strand break definition

The TSB is dependent on the definition of the SB and
on the value of ETH. Figure 3 compares the simulated TSB
as a function of ETH for the Sum Edep, Max Edep, and Max
Etrans SB definitions. The Sum Etrans definition is not shown
but follows a similar trend as Max Etrans. For all cases, the
TSB decreases monotonically as ETH increases. The Max
Edep curves follow step-like functions related to the different
ionization and excitation potentials of liquid water.20 The
Sum Edep curves decrease continuously and no significant
dependence on the incident electron energy is observed. For
both sets of curves based on energy deposited virtually, no
SBs are created for ETH ≥ 100 eV. Both set of curves based
on energy transfer exhibit an energy dependence, i.e., for a
fixed ETH value, more SBs are produced for higher incident
energies. An interesting point is that if ETH ≤ 10.79 eV en-
ergy transferred and energy deposited are now equal for all
interactions. Finally, definitions based on maximum and total
energies differ only when more than one interaction occurs
inside a given DNA strand target.

F. 3. TSB yields as a function of the thresholding energy ETH for simu-
lations with 0.28, 1.5, 5, 10, and 220 keV electron sources. Dashed–dotted
curves represent the SB definition Max Edep, solid curves represent Sum
Edep, and dashed curves represent Max Etrans (see Sec. 2.C). Curves based
on Sum Etrans were omitted for clarity but mainly follows similar trends as
Max Etrans. Representative error bars are shown on one curve (Max Etrans
at 1.5 keV) and equal to one standard deviation of the mean over ten
simulations.

F. 4. Number of nucleosomes (per Gy) presenting at least 1 (×), exactly 1
(•), 2 (■), 3 (_), 4 (�), and 5 or more (⃝) SBs as a function of the incident
electron energy. Error bars correspond to two times the standard deviation of
the mean for ten batches.

3.C. Nucleosome damage patterns

Figure 4 shows that only 30.6 nucleosomes at 0.28 keV
and 44.2 nucleosomes at 220 keV presented at least one SB
per Gy (×) out of 2.7×106 nucleosomes in total. Also, the
number of nucleosomes hit exactly once (•) increases with
incident electron energy, whereas the number of nucleosomes
presenting complex damage patterns [2 (■), 3 (_), 4 (�),
and 5+ (⃝) SBs] decreases with increasing incident electron
energy (i.e., decreasing linear energy transfer). Finally, the
fraction of highly complex damage (>5 SBs) over the sum
of all complex damage diminishes as the incident energy
increases. This last observation entails that both the frequency
and the complexity of the damage are higher for incident
electrons of lower energy.

3.D. Differences in strand break clustering algorithms

Figure 5 presents the percent differences of SSB and DSB
yields obtained when using different SB clustering algorithms
from the literature compared to our proposed algorithm, using
the same initial nucleosome damage patterns, based on the
Sum Edep SB definition with ETH= 10.79 eV. As expected, our
method finds the same SSB yields as in Bernal’s and the same
DSB yields as in Friedland’s. However, our classification
detects between 6% and 16% more SSBs than Friedland’s, and
between 8% and 12% less DSBs than Bernal’s as a function of
the incident electron energy. Charlton and Nikjoo’s algorithm
classifies damage into five different categories, and for pur-
poses of comparison with this work, we defined SSBNIKJOO
and DSBNIKJOO in Sec. 2.E. Using these definitions, our
classification method finds between 12% and 24% more DSBs
than using DSBNIKJOO and between 18% and 48% less SSBs
than using SSBNIKJOO as a function of energy.

Table I presents TSB, SSB, SSB+, and DSB yields ob-
tained with our proposed SB clustering algorithm and Fig. 6

Medical Physics, Vol. 41, No. 12, December 2014
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F. 5. Percent difference of SSB and DSB yields obtained with strand break
clustering algorithms from Bernal (Refs. 6 and 41), Friedland et al. (Ref. 37),
and Charlton and Nikjoo (Refs. 7 and 43) as compared to our own algorithm.
It is defined as % diff = 100% ∗ (value − this work)/this work. Error bars
represent one standard deviation of the sample.

compares these values (•, ⃝) to SB yields published by Bernal
and Liendo48 (■, �) and Friedland et al.37 (_,�).

4. DISCUSSION

Table II presents a summary of the investigated parameters
and their impact on simulated direct DNA damage from
irradiation with electrons sources. Calculations should be
seen valid from the relative instead of the absolute point of
view. The conclusions presented are valid for irradiations with
other particles such as ions or photons, however the absolute
numerical differences may differ. Sections 4.A–4.D discuss
these issues in depth.

4.A. Impact of dose distribution

In order to obtain full CPE in the ROI, the dimensions of
a uniform isotropic source must be larger than the ROI by the
maximal secondary electron range, and electrons need to be
tracked with track structure processes (i.e., down to subioniza-
tion or subexcitation energies) throughout the source volume.
At incident energies of the order of the kilo-electron-volt, this
is computationally achievable, but as the maximum range of

F. 6. Simulated direct SSB (•, _, ■) and DSB (⃝, �, �) yields compar-
isons between this work (•, ⃝), Bernal and Liendo (Ref. 48) (■, �), and
Friedland et al. (Ref. 37) (_, �). Error bars for “This Work” equal one
standard deviation of the sample, whereas literature values are shown with
one standard deviation (unspecified).

electrons increases, this becomes challenging. For instance,
looking at the 1.5 keV simulations of Fig. 2, when CPE is
achieved, doses in all radial bins are equal, and thus there is an
equal interaction density in all bins. When nonuniform interac-
tion densities are superimposed on nonuniform DNA densities
in the ROI, this can lead to erroneous conclusions. In the work
of Bernal and Liendo,6 no DNA strand targets were present in
the central 4 nm-radius of the ROI. They used a pencil beam
for the 1.25 MeV radiation to simulate SBs, which created
a strongly peaked radial dose distribution around the center,
where dose was deposited, but no SBs created and thus under-
estimated SSB yields (see Fig. 6). In addition, they compared
results by calculating the relative biological effectiveness
(RBE) as a function of energy, overlooking the nonuniform
interaction densities that contributed to these differences.
If a beam is used instead of a volumetric source, the
depth-attenuation in the microscopic ROI can be neglected for
higher electron energies, but is significant for low energy. This
effect was observed by Friedland37 when homogeneous irra-
diation yielded an increase of about 10% of the SSB and DSB
yields when compared to irradiations using a beam. They used
a source of the same size for all simulations, not accounting
for lateral CPE which produced slightly different dose distri-
butions in the ROI at each energy. The spectrum of secondary

T I. Direct DNA strand break yields in Gy−1 Gbp−1, including TSB, SSB, DSB, and SSB+ obtained using
our classification presented in Sec. 2.E for incident electron energies of 0.28, 1.5, 5, 10, and 220 keV.

0.28 keV 1.5 keV 5 keV 10 keV 220 keV

TSB 93.8 ± 1.9 97.7 ± 1.4 99.7 ± 1.4 99.5 ± 3.7 97.4 ± 6.0
SSB 76.6 ± 1.4 85.1 ± 1.7 88.5 ± 1.4 90.0 ± 2.9 89.4 ± 5.3
DSB 8.1 ± 0.5 6.1 ± 0.3 5.4 ± 0.2 4.6 ± 0.8 3.8 ± 1.0
SSB+ 9.7 ± 0.4 7.5 ± 0.3 6.4 ± 0.3 5.9 ± 0.9 5.0 ± 0.6
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T II. Impacts of parameter choices in Monte Carlo track structure simulations on DNA strand break yields.

Parameter choices Impact on DNA strand break yields

Dose distribution in
the ROI

Achieving CPE in the ROI guarantees an uniform dose distribution. This can be achieved by using a source with dimensions that
exceeds the ROI by at least the range of the highest energy electrons. Similar, but nonuniform dose distributions can also be
compared relatively. However, attempting to compare results from different dose distributions in the ROI can lead to erroneous
conclusions on the causes of DNA damage differences (see Sec. 3.A).

Cutoff energy Ecutoff This parameter is limited by the MCTS cross-sections. It should be as low as possible to avoid underestimation of the total number of
ionizations and thus of SBs. Higher values of Ecutoff can potentially lead to lower incidences of complex damage patterns. In
addition, electrons with kinetic energy below Ecutoff, may also contribute to DNA damage through resonant effects that may or may
not be simulated (see Sec. 2.A).

ROI dimensions,
genome size and dose

Larger ROI requires longer simulations, and larger sources to achieve CPE, but has no influence on yields. Increasing genome size
for fixed ROI dimensions or increasing the dose will decrease the statistical uncertainty on the yields.

DNA strand target
size and positions

The DNA strand target volume affects the number of simulated SBs as multiple interactions in the same DNA target are more
probable for larger target sizes (Ref. 41). Relative distances between neighboring DNA strand targets can affect clustered yields such
as DSBs.

Strand Break
definition and
threshold energy ETH

SBs defined based on the sum of all energy deposits in a DNA strand target (Sum Edep) or on the maximal energy transfer (Max
Etrans) are both used in the literature and produce decreasing TSB yields as a function of ETH (see Fig. 3). These definitions are
equivalent for ETH = 10.79 eV. For higher values of ETH, energy transfer-based definitions overestimates TSB compared to energy
deposit based definitions. In addition, TSB yields defined with energy transfer definitions vary as a function of the incident electron
energy.

DNA damage
classification

Implementations of DSB and SSB classifications of SBs differ among authors. This can result in differences of up to 54% for SSB
yields and of up to 32% for DSB yields, as a function of the incident electrons energy and of the models compared (see Fig. 5).
Comparison of DNA damage yields between different authors, or with experimental values should account for this effect.

electrons incident on the ROI is highly dependent on the
irradiation setup and blinded comparison based on nominal
beam energy can lead to misrepresentation of DNA damage.

4.B. Impact of the strand break definition

The SB definition as well as the choice of ETH impacts the
TSB yield as shown in Fig. 3. At all values of ETH > 10.79 eV,
energy transferred based definitions yield more SBs than
energy deposited definitions. This is in accordance with the
definition of these energies. The actual value of the ETH

parameter is still unknown and it can be seen as a fitting param-
eter. The user can chose an ETH value that predicts a given
experimental or simulated yield of direct strand breaks, as was
previously done in other work (see references in Sec. 2.C).
One could argue that energy transfer-based definitions are
a closer approximation of the amount of energy available
to create an SB in a DNA molecule. Most simulations are
based on interactions in liquid water, and energy depositions
are calculated based on the ionization potentials of liquid
water, not DNA molecule constituents. However, as ETH

increases, energy transferred definitions exhibit a dependence
on the initial spectrum. In other words, such definitions do
not conserve the invariance of the TSBs as a function of the
incident energy and is not an expected behavior.41 It is worth
to note that for ETH values close to 10.79 eV, TSBs are less
dependent on the definition.

4.C. Nucleosome damage patterns

We chose to use the Sum Edep with ETH= 10.79 eV defi-
nition of an SB as this corresponds to the lowest ionization

potential of liquid water, and thus all simulated ionizations
in PDGs produce an SB. We did not attempt to reproduce
an experimental data set and thus our results can be seen as
relatively valid with respect to each other. Although DNA
SBs from direct effects of radiation have a low probability
of occurring, they are still likely to induce biological effects.
As seen in Fig. 4, at all energies, less than 8 nucleosomes/Gy
exhibit more than two SBs, becoming even less probable
as the incident electron energy is increased. In addition, the
complexity of the damage is increased with lower incident
electron energies. These results predict that complex DNA
damage is more frequent and more complex as the incident
electron energy decreases. Nucleosome damage patterns can
also be seen as strand break frequencies in DNA fragments of
around 200 bps. We believe that nucleosome damage patterns,
which depend only on the SB definition, on the value of ETH
and on the geometrical DNA model could be good candidates
for consistency checks between different MCTS codes. They
do not suffer from the added complexity of classification of
SBs into SSBs and DSBs, yet they predict similar trends.

4.D. Differences in strand break clustering algorithms

Figure 4 gives only the total number of SBs in a nucle-
osome, but provides no information on the SBs distribution
in the nucleosome. For example, it is well known that two
isolated SBs are easier to repair than two clustered SBs
on opposite strands.49 In addition, experimental results are
often presented as SSB and DSB yields, defined as either
a change in the conformation of the molecule or as the
creation of fragments of the DNA molecule. Authors mostly
agree on the definition of the DSB, regarded as a pair of
SBs on both strands within 10 bps, but implementations
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of this definition differ and can lead to discrepancies as
shown by our results (see Fig. 5). These differences become
more apparent for lower energy electrons, where the dam-
age complexity increases. From Fig. 5, differences in DNA
damage clustering of as much as 32% difference in DSB
yields and of up to 54% for SSB yields are expected as
a function of the clustering implementations and electron
energy. In publish data, these relative differences in the clus-
tering algorithms can be masked by differences in MCTS
codes, cross-sections, or other parameter choices. In addition,
when simulation data are validated against experiments, these
differences could be not significant. Nevertheless, we believe
that standardizing the reporting of the clustering methods and
possibly the methods themselves, with adequate experimental
validations, would allow easier interpretation, intercompar-
isons, and fewer floating-parameters in simulations that may
increase the chance of over-fitting the experimental data. Our
simulation data shown in Table I confirm that the yields
of complex damage (i.e., DSB and SSB+) decreases with
increasing energy. This is concordant with our nucleosome
damage results that showed a decrease in multiple hits in the
same nucleosome and a decrease of the complexity of the
damage as the incident electron energy is increased. The TSB
yields are invariant with energy except for 0.28 keV, where
multiple ionizations in the same DNA strand target become
more probable, reducing the TSB yield. This invariance has
already been studied in detail for ion beams, using the site-hit
probability.41 For incident electrons, our results show that the
SSB yields increase with energy. This is an indirect effect
of the TSB invariance with incident energy and the DSB
yield decrease with incident energy. Finally, for all energies,
SSB+ are slightly more probable than DSBs. This last result
is interesting and will be studied further in a future study.
We believe it is linked to the fact that the mean distance
between two targets on the same strands that can create a
SSB+ is shorter than the one between two targets on opposite
strands in the DNA model we used. In other words, a second
SB (within 10 bps) is more probable to occur in a DNA
strand target in the same strand than in the opposite-strand.
This result contradicts models that use equal probability to
hit either strand.10–12 Our simulations show an overall good
agreement (Fig. 6) with Friedland’s results. A slight overesti-
mation of SSBs in our work compared to Friedland could be
explained by the fact that Friedland’s DNA damage scoring
algorithm counts as one SSB two adjacent SBs, whereas they
are counted as 2 SSBs (and an SSB+) in our work. Our work
underestimates DSB yields compared to those reported by
Friedland and we hypothesize that this is the consequence of
different sizes of the DNA strand targets and of nonuniform
dose distributions used in their work. Bernal and Liendo’s
results overall underestimate SSB and DSB yields and show
a decreasing SSB yield with energy, in contradiction to the
expected behavior. Their results are a direct effect of the use
of a pencil beam at high energies and of a small volumetric
source for low energies, that creates inhomogeneous dose
distributions in the ROI, with possibly high dose regions
created outside of DNA strand target locations. Finally, we
remind the reader that this study did not compare differences

in MCTS codes, cross-sections or models, nor did it compare
simulations to experimental results, but it was rather focused
on end-user controlled parameters and their impacts on end
results.

5. CONCLUSION

The main focus of this study was to compare choices of
various user-defined MCTS simulation parameters and under-
stand their impact on calculated direct DNA damage yields.
Our findings suggest that significant differences arise from
subtle modifications of definitions, algorithms, or parameter
values, which may or may not impact the validation by exper-
imental data. More specifically, we showed that achieving a
uniform dose is ideal for multiple energy studies, and it can
be obtained by accounting for the range of the secondary
electrons created when defining the incident particle source
size, or achieving similar dose distributions for all energies.
We compared the impact of the SB definition on TSB yields.
We also showed that differences of up to 54% for SSB yields
and of up to 32% for DSB yields, can result from slight
variations in SB clustering algorithms implemented in the
literature. This paper shows quantitatively why we need a
forum for “standardization” of MCTS simulation parameters.
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