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Resumo
Seja g = sln+1 a álgebra de Lie das matrizes (n+1)×(n+1) de traço nulo. A dualidade

de Schur-Weyl é um resultado clássico que estabelece uma equivalência de categorias entre
aquela dos módulos de dimensão finita do grupo simétrico Sℓ e uma certa categoria de
representações de g, se ℓ ≤ n. No artigo [17] de Chari e Pressley, uma versão análoga deste
resultado foi estabelecida com a correspondente álgebra de Hecke afim Hℓ(q2) no lugar de
Sℓ e a álgebra afim quantizada Uq(ĝ′) no lugar de g, onde o parâmetro de quantização q
não é uma raiz da unidade e ĝ′ denota a álgebra de Lie afim obtida da álgebra de laços
de g através da extensão central 1-dimensional. Em particular, os autores afirmaram que
um esquema de demonstração análogo deveria prover uma outra versão da dualidade de
Schur-Weyl, a qual denominamos aqui por dualidade afim de Schur-Weyl, com o grupo
simétrico afim extendido S̃ℓ no lugar de Sℓ e a álgebra de Lie afim ĝ′ no lugar de g. Levar
a cabo este esquema de maneira completa, obtendo assim todos os resultados análogos aos
de [17] no contexto de S̃ℓ-módulos e ĝ′-módulos, é o primeiro objetivo do presente trabalho.
Indo além dos resultados de [17], iniciamos também uma investigação na direção de obter
descrições dos S̃ℓ-módulos correspondentes, por meio da dualidade afim de Schur-Weyl, aos
chamados módulos de Weyl locais, objetos de alta relevância no estudo das representações
de dimensão finita de ĝ′ que não haviam sido introduzidos na literatura ainda na época
em que [17] foi publicado.

Palavras-chave: Álgebras de Kac-Moody, Grupo simétrico afim, Dualidade de Schur-Weyl,
Módulos de Weyl.



Abstract
Let g = sln+1 be the Lie algebra of traceless (n+ 1) × (n+ 1) matrices. The Schur-

Weyl duality is a classical result that establishes an equivalence of categories between the
category of finite-dimensional modules for the symmetric group Sℓ and a certain category
of representations of g, if ℓ ≤ n. In Chari and Pressley’s article [17], an analogous version
of this result was established with the role of Sℓ being played by the affine Hecke algebra
Ĥℓ(q2), and the role of g being played by the quantum affine algebra Uq(ĝ′), where the
quantum parameter q is not a root of unity and ĝ′ is the affine Lie algebra obtained
from the loop algebra of g via the 1-dimensional central extension. In particular, the
authors claimed that an analogous proof scheme should provide another version of the
Schur-Weyl duality, which we here refer to as the affine Schur-Weyl duality, in which the
role of Sℓ is played by the extended affine symmetric group S̃ℓ and the role of g is played
by the affine Lie algebra ĝ′. Carrying out this scheme thoroughly, thus obtaining in the
setting of S̃ℓ-modules and ĝ′-modules all the results analogous to those in [17], is the main
objective of the present work. Going beyond the results of [17], we also set an investigation
in the direction of describing the S̃ℓ-modules corresponding, via the affine Schur-Weyl
duality, to the so-called local Weyl modules, which are relevant objects in the setting of
finite-dimensional representations of ĝ′ that were not yet introduced in the literature by
the time that [17] was published.

Keywords: Kac-Moody algebras, Affine symmetric group, Schur-Weyl duality, Weyl
modules.
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Introduction

Given ℓ ∈ Z≥0, the symmetric group Sℓ acts on the ℓ-th tensor power V⊗ℓ by the
usual left action of permuting factors, where V = Cn+1 is the (n + 1)-dimensional left
irreducible representation of the Lie group SLn+1 of (n+1)×(n+1) complex matrices with
determinant 1. In fact, both the actions of SLn+1 and Sℓ on V⊗ℓ commute with each other,
and, given a right Sℓ-module M , one can naturally associate with it the SLn+1-module
given by the tensor product over rings

Fℓ(M) = M ⊗C[Sℓ] V⊗ℓ,

where C[Sℓ] is the regular representation of Sℓ and the action of SLn+1 is the one induced
from the action on V⊗ℓ. If ℓ ≤ n, it follows from the classical works of Weyl and Schur,
extensively treated in the literature (see [31, 22, 9], for instance), that the irreducible
summands of the SLn+1-module V⊗ℓ can be described in terms of Fℓ(S(ξ)), where S(ξ)
is the irreducible Sℓ-module generated by the Young symmetrizer associated to the
partition ξ of the integer ℓ. In particular, the assignment M 7→ Fℓ(M) establishes an
equivalence between the categories of finite-dimensional Sℓ-modules and the category of
finite-dimensional SLn+1-modules whose irreducible summands also occur in V⊗ℓ. Since
representations of SLn+1 determine representations for its associated Lie algebra g = sln+1

of (n+ 1) × (n+ 1) traceless complex matrices, this equivalence of categories can also be
interpreted from the point of view of the category of finite-dimensional Sℓ-modules and
the category of finite-dimensional g-modules whose simple summands occur in V⊗ℓ. In
fact, this is one of the many consequences of a major classical result commonly known by
the name of Schur-Weyl duality, which states that the image of C[Sℓ] on End(V⊗ℓ) and
the image of C[GLn+1] on End(V⊗ℓ), both obtained as a result of their representations
on V⊗ℓ, are each other’s commutant, where GLn+1 is the Lie group of (n+ 1) × (n+ 1)
invertible complex matrices and C[GLn+1] is its group algebra.

Since the emergence of quantum groups in the mid 1980s independently introduced by
the works of Drinfeld and Jimbo in the search for solutions to the so-called Yang-Baxter
equations, many analogous versions of the aforementioned equivalence of categories have
been developed in a wide range of different contexts. In [35], Jimbo proved a version of
this equivalence in which g is replaced by the quantum algebra Uq(g), and Sℓ is replaced
by its Hecke algebra Hℓ(q2), where q ∈ C× is not a root of unity. In [21], Drinfeld obtained
a version in which the role of g is played by the Yangian Y (g) and the role of Sℓ is played
by the degenerate affine Hecke algebra Λℓ. In particular, in that same paper, Drinfeld
conjectured that there should be another analogous version relating representations of
the quantum affine algebra Uq(ĝ′) and the affine Hecke algebra Ĥℓ(q2), where ĝ′ is the
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affine Lie algebra obtained from the loop algebra g̃ of g by the 1-dimensional central
extension, and q is also not a root of unity. This latter equivalence of categories would
only be proved years later in Chari and Pressley’s article [17]. Over the years, with
the introduction of quantum super algebras, super Yangians and quantum affine super
algebras, all these equivalences have been further generalized to these contexts, as seen
in the works of [46, 24, 40, 43, 38, 44], to name just a few. In particular, inspired by the
original equivalence of categories obtained from the works of Weyl and Schur, it became
a common practice in this more recent literature to refer to that very first equivalence
as the classical Schur-Weyl duality, whilst the analogous versions that later unfolded are
often accompanied by adjectives that identifies the concerning context, e.g. quantum affine
Schur-Weyl duality in §1.5 of [38], affine quantum super Schur-Weyl duality in [24], super
Schur-Weyl duality in §3.1 of [44].

In this present work, we study another Schur-Weyl duality type here referred to as
the affine Schur-Weyl duality: the equivalence between the category of finite-dimensional
ĝ′-modules whose simple components occur in V⊗ℓ when regarded as g-modules and the
category of finite-dimensional modules for the extended affine symmetric group S̃ℓ = Zℓ⋊Sℓ,
where Sℓ acts on the additive group Zℓ by permuting factors. This equivalence of categories
first appeared also in Chari and Pressley’s paper [17] and was claimed by the authors
to follow if one adapts accordingly the proof scheme there originally developed in the
context of finite-dimensional modules for Uq(ĝ′) and Ĥℓ(q2). Indeed, assigning a right
finite-dimensional S̃ℓ-module M to the g-module Fℓ(M) as above, one derives an extension
to an action of ĝ′ using the proper action of S̃ℓ in a suitable way. This assignment gives
rise to the functor responsible for establishing the affine Schur-Weyl duality, if ℓ ≤ n.
The main goal of this present work is to fully adapt the scheme of [17] and provide a
precise characterization of the affine Schur-Weyl duality, as well as carry through other
related results seen in that article to the setting of finite-dimensional ĝ′-modules and
S̃ℓ-modules. In particular, the analogous notion of Zelevisnky tensor products will be seen
to behave suitably with respect to the functor of the affine Schur-Weyl duality, and this
property will be instrumental in explicitly describing the S̃ℓ-modules corresponding under
this equivalence to the irreducible finite-dimensional ĝ′-modules.

One can carry out the study of finite-dimensional ĝ′-modules by concerning only with
finite-dimensional g̃-modules, as the categories defined by these objects are equivalent
(see [47]). Moreover, the category of finite-dimensional g̃-modules has been extensively
discussed in a range of papers [16, 12, 50, 10], for instance. In particular, the simple objects
were first classified in [10, 16] in terms of tensor products of evaluation representations
along different scalars in C×. Equivalently, this classification can also be obtained using
the notions of ℓ-weights and highest-ℓ-weight modules, which can be thought of as “loop
analogues” of the classical notions of weights and highest-weight modules. These concepts
were inspired by Chari and Pressley’s work [18] on finite-dimensional representations for
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the quantum affine algebra Uq(ĝ′). In particular, from the study of the classical (q → 1)
limits of simple Uq(ĝ′)-modules, Chari and Pressley also introduced in [19] the notion
of local Weyl modules, which are the type of finite-dimensional g̃-modules characterized
by the property that any finite-dimensional highest-ℓ-weight module is a quotient of the
corresponding local Weyl module of the same ℓ-weight. Since the publication of [19], the
notion of local Weyl modules has also been generalized to a range of related contexts
[5, 7, 28, 13, 8, 27], and further connections with the theory of Demazure modules and
fusion products have also been established in [14, 26, 48].

By the time that the affine Schur-Weyl duality was first announced in [17], the notion
of local Weyl modules was not yet introduced in the literature. In view of the significance
of these modules, describing the S̃ℓ-modules corresponding via the affine Schur-Weyl
duality to the local Weyl modules (in which the central element acts trivially) is a problem
of particular interest. In this work, we also set the very first steps in the direction of
describing these modules. From the behavior of Zelevisnky tensor products with respect
to the functor of the affine Schur-Weyl duality, it will be seen that it is sufficient to
only describe the modules corresponding to local Weyl modules whose ℓ-weights have
a unique associated root. By exploring the simplest examples of local Weyl modules at
hand, it will be seen that these can be described as quotients of the group algebra C[S̃ℓ]
of S̃ℓ by ideals generated by symmetric polynomials. In particular, this approach will be
generalized into a proof that describes the S̃ℓ-modules corresponding to the local Weyl
modules whose generator is, in particular, a vector of highest-weight ℓω1, where ω1 is
the highest weight of V. Furthermore, exploring the consequences of this proof, we also
reobtain, in a independent manner, some results of [14, 26] regarding the dimension of
these type of local Weyl modules.

This work is divided in three main chapters. In the first chapter, we establish some
notational conventions and briefly give an overview of standard notions and results
that are used to construct Chapters 2 and 3. In Chapter 2, we focus on the theory of
finite-dimensional g̃-modules, and give a classification of finite-dimensional irreducible
g̃-modules in terms of highest-ℓ-weight modules. Using the notion of highest ℓ-weight,
we also characterize the local Weyl modules, and briefly study the structure of these
modules. In the last chapter, we finally study both the classical and affine Schur-Weyl
duality, and introduce the notion of Zelevinksy tensor product for S̃ℓ. Using this notion,
we describe all the S̃ℓ-modules corresponding under the affine Schur-Weyl duality to the
simple finite-dimensional ĝ′-modules, as well as set an investigation in the direction of also
describing the modules corresponding to the local Weyl modules.
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1 Preliminaries

The sole purpose of this chapter is to establish the notation and recall standard results
that will be utilized throughout the whole text. The main references here used to construct
the upcoming sections are [31, 34, 37, 47, 41]. Others will be specifically cited. The results
whose proofs can be found in any of the references here employed are purposely omitted
and only referenced.

1.1 Simple finite-dimensional complex Lie algebras
In this section we recall the basic structure of simple finite-dimensional Lie algebras

with respect to their root systems.

Let g be a finite-dimensional complex simple Lie algebra of rank n. Fix a Cartan
subalgebra h, and let Φ be the corresponding root system with associated root space
decomposition (or Cartan decomposition):

g = h ⊕
(⊕

α∈Φ
gα

)
, where gα = {x ∈ g : [h, x] = α(h)x for all h ∈ h}.

The simple Lie algebra g possesses a nondegenerate invariant symmetric bilinear form
κ : g×g → C, uniquely defined up to scalar multiple, whose restriction to h is nondegenerate.
Such bilinear form induces an isomorphism h∗ → h by assigning λ 7→ tλ, where tλ ∈ h is
such that (tλ, h) = λ(h) for all h ∈ h, whence a nondegenerate symmetric bilinear form
(. , .) : h∗ × h∗ → C is also obtained by setting (α, β) = (tα, tβ) for α, β ∈ h∗.

Set I = {1, · · · , n}, and let {αi}i∈I be a set of simple roots in Φ with associated
Cartan matrix C = (cij)i,j ∈ I . The Weyl group W is generated by the simple reflections
ri : h∗ → h∗, where

ri(λ) = λ− 2 (αi, λ)
(αi, αi)

αi, i ∈ I.

Let Q = ⊕n
i=1 Zαi be the root lattice of g, and let Q+ = ⊕n

i=1 Nαi be the associated
monoid. The set of positive roots Φ+ is the intersection Φ ∩ Q+. The lattice P of
integral weights is the set of all λ ∈ h∗ such that λ(hα) ∈ Z for all α ∈ Φ. We denote by
P+ ⊆ P the subset of integral weights λ such that λ(hi) ≥ 0 for all i ∈ I, and refer to its
elements as dominant integral weights. The set P+ is generated by the fundamental
weights ωj ∈ h∗ uniquely defined by ωj(hi) = δij for all i, j ∈ I. In the set P , we consider
the usual partial order

λ ≤ µ ⇐⇒ µ− λ ∈ Q+, λ, µ ∈ P. (1.1.1)
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In particular, Φ equipped with this same partial order has a unique maximal element θ.

For β ∈ Φ+, fix nonzero elements x±
β ∈ g±β, hβ ∈ h satisfying

[x+
β , x

−
β ] = hβ, [hβ, x

±
β ] = ±2x±

β , (1.1.2)

so that g = n− ⊕ h ⊕ n+ is a triangular decomposition of g, where

n± =
⊕

α∈Φ+

Cx±
α . (1.1.3)

When β = αi, the elements x±
αi
, hαi

are commonly referred to as the Chevalley generators
of g, and we simplify notation by setting x±

i = x±
αi
, hi = hαi

. These generators give rise to
the Chevalley involution, an involution ω : g → g uniquely defined by

ω(x±
i ) = −x∓

i , ω(hi) = −hi for all i ∈ I.

The set {x±
β : β ∈ Φ+} ∪ {hi : i ∈ I} is a basis of g, with {x±

β : β ∈ Φ+} being a basis for
n±, and {hi : i ∈ I} being a basis for h. In particular, if β ∈ Φ+ is such that β = ∑

i riαi

for some ri ∈ Z≥0, then

hβ =
∑

i

rj(αi, αi)
(β, β) hi.

1.2 Affine Kac-Moody algebras of nontwisted type and loop algebras
In this section we recall an explicit realization of the extended nontwisted affine

Kac-Moody algebra associated with a simple finite-dimensional Lie algebra.

Fix a simple finite-dimensional complex Lie algebra g as in Section 1.1, and let
C[t, t−1] be the Laurent polynomial algebra. The loop algebra over g is the Lie
algebra g̃ = g ⊗ C[t, t−1] with the Lie bracket given by

[x⊗ p, y ⊗ q] = [x, y] ⊗ pq, where x, y ∈ g, p, q ∈ C[t, t−1]. (1.2.1)

The triangular decomposition of g also induces a triangular decomposition of its loop
algebra g̃ = ñ− ⊕ h̃ ⊕ ñ+, where ñ± = n± ⊗ C[t, t−1], and h̃ = h ⊗ C[t, t−1].

Let d
dt

: g̃ → g̃ and Res : C[t, t−1] → C be the linear maps uniquely defined by

Res(t r) = δ1,−r and d

dt

(
x⊗ p

)
= x⊗ dp

dt
, (1.2.2)

where dp/dt is the formal derivative of polynomials. Fix a nondegenerate invariant
symmetric bilinear form κ : g × g → C, and define the C[t, t−1]-valued bilinear map
κt : g̃ × g̃ → C[t, t−1]:

κt(x⊗ p, y ⊗ q) = κ(x, y)pq. (1.2.3)



Chapter 1. Preliminaries 14

The maps (1.2.2),(1.2.3) give rise to the bilinear form ν : g̃ × g̃ → C defined by

ν(f, g) = Res
(
κt

(
d

dt

(
f
)
, g

))
, for f, g ∈ g̃.

The nontwisted affine Kac-Moody algebra of g, or the affine Lie algebra of
g, or the affinization of g, is the 1-dimensional extension ĝ′ = g̃ ⊕ Cc, where c is an
additional formal central element, and the Lie bracket of ĝ′ is given by

[a+ λc, b+ µc] = [a, b] + ν(a, b)c, for a, b ∈ g̃, λ, µ ∈ C. (1.2.4)

The extended nontwisted affine Kac-Moody algebra of g, or the extended affine
Lie algebra of g, or the extended affinization of g, is the Lie algebra ĝ = ĝ′ ⊕ Cd
obtained by adjoining a derivation d which acts on ĝ′ by

[d, x⊗ p] = x⊗ t
dp

dt
, [d, c] = 0, (1.2.5)

and extending linearly.

Remark. In the literature, it is more common to refer to the Lie algebra ĝ as the affine
Lie algebra associated with g. However, we chose not to follow this practice. In fact, we are
following the nomenclature utilized in the reference [17] central to our work in Chapter 3.

Notice that ĝ′ = [ĝ, ĝ]. The centralizer of d in ĝ is (g ⊗ 1) ⊕ Cc ⊕ Cd and the 1-
dimensional center of ĝ is Cc. Also, since g⊗ 1 ∼= g, we abuse notation by setting g = g⊗ 1,
and maintain the notation x±

i , hi for the elements x±
i ⊗ 1, hi ⊗ 1, i ∈ I, respectively.

The affine analogue of the Cartan subalgebra in ĝ is the (n+ 2)-dimensional subalgebra
ĥ = h ⊕ Cc⊕ Cd. We extend any functional λ ∈ h∗ to ĥ∗ by setting λ(c) = λ(d) = 0, and
denote by δ ∈ ĥ∗ the functional dual to the element d with respect to the direct sum of ĥ.
The root system Φ̂ derived from the root space decomposition with respect to ĥ is the set

Φ̂ = {α + kδ : k ∈ Z, α ∈ Φ} ∪ {kδ : k ∈ Z, k ̸= 0}, (1.2.6)

and the root space decomposition itself is explicitly given by

ĝ = ĥ ⊕
(⊕

β∈Φ̂

ĝβ

)
, where ĝα+kδ = gα ⊗ tk, ĝkδ = h ⊗ tk, k ∈ Z. (1.2.7)

Using the Chevalley involution ω : g → g, let E0 ∈ gθ be such that κ(E0, ω(E0)) =
−2/(θ, θ), and set F0 = −ω(E0). Now introduce the following elements in ĝ

x+
0 = F0 ⊗ t, x−

0 = E0 ⊗ t−1, h0 = [x+
0 , x

−
0 ], (1.2.8)
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and notice that
h0 = 2c/(θ, θ) − [E0, F0]. (1.2.9)

Let Î = {0, 1, · · · , n}. The elements x±
i , hi, i ∈ Î , are also referred to as the Chevalley

generators, and regarding the lacing of these elements with polynomials in C[t, t−1], we
simplify notation by setting x±

i,r = x±
i ⊗ tr and hi,r = hi ⊗ tr for all i ∈ Î , r ∈ Z, as well as

x±
β,r = x±

β ⊗ tr, β ∈ Φ+.

Set α0 = δ − θ. Then, the matrix Ĉ = (cij)i, j ∈ Î labelled by Î and with entries

cij = αj(hi) for all i, j ∈ Î (1.2.10)

is said to be the extended affine Cartan matrix obtained from the Cartan matrix
C = (ci,j)i,j∈I of g by adding the 0-th row and 0-th column. The matrix Ĉ is a generalized
Cartan matrix of affine type, i.e., Ĉ is a matrix of rank n with positive proper principal
minors whose entries are such that

cii = 2, cij ∈ Z≤0 if i ̸= j, cij = 0 if and only if cji = 0, i, j ∈ Î . (1.2.11)

In particular, there exists a unique vector ut = (c0, · · · , cn) whose coordinates are positive
integers with no common prime factors such that utĈ = 0. Setting h0 = ∑n

i=0 cihi, it
follows that α(h0) = 0 for all α ∈ Φ, so h0 lies in the center of ĝ′, i.e., c is a multiple of h.
In this sense, we normalize c by setting

c =
n∑

i=0
cihi. (1.2.12)

1.3 Representations and weight modules
This section has the sole purpose of establishing preliminaries pertinent to the context

of representation theory of Lie algebras.

We first give a brief overview of the representation theory of g as in Section 1.1. Let
V be a nonzero g-module. Given λ ∈ h∗, the set

Vλ = {v ∈ V : h · v = λ(h)v for all h ∈ h}

is said to be the weight space of V of weight λ, and its nonzero elements (if any) are
referred to as weight vectors of weight λ. If Vλ ̸= {0}, λ is said to be a weight of V ,
and dim Vλ is said to be the multiplicity of λ. We denote by wt(V ) the set of weights of
V . Weight spaces corresponding to different linear functionals are linearly independent,
and if V decomposes into the direct sum

V =
⊕
λ∈h∗

Vλ, (1.3.1)
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then V is said to be a weight module. Submodules of weight modules are also weight
modules, and all finite-dimensional g-modules are known to be weight modules.

Regarding the weights of a representation V , of particular interest are the weight
vectors v ∈ Vλ such that n+ v = 0. These vectors are usually known as highest-weight
vectors of weight λ, and if V = U(g)v, then V is said to be a highest-weight module of
highest weight λ. In this case, V is an indecomposable module such that its weights satisfy
µ ≤ λ for all µ ∈ wt(V ). Moreover, V possesses a unique maximal proper submodule,
with a corresponding unique simple quotient. For every λ ∈ h∗, there exists a unique
simple highest-weight module of weight λ up to isomorphism, which we denote by
V (λ). Such modules V (λ) are known to be finite-dimensional if and only if λ ∈ P+. In
this way, since every finite-dimensional g-module V is written as a direct sum of simple
modules by Weyl’s Theorem on complete reducibility, then V ∼=

⊕
i V (λi), where

the sum is finite and each λi ∈ P+. Regarding this decomposition, we adopt the notation

[V : V (λ)] ∈ Z≥0

to sate that the amount of times V admits a simple summand isomorphic to V (λ), λ ∈ P+,

is equal to [V : V (λ)].

We now recall a few facts on representation theory of sl2. Let us denote by x+, x−, h

the generators of sl2 such that [x+, x−] = h, [h, x±] = ±2x±. In this case, the Cartan
subalgebra is spanned by h, so the linear functionals of (Ch)∗ are identified with elements
of C. In this way, the simple highest-weight modules for sl2 are more conveniently denoted
by V (m), where m ∈ C.

Theorem 1.3.1. ([34], §7.2) Let V (m) be a simple finite-dimensional highest-weight
module for sl2. Then, m is a nonnegative integer, dim V (m) = m+ 1, (x−)m+1v = 0, and
the weights of V (m) are exactly {−m,−(m− 2), · · · ,m− 2,m}, with each weight space
being 1-dimensional.

Corollary 1.3.2. ([34], §7.2) Let V be a finite-dimensional sl2-module. Then, the
weights of h on V are all integers, and each occurs along with its negative with the same
multiplicity.

Since the Lie algebras g̃, ĝ′ and ĝ introduced in Section 1.2 have h as a subalgebra, the
concepts of weight modules, weight space, weight vectors and weights of a representation
are naturally carried over to the context of representations of these Lie algebras.

Regarding the weights of a representation V of any of the Lie algebras here discussed,
if they all lie in P , a range of results are available, as seen in the abstract theory of weights
treated in [52, 34]. We finish this section with a few useful result on this theory. Given
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λ ∈ h∗, we introduce the set

wt(λ) = {σ(µ) : σ ∈ W , µ ∈ P+, µ ≤ λ}. (1.3.2)

Theorem 1.3.3. Let λ ∈ P+.

(i) w(λ) ≤ λ for all w ∈ W . In particular, µ ≤ λ for all µ ∈ wt(λ).

(ii) The set wt(λ) is finite.

(iii) Any µ ∈ P satisfies µ = σ(ν) for a unique ν ∈ P+.

Corollary 1.3.4. Let V be a weight module such that µ ∈ P for all µ ∈ wt(V ). If λ ∈ P+

is such that µ ≤ λ for all µ ∈ wt(V ), then wt(V ) ⊆ wt(λ), and wt(λ) is finite.

1.4 Universal enveloping algebras
In this section, we give a brief overview on the universal enveloping algebra of a

given Lie algebra. In particular, we specialize some results and notations for the universal
enveloping algebra of the simple finite-dimensional Lie algebra g as in Section 1.1, as well
as for its associated loop algebra g̃. Any given unital associative algebra A here considered
is supposed to have a Lie algebra structure given by the usual commutator [a, b] = ab− ba

for any elements a, b ∈ A, and we utilize the notation [A] to make clear that A is being
regarded as a Lie algebra.

Let L be a Lie algebra. Recall that the universal enveloping algebra of L, denoted
by U(L), is the unital associative algebra together with an homomorphism of Lie algebras
i : L → [U(L)] satisfying the following universal property: given any homomorphism of
Lie algebras f : L → [A], where A is an unital associative algebra, there exists a unique
homomorphism of unital associative algebras ϕ : U(L) → A such that ϕ ◦ i = f . The
map i : L → [U(L)], usually referred to as the canonical map of U(L), is known to be
injective, and it is usual to abuse notation by regarding L ⊆ U(L).

It follows from the universal property of U(L) and the canonical map i : L → [U(L)]
that any L-module gives rise to a U(L)-module and vice-versa. When studying representa-
tions of U(L) on tensor products, it will be useful to consider the k-th comultiplication
map ∆k : U(L) → U(L)⊗k which is defined as the unique homomorphism of algebras
extending the Lie algebra homomorphism L → U(L)⊗k given by

x 7→
k∑

j=1

(
1⊗(k−1) ⊗ x⊗ 1⊗(k−j)

)
, x ∈ L. (1.4.1)
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We denote by 1 the identity element of U(L) and set x0 = 1 for any x ∈ U(L). The
Poincaré–Birkhoff–Witt Theorem below, shortly known as the PBW Theorem,
gives a basis for U(L).

Theorem 1.4.1. ([34], §17.2) Let L be a Lie algebra with an ordered basis (xi)i∈S

parametrized by a set S. Then, the set of elements

(xi1)r1(xi2)r2 · · · (xim)rm ,

where m ∈ Z≥0, ij ∈ S are such that i1 < i2 < · · · < im, and rj ∈ Z≥0 for all 1 ≤ j ≤ m,
form a basis of U(L).

In case L = g as in Section 1.1, we choose the ordering on the set of basis elements of g
to reflect the triangular decomposition g = n− ⊕ h⊕ n+ as follows. Let Φ+ = {β1, · · · , βm}.
Then, we define the ordering

x±
βi
< x±

βj
for i < j, 1 ≤ i, j ≤ m

hk < hℓ for k < ℓ, 1 ≤ k, ℓ ≤ n,

x−
β < hj < x+

α for all β, α ∈ Φ+, 1 ≤ j ≤ n.

Therefore, an arbitrary basis element of U(g) is given by:

( m∏
j=1

(x−
βj

)r−
j

)( n∏
i=1

hsi
i

)( m∏
j=1

(x+
βj

)r+
j

)
, (1.4.2)

where r±
j ∈ Z≥0, 1 ≤ j ≤ m, si ∈ Z≥0, 1 ≤ i ≤ n. In particular, this ordering when

restricted to the basis of n±, h also assures that the elements of the form
(∏m

j=1(x±
βj

)r±
j

)
as

above compose a basis of U(n±), and similarly for
(∏n

i=1 h
si
i

)
and U(h). Thus, regarding

U(n±), U(h) as subalgebras of U(g) via the universal property, it follows that the linear
map U(n−) ⊗ U(h) ⊗ U(n+) → U(g) such that

y ⊗ h⊗ x 7→ yhx ∈ U(g) for all y ∈ U(n−), h ∈ U(h), x ∈ U(n+)

is an isomoprhism of vector spaces.

From the triangular decomposition of the loop algebra g̃ = ñ− ⊕ h̃ ⊕ ñ+, the set
{x±

β,r : r ∈ Z, β ∈ Φ+} ∪ {hi,r : i ∈ I, r ∈ Z} is a basis of g̃ which can be ordered using
the lexicographic order induced from the order of the basis of g and the usual order of Z.
Therefore, one similarly obtains the isomorphism:

U(ñ−) ⊗ U(h̃) ⊗ U(ñ+) ∼= U(g̃). (1.4.3)

In U(g̃), it will be convenient to consider the elements Λβ,r, β ∈ Φ+, r ∈ Z, of U(g̃)
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defined by the following equality of power series in the variable u:

Λ±
β (u) =

∞∑
r=0

Λβ,±r u
r = exp

(
−

∞∑
s=1

hβ,±s

s
us

)
. (1.4.4)

If β = αi, i ∈ I, we simplify notation by setting Λ±
i (u) = Λ±

αi
(u) and Λi,r = Λαi,r, r ∈ Z. It

is clear that Λβ,0 = 1, and the remaining terms Λβ,±r for r > 0 are more explicitly written
as follows. Given s = (s1, · · · , sℓ) ∈Zℓ

>0 , set |s| = ∑
j sj. Using this terminology, we have

Λβ,±r =
r∑

ℓ=1

1
ℓ!

∑
s ∈Zℓ

>0
|s| = r

(
ℓ∏

j=1

(−1)ℓhβ,±sj

sj

)
. (1.4.5)

In particular, in [32] it is proven that the comultiplication map ∆k : U(g̃) → U(g̃)⊗k maps
each Λβ,±r to

∆k(Λβ,±r) =
∑

m1, ··· , mk≥0
m1+···+mk=r

Λβ,±m1 ⊗ · · · ⊗ Λβ,±mk
. (1.4.6)

For x ∈ U(g̃), i ∈ I, s,m ∈ Z,m ≥ 0, we also introduce the notation

x(m) = xm

m! , (1.4.7)

as well as the following power series in u

X−
i,s,±(u) =

∞∑
r=1

x−
i,±(r+s) u

r and
(
X−

i,s,±(u)
)(m)

= 1
m!
(
X−

i,s,±(u)
)m
. (1.4.8)

We finish this section with the following result that will be useful in Chapters 2 and 3. A
proof can be found in [32, 19].

Proposition 1.4.2. For every β ∈ Φ+ and s ∈ Z, we have

(x+
β,∓s)(l)(x−

β,±(s+1))
(m) = (−1)l

((
X−

β,s,±(u)
)(m−l)

Λ±
β (u)

)
m

mod U(g̃)U(ñ+)0,

where (X−
i,s(u))(m−l) is understood to be zero if m < l, the subindex m on the right-hand

side designates the coefficient of um in the given power series and U(ñ+)0 denotes the
augmentation ideal of U(ñ+).

1.5 Free Lie algebras and presentations by generators and relations
In this section we recall the concept of presentations of Lie algebras by generators

and relations, and give such a presentation for the simple finite-dimensional Lie algebra g

of Section 1.1, its loop algebra g̃ and affinization ĝ′.
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Let L be a Lie algebra and S ⊆ L be a generating subset. We say that L is free on S

if L satisfies the following universal property: given any map f : S → M into a Lie algebra
M , there exists a unique homomorphism of Lie algebras ϕ : L → M such that ϕ

∣∣∣
S

= f . It
is known that, given a set X, there exists a unique Lie algebra that is free on X, called the
Free lie algebra over X and denoted by FL(X). Given a subset R ⊆ FL(X), let ⟨R⟩ be
the ideal generated by R. Then, the quotient Lie algebra L(X : R) = FL(X)/⟨R⟩ is said
to be the Lie algebra of formal generators X satisfying the defining relations R.
If a Lie algebra L is such that L ∼= L(X : R), then L(X : R) is said to be a presentation
of L by generators and relations. Whenever x, y ∈ FL(X) are such that x− y ∈ R, it
is usual to say that L(X : R) satisfies the defining relation x = y.

We now give a presentation of the nontwisted affine Kac-Moody algebra ĝ′ = g̃ ⊕ Cc
by generators and relations using the extended affine Cartan matrix Ĉ as shown in §9 of
[37]. Let X = {X±

i , Hi : i ∈ Î} be a set of formal generators indexed by the set Î, and let
FL(X) be the free Lie algebra over X. In FL(X), consider the following set

R=
{

[Hi, Hj], (1−δi,j) ad(X±
i )1−ci,j (X±

j ), ±ci,jX
±
j −[Hi, X

±
j ], [X+

i , X
−
j ]−δi,jHi :i, j ∈ Î

}
,

and let ⟨R⟩ be the ideal of FL(X) generated by R. The Lie algebra ĝ′ is isomorphic to
the quotient FL(X)/⟨R⟩, i.e., ĝ′ is isomorphic to the Lie algebra with formal generators
X = {X±

i , Hi : i ∈ Î} satisfying the defining relations

[Hi, Hj] = 0; [X+
i , X

−
j ] = δi,jHi; [Hi, X

±
j ] = ±ci,jX

±
j

(1 − δi,j) ad(X±
i )1−ci,j (X±

j ) = 0, i, j ∈ Î .
(1.5.1)

In particular, restricting the set of generators to X ′ = {X±
i , Hi : i ∈ I} and the relations

above to indexes belonging to I, we obtain a presentation of g in terms of generators and
relations by Serre’s Theorem in §18 of [34].

Notice that under the isomorphism ĝ′ ∼= FL(X)/⟨R⟩, the elements x±
i , hi, respectively,

corresponds to X±
i , H

±
i , i ∈ Î, so the 1-dimensional center of FL(X)/⟨R⟩ is generated

by ∑n
i=0 ciHi. Since g̃ is clearly isomorphic to the quotient of ĝ′ by its central element c,

such presentation can be deduced from the corresponding presentation of ĝ′ by adjoining
the expression of the central element itself to the set of defining relations. Thus, the set
R′ = R ∪

{∑n
i=0 ciHi

}
⊆ FL(X) is such that g̃ ∼= FL(X)/⟨R′⟩, that is to say, the loop

algebra g̃ is isomorphic to the Lie algebra with formal generators X±
i , Hi, i ∈ Î , satisfying

the defining relations

[Hi, Hj] = 0, [X+
i , X

−
j ] = δi,jHi, [Hi, X

±
j ] = ±ci,jX

±
j ∀ i, j ∈ Î ,

(1 − δi,j) ad(X±
i )1−ci,j (X±

j ) = 0, i ∈ Î ,
n∑

i=0
ciHi = 0.

(1.5.2)



Chapter 1. Preliminaries 21

1.6 Finite group theory and representations
In this section we give an overview of the representation theory of the symmetric group

Sℓ, as well as recall the concept of presentation of groups by generators and relations. We
remark that all the group modules here considered are supposed to be finite-dimensional
vector spaces over the field of complex numbers.

1.6.1 Presentation of groups by generators and relations

We now discuss the concept of presentation of groups by generators and relations as
seen in [36]. Given a subset S ⊆ G of a group G, then G is said to be free over S if G
satisfies the following universal property: any map t : S → H of S into a group H uniquely
extends to a homomorphism of groups θ : G → H. For any given set X, there exists a
unique group that is free over X, called the free group over X and denoted by FG(X).
If R ⊆ FG(X) is a subset, let N ⊆ FG(X) be the smallest normal subgroup that contains
R. Then, the quotient group FG(X)/N is said to be the group given by generators
X satisfying the defining relations R, and the notation ⟨X : R⟩ = FG(X)/N is
usually adopted. If H is any group such that H ∼= ⟨X : R⟩, then ⟨X : R⟩ is said to be a
presentation of H in terms of generators and relations. Also, if uv−1 ∈ R for some
u, v ∈ X, we often say that these generators satisfy the defining relation u = v, and we
abuse notation by setting u = v as an element of R.

We finish this subsection by briefly discussing a material that will be useful in Section
3.2 of Chapter 3: presentations of semi-direct product of groups. Given groups G and H,
let H × G → G be a left action of H on G. The semi-direct product of G and H

associated with this action, denoted by S = G⋊H, is the set G×H equipped with the
group operation

(g, h) · (g′, h′) = (g(h · g′), hh′)

for all g, g′ ∈ G, h, h′ ∈ H. Both G and H can be naturally seen as subgroups of G⋊H

by identification with the subsets {(g, 1) : g ∈ G} and {(1, h) : h ∈ H}, respectively.

Proposition 1.6.1. ([36], Proposition 4.4) Let G,H be groups with presentations G =
⟨X : R⟩, H = ⟨Y : S⟩, and let H × G → G be some left action of H on G. Then, the
semi-direct product G⋊H is isomorphic to the group of generators X ∪ Y satisfying the
defining relations R and S along with

yxy−1 = y · x for all x ∈ X, y ∈ Y.

1.6.2 Symmetric group representation theory

Given ℓ ∈ Z>0, let Sℓ be the symmetric group of order ℓ! defined over the set
{1, · · · , ℓ}. It is well-known that this group is isomorphic to the group given by generators
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σi, 1 ≤ i < ℓ, satisfying the defining relations

σ2
i = 1, 1 ≤ i < ℓ, σiσi+1σi = σi+1σiσi+1, i < ℓ− 1, and σiσj = σjσi, |i− j| > 1,

(1.6.1)
where 1 ∈ Sℓ denotes the identity element and σi is identified with the transposition
(i, i + 1), 1 ≤ i < ℓ. Given σ ∈ Sℓ, let sgn(σ) be the parity of σ obtained by the
equality sgn(σ) = (−1)m, where m is the number of transpositions that appear on a given
decomposition of σ in terms of transpositions.

Recall that the right modules of a finite group G are completely reducible, i.e.,
they decompose into a direct-sum of simple modules, and recall that a complete set of
inequivalent (non-isomorphic) simple G-modules is in a bijective correspondence with the
set of conjugacy classes of G. In case G = Sℓ, it turns out that the set of conjugacy classes
is in a bijective correspondence with the set of partitions of the integer ℓ and each partition
gives rise to a simple Sℓ-module, as we now present.

Recall that the right regular representation (or the group algebra) C[Sℓ] of Sℓ

is a right Sℓ-module realized as the free vector space over Sℓ with an algebra structure
inherited from the group multiplication and such that eσ · eτ = eστ for all elements in
the basis (eσ)σ∈Sℓ

. Setting Pℓ to be the set of partitions of ℓ, its elements are identified
with eventually-zero sequences of integers ξ = (ξj)j≥1 such that ξj ≥ ξj+1 ≥ 0 for all
j ≥ 1 and ∑

j≥1 ξj = ℓ. The length of ξ ∈ Pℓ is defined as |ξ| = max{j : ξj ̸= 0}, and
such a partition can also be denoted more explicitly as ξ = (ξ1, · · · , ξm), where m = |ξ|.
The irreducible representation associated to such a ξ is constructed as follows. Define the
Young diagram of ξ as the collection of ℓ boxes arranged in m left-justified rows, with
the j-th row length equal to ξj, 1 ≤ j ≤ m. By a standard tableau of ξ we will mean
the diagram obtained by labeling the Young diagram of ξ with the integers 1, · · · , ℓ in such
a way that the labels increase in rows (from left to right) and increase in columns (from
top to bottom). We denote by STab(ξ) the set of standard tableaux of ξ. Of particular
interest is the principal tableau of ξ, denoted by T (ξ) ∈ STab(ξ), in which the labels
increase by 1 in each row (see [30] for further details on Young tableaux). For instance, if
ξ = (3, 2) ∈ P5, the following is an example of a standard tableau of ξ and the principal
tableau of ξ, respectively:

1 3 4
2 5

, T (ξ) = 1 2 3
4 5

.

With respect to the principal tableu of ξ ∈ Pℓ, let Pξ, Qξ be the following subgroups of Sℓ:

Pξ = {σ ∈ Sℓ:σ preserves each row of T (ξ)},
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and
Qξ = {σ ∈ Sℓ:σ preserves each column of T (ξ)}.

Using the basis (eσ)σ∈Sℓ
of C[Sℓ], set

aξ =
∑

σ∈Pξ

eσ, bξ =
∑

σ∈Qξ

sgn(σ)eσ, and cξ = aξ·bξ.

The element cξ is called the Young symmetrizer of ξ, and the right simple module
attached to cξ or the Specht module of ξ is the right cyclic Sℓ-module:

S(ξ) = cξ · C[Sℓ]. (1.6.2)

In particular, if |ξ| = 1, we have cξ = ∑
σ∈Sℓ

σ and S(ξ) is the 1-dimensional trivial
representation, whilst, if |ξ| = ℓ, we have cξ = ∑

σ∈Sℓ
sgn(σ)σ and S(ξ) is the 1-

dimensional sign representation. The Young symmetrizers are also seen to satisfy the
following relations:

Proposition 1.6.2. ([31], Lemma 4.23)

(i) If ξ, η ∈ Pℓ is such that ξ ̸= η, then cξ·x·cη = 0 for all x ∈ C[Sℓ]. In particular,
cξ·cη = 0.

(ii) For all x ∈ C[Sℓ], the element cξ·x·cξ is a scalar multiple of cξ. In particular, we
have cξ·cξ = λcξ for some λ ̸= 0.

In fact, the above properties ensure that S(ξ) and S(η) are inequivalent whenever ξ ̸= η, so
the set {S(ξ) : ξ ∈ Pℓ} gives all, up to isomorphism, inequivalent simple finite-dimensional
representations of Sℓ. Given a Sℓ-module V , we denote by [V : S(ξ)] the multiplicity of
S(ξ) as a simple summand of V , ξ ∈ Pℓ.

We finish this subsection about the symmetric group Sℓ by recalling the direct-sum
decomposition of the right regular representation C[Sℓ] in terms of the simple summands
S(ξ), ξ ∈ Pℓ. Let dξ = [C[Sℓ] : S(ξ)]. Then, dξ = dim S(ξ) = |STab(ξ)|, where |STab(ξ)|
denotes the cardinality of the set of standard tableaux of ξ and we have

C[Sℓ] =
⊕
ξ∈Pℓ

S(ξ)⊕dξ . (1.6.3)

1.7 A few general results on sln+1 and ŝln+1

We now specialize some of the contents seen in Subsections 1.1, 1.2 and 1.3 explicitly
in terms of g = sln+1. These notions will be fundamental in the development of Chapter 3.
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1.7.1 The basic structure of sln+1 and ŝln+1

We start with the basic structure of g. Choose the Cartan subalgebra h ⊆ g to be the
subalgebra of traceless (n+ 1) × (n+ 1) diagonal matrices. The root system thus obtained
is the set

Φ = {αi,j : 1 ≤ i, j ≤ n+ 1, i ̸= j},

where αi,j∈ h∗ is the unique element satisfying diag(h1, · · · , hn+1) 7→ hi−hj. The associated
Weyl group W is isomorphic to Sn+1, and the root space decomposition is given by

g = h ⊕
( ⊕

1≤i,j≤n

C ei,j

)
,

where ei,j is the elementary (n + 1) × (n + 1) matrix with 1 in the i-th row and j-th
column, and 0 elsewhere. The set {αi : i ∈ I} of simple roots is given by αi = αi,i+1, and
the associated Cartan matrix C = (ci,j)i,j∈I is the n× n matrix

C =



2 −1 0 · · · 0 0
−1 2 −1 · · · 0 0
... ... ... . . . ... ...
0 0 · · · −1 2 −1
0 0 · · · 0 −1 2


. (1.7.1)

The set of positive roots Φ+ coincides with the set {αi,j : 1 ≤ i ≤ j ≤ n}, with
θ = α1, n = ∑n

i=1 αi being the maximal root. In particular, the elements in (1.1.2) with
respect to β ∈ {αi : i ∈ I} ∪ {θ} are as follows:

x+
θ = e1, n+1, x

−
θ = en+1,1, hθ =

n∑
i=1

hi,

x+
i = ei, i+1, x

−
i = ei+1, i, hi = ei, i − ei+1, i+1, i ∈ I.

(1.7.2)

For 1 ≤ j ≤ n+ 1, it is convenient to consider ϵj ∈ h∗ given by diag(h1, · · · , hn+1) 7→ hj,

so that each simple root and each fundamental weight can be written as

αi = ϵi − ϵi+1, ωi = ϵ1 + · · · + ϵi, i ∈ I.

We now briefly discuss the structure of ĝ = g̃ ⊕ Cc⊕ Cd with Lie bracket given by
(1.2.4),(1.2.5). Fix the standard Killing form κ as the nondegenerate invariant symmetric
bilinear form of g, so that (θ, θ) = 2. In ĝ , notice that E0 = x+

θ is such that κ(E0, ω(E0)) =
−1 with respect to the Chevalley involution ω : g → g, so F0 = −ω(E0) = x−

θ , and

x+
0 = x−

θ ⊗ t, x−
0 = x+

θ ⊗ t−1, h0 = c− hθ. (1.7.3)
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In this way, using the simple root α0 = δ − θ ∈ ĥ, notice that

α0(h0) = 2, α0(hj) = −δ1,j,

so the extended affine Cartan matrix Ĉ = (ci,j)i,j∈Î obtained from (1.7.1) is as follows:

Ĉ =



2 −1 0 0 · · · 0 −1
−1 2 −1 0 · · · 0 0
0 −1 2 −1 · · · 0 0
... ... ... . . . ... ... ...
0 0 0 · · · −1 2 −1

−1 0 0 · · · 0 −1 2


. (1.7.4)

In particular, notice that the vector ut = (1, · · · , 1) ∈ Zn+1 is such that utĈ = 0, so the
central element c is explicitly given by

c =
n∑

i=0
hi. (1.7.5)

1.7.2 The sln+1-modules V (ωi) and V (ω1)⊗ℓ

In this subsection we provide a representative in the isomorphism class of each simple
highest-weight module V (ωi), i ∈ I, of g and study some properties of the ℓ-th tensor
power V (ω1)⊗ℓ.

Set J = {1, · · · , n + 1}, and let (vi)i∈J be the canonical basis of the vector space
V = Cn+1. We identify each v ∈ V with a column matrix, so the action of matrix
multiplication x · v = xv, x ∈ g, v ∈ V, makes V trivially into a g-module. The following
facts are easily calculated:

[x+
θ , x

−
θ ] · vj = δ1,jvj − δn,j−1vj,

x−
θ vj = δ1,jvn+1, x

+
θ vj = δn+1,jv1,

x−
i vj = δi,jvj+1, x

+
i vj = δi,j−1vj−1,

hi · vj = δi,jvj − δi,j−1vj,

(1.7.6)

where i ∈ I, j ∈ J, and v0 = vn+2 = 0. Notice that each ϵj ∈ h∗ is a weight of V such that

vj ∈ Vϵj
, j ∈ J.

The modules V (ωi), i ∈ I, are obtained by taking the k-th exterior power of V, with
the g-action given by x · (w1 ∧ · · · ∧ wk) = ∑k

i=1 w1 ∧ · · · ∧ x · wi ∧ · · · ∧ wk, for ωi ∈ V.

Theorem 1.7.1. ([3], §11.2) V (ωk) ∼=
∧k(V) for all k ∈ I.
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We now devote the remainder of this section to study some basic results on the ℓ-th
tensor power of V which will be utilized in Section 3.2. These results can be found in
[17] with omitted proofs, so we give a proof of them here for the sake of completeness.
Set ρ : g → End(V) to be the representation associated with the action of g on V, and
let 1 ∈ End(V) be the identity endomorphism. We first recall the action of U(g) on V⊗ℓ.
By the universal property of universal enveloping algebras, let ρ̃ : U(g) → End(V) be
the unique homomorphism of algebras extending ρ. Then, using the ℓ-comultiplication
map seen on (1.4.1), we naturally obtain a representation of U(g) on V⊗ℓ by the following
composition of maps

U(g) ∆ℓ

−−→ U(g)⊗ℓ ρ̃ ⊗ℓ

−−→ End(V)⊗ℓ ∼=−→ End(V⊗ℓ). (1.7.7)

In particular, every x ∈ g is assigned to

x 7→
ℓ∑

j=1
∆j(x), where ∆j(x) = 1⊗(j−1) ⊗ ρ(x) ⊗ 1⊗(ℓ−j) ∈ End(V⊗ℓ), (1.7.8)

so the usual action of x ∈ g on V⊗ℓ can be rewritten as

x · v =
ℓ∑

j=1
∆j(x)(v), v ∈ V⊗ℓ, (1.7.9)

Also, recall that V⊗ℓ is a left Sℓ-module by the action of permuting tensor factors

σ · (w1 ⊗ · · · ⊗ wℓ) = wσ−1(1) ⊗ · · · ⊗ wσ−1(ℓ), where σ ∈ Sℓ, wi ∈ V, (1.7.10)

and notice that the action of Sℓ and g on V⊗ℓ commute with each other.

Proposition 1.7.2. If v = vi1 ⊗ · · · ⊗ viℓ
∈ V⊗ℓ with i1, · · · , iℓ ∈ J all distinct, then

V⊗ℓ = U(g)v.

Proof. For this proof, we may suppose without loss of generality that

i1 < i2 < · · · < iℓ. (1.7.11)

If not, v satisfies σ · v = vi′
1

⊗ · · · ⊗ vi′
ℓ

with i′1 < i′2 < · · · < i′ℓ for some σ ∈ Sℓ. Assuming
the result for such σ · v, given any w ∈ V⊗ℓ we have σ · w = x · (σ · v) for some x ∈ U(g).
Since the action of σ and g commute, it follows that σ · w = σ · (x · v), whence w = x · v.

Under the condition (1.7.11), it suffices to show that any w = vj1 ⊗ · · · ⊗ vjℓ
lies in

U(g)v. We begin by proving the result for w with j1 ≤ j2 ≤ · · · ≤ jℓ via induction on s,
where

s = #{k : jk < ik}.
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If s = 0, then ir ≤ jr for all 1 ≤ r ≤ ℓ. Setting

x−
(r) =

x
−
jr−1 · · · x−

ir+1x
−
ir
, if ir < jr

1 ∈ U(g), if ir = jr

,

then the conditions jr ≤ jk, ir ≤ jk for all k such that k > r ensures that
(
x−

(1) · · ·x−
(ℓ−1)x

−
(ℓ)

)
·v = w.

Now, assuming the result for s > 0, let k0 be the smallest element of {k : jk < ik}.
Thus, any r < k0 must satisfy jr ≥ ir, whence ir ≤ jr ≤ jk0 < ik0 for all such r. Setting
v′ =

(
x+

jk0 −1 · · ·x+
ik0 −1

)
·v, we see that v′ = vi′

1
⊗ · · · ⊗ vi′

ℓ
with i′k0 = jk0 , i

′
k = ik for k ̸= k0.

In particular, the inductive hyphotesis applies to v′, so there exists x ∈ U(g) such that
w = x · v′ =

(
xx+

jk0 −1 · · ·x+
ik0 −1

)
·v.

It remains to consider w = vj1 ⊗ · · · ⊗ vjℓ
for arbitrary indexes j1, · · · , jℓ satisfying

no particular order. Let k1, · · · , kℓ ∈ {1, · · · , ℓ} be such that

jk1 ≤ jk2 ≤ · · · ≤ jkℓ
,

so there exists x ∈ U(g) such that x · v = vjk1
⊗ · · · ⊗ vjkℓ

by the previous paragraph.
Given indexes 1 ≤ i, j ≤ n+ 1 with i ̸= j, let xi

j ∈ g be the unique element satisfying

xi
j(vk) =


vj, if k = i

vi, if k = j

0, otherwise.

Given τ ∈ Sℓ, let τ = (s1, s1 + 1) · · · (sp, sp + 1) be any decomposition of τ in terms of
transpositions, where si ∈ {1, · · · , ℓ− 1} and p is the length of τ . If we prove that(
x

js1
js1+1x

js1
js1+1 · · · xjsp

jsp+1x
jsp

jsp+1

)
x·v = x′ ·v+aτ ·(x·v) for some x′ ∈ U(g), a ̸= 0, (1.7.12)

choosing τ ∈ Sℓ such that τ · (x · v) = w, then (1.7.12) clearly completes the proof of the
proposition.

We prove (1.7.12) by induction on p. If p = 1, then xjs1
js1+1(x · v) = v′ + v′′, where v′ is

the vector obtained from x · v by replacing vjs1+1 at the (s1+1)-th tensor factor by vjs1

and v′′ is obtained by replacing vjs1
at the s1-th tensor factor by vjs1+1 . Now, one checks

that xjs1
js1+1v′ = x

js1
js1+1v′′ = x · v + (s1, s1 + 1) · (x · v), whence

x
js1
js1+1x

js1
js1+1(x · v) = 2x · v + 2(s1, s1 + 1) · (x · v) (1.7.13)

shows that (1.7.12) holds for p = 1. If p > 1, applying the inductive hyphotesis on
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τ ′ = (s1, s1 + 1)τ of length p−1 yields(
x

js2
js2+1x

js2
js2+1 · · ·xjsp

jsp+1x
jsp

jsp+1

)
x · v = x′ · v + aτ ′ · (x · v), a ̸= 0. (1.7.14)

In particular, this shows that τ ′ · (x · v) ∈ U(g)v. Similarly as in (1.7.13), we obtain

x
js1
js1+1x

js1
js1+1τ

′ · (x · v) = 2τ ′ · (x · v) + 2τ · (x · v).

Thus, applying xjs1
js1+1x

js1
js1+1 on both sides of (1.7.14) we see that

(
x

js1
js1+1x

js1
js1+1 · · · xjsp

jsp+1x
jsp

jsp+1

)
x · v = x′′ · v + a′τ · (x · v) for some x′′ ∈ U(g), a′ ̸= 0,

so (1.7.12) follows by induction.

Proposition 1.7.3. Let ℓ ≤ n.

(i) The set {σ · (v1 ⊗ · · · ⊗ vℓ) : σ ∈ Sℓ} is a basis of the weight space V⊗ℓ
ωℓ

.

(ii) The set {σ · (vn+1 ⊗ v2 ⊗ v3 ⊗ · · · ⊗ vℓ) : σ ∈ Sℓ} is a basis of V⊗ℓ
ωℓ−θ.

Proof. For i = (i1, · · · , iℓ) ∈ J×ℓ, write vi = vi1 ⊗ · · · ⊗ viℓ
. From vj ∈ Vϵj

, j ∈ J, notice
that vi is a weight vector of weight ∑ℓ

k=1 ϵik
. Since any v ∈ V⊗ℓ is written uniquely as a

finite sum v = ∑
i∈J×ℓ aivi, if v has weight µ, then the linear independence of the weight

spaces implies that

ai ̸= 0 only if
ℓ∑

k=1
ϵik

= µ. (1.7.15)

Now, using the relation ω1 = ϵ1, αi = ϵi − ϵi+1, i ∈ I, one easily checks that

ϵj = ω1 − (α1 + · · · + αj−1), j ∈ J. (1.7.16)

In particular, we have µ = ∑ℓ
k=1 ϵik

equal to

µ =
ℓ∑

j=1

(
ω1 − α1 − · · · − αij−1

)
= ℓω1 −

n∑
k=1

ckαk, where ck = #{j : ij > k}. (1.7.17)

(i) Since ωℓ = ∑ℓ
j=1 ϵj , then ωℓ = ℓω1 − (ℓ− 1)α1 − (ℓ− 2)α2 − · · · − αℓ−1 by (1.7.16).

Setting µ = ωℓ, from (1.7.17) we have

ℓω1 −
n∑

k=1
ckαk = ℓω1 − (ℓ− 1)α1 − (ℓ− 2)α2 − · · · − αℓ−1.

Using the linear independence of the simple roots to compare the coefficients of every
αk in the above equality, one checks that it must be {i1, · · · , iℓ} = {1, · · · , ℓ}. Therefore,
vi = σ · v1 ⊗ · · · ⊗ vℓ for some σ ∈ Sℓ.
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(ii) We have ωℓ − θ = ϵ2 + · · · + ϵℓ + ϵn+1, whence (1.7.16) gives us

ωℓ − θ = ℓω1 − ℓα1 − (ℓ− 1)α2 − (ℓ− 2)α3 − · · · − 2αℓ−1 − αℓ − · · · − αn.

Taking µ = ωℓ − θ, (1.7.17) analogously implies that {i1, · · · , iℓ} = {n+ 1, 2, 3, · · · , ℓ}, so
vi = σ · vn+1 ⊗ v2 ⊗ · · · ⊗ vℓ for some σ ∈ Sℓ.

1.8 Complete homogeneous and elementary symmetric polynomials
In this section we introduce the elementary and complete homogeneous symmetric

polynomials which are relevant to the development of Section 3.4.

The symmetric group Sℓ acts on the ring of multivariate polynomials C[x1, · · · , xℓ] in
the obvious way:

σ · f(x1, · · · , xℓ) = f(xσ−1(1), · · · , xσ−1(ℓ)), for f ∈ X, σ ∈ Sℓ. (1.8.1)

The set of symmetric polynomials in the variables xj, denoted by C[x1, · · · , xn]Sℓ , is
defined by the elements invariant under the action of Sℓ, i.e., all the polynomials f ∈ X

such that σ · f = f for all σ ∈ Sℓ. It is well-known that

C[x1, · · · , xn]Sℓ = C[h1, · · · , hℓ] = C[e1, · · · , eℓ], (1.8.2)

where the ej = ej(x1, · · · , xn) and hj = hj(x1, · · · , xn) are, respectively, the so-called
elementary and complete homogeneous symmetric polynomials defined as follows.

The elementary symmetric polynomials ek(x1, · · · , xℓ) in the variables x1, · · · , xℓ

are defined by the expression

ek(x1, · · · , xℓ) =
∑

1≤i1<···<ik≤ℓ

xi1 · · ·xik
, 1 ≤ k ≤ ℓ, (1.8.3)

or, equivalently, as the coefficients of the expansion of the following polynomial in the
variable u:

ℓ∏
j=1

(1 − xju) =
ℓ∑

j=0
(−1)jej(x1, . . . , xℓ)uj = E(x1, . . . , xℓ;u). (1.8.4)

The complete homogeneous symmetric polynomials hk(x1, · · · , xℓ) in the variables
x1, · · · , xℓ are defined by

hk(x1, · · · , xℓ) =
∑

1≤i1≤···≤ik≤ℓ

xi1 · · ·xik
, 1 ≤ k ≤ ℓ, (1.8.5)
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or, equivalently, as the coefficients of the expansion in the variable u of the polynomial:

ℓ∏
j=1

(1 − xju)−1 =
∑
j≥0

hj(x1, . . . , xℓ)uj = H(x1, . . . , xℓ;u). (1.8.6)

It is clear that (1.8.4) and (1.8.6) satisfy E(x1, · · · , xℓ : u)H(x1, · · · , xℓ;u) = 1, whence
we see that the elementary and complete homogeneous symmetric polynomials are related
by the following equality:

k∑
j=0

(−1)jej(x1, · · · , xℓ)hk−j(x1, · · · , xℓ) = 0, k ≥ 1. (1.8.7)

1.9 Notes on Category Theory
In this section we briefly present some results on Category theory and fix notation

that will be relevant to Chapter 3.

Let C be a category. We denote its objects by Ob C , and by HomC (A,B) the
collection of morphisms for each A,B ∈ Ob C , with identity morphisms 1A for each
object A. A functor between categories F : C → D , or simply a functor F , will be
denoted by the assignments

A 7→ F(A), f 7→ F(f),

where A ∈ Ob C ,F(A) ∈ Ob D , f ∈ HomC (A,B), and F(f) ∈ HomD(F(A),F(B)). The
functor F is said to be faithful (resp. full) on morphisms if for every A,B ∈ Ob C the
assignment HomC (A,B) → HomD(F(A),F(B)) is injective (resp. surjective), and it is
said to be essentially surjective on objects if, for every B ∈ ObD , there exists A ∈ ObC

such that B ∼= F(A), i.e., if f ◦g = 1B and g◦f = 1F(A) for some f ∈ HomD(F(A), B), g ∈
HomD(B,F(A)). We say that F establishes an equivalence, or that the categories C

and D are equivalent, if F is full, faithful and essentially surjective.

We are mainly interested in abelian categories C whose objects are left or right
R-modules, where R is an associative ring with identity. Here, the zero object is denoted
by 0C (or simply 0), the biproduct of a finite collection A1, · · · , An of objects is denoted
by A1 ⊕ · · · ⊕An, while kernels and cokernels of morphisms f ∈ HomC (A,B) are denoted
by Ker(f) and B/Im(f), respectively. In the context of such categories of R-modules, it is
convenient to introduce the notation lengthC (A) to denote the length of any composition
series of a R-module A. We shall refer to irreducible modules or simple modules in
categories of R-modules by simple objects. In case C and D , respectively, are abelian
categories whose objects, respectively, are composed of R-modules and R′-modules, any
equivalence F : C → D is known to satisfy the following essential properties:

(i) F is an additive functor, i.e, given A⊕B ∈ C , then F(A⊕B) ∼= F(A) ⊕ F(B)
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in D .

(ii) F is an exact functor, that is to say, given a short exact sequence 0 → M1 → M2 →
M3 → 0 of R-modules in C , then the sequence 0 → F(M1) → F(M2) → F(M3) → 0
of R′-modules in D is also short exact.

(iii) F reflects exactness, in the sense that if 0 → B1 → B2 → B3 → 0 in D is short
exact, then the sequence 0 → A1 → A2 → A3 → 0 is short exact in C , where
Aj ∈ Ob C are such that F(Aj) ∼= Bj for 1 ≤ j ≤ 3.

In particular, F maps simple objects of C into simple objects of D , and if F(A) is simple,
then A ∈ Ob C is simple. In the context of exact sequences,

In some contexts, it will be useful to consider a full subcategory C ′ of a given
abelian category C of R-modules, which is defined by a subclass Ob C ′ of the class of
objects Ob C with the additional requirement that HomC ′(A,B) = HomC (A,B) for all
pair of objects. However, it is known that such full subcategories may not be abelian. The
following result is an useful tool with respect to this matter.

Lemma 1.9.1. ([51] Proposition 5.92) Let C ′ be a full subcategory of an abelian category
C composed of R-modules. If, for all A,B ∈ Ob C ′ and f ∈ HomC ′(A,B), we have:

(i) 0 ∈ Ob C ′,

(ii) For all A,B ∈ Ob C ′, the direct-sum of R-modules A⊕B ∈ Ob C ′,

(iii) Ker(f), B/Im(f) ∈ Ob C ′,

then C ′ is an abelian category.

Since representations of a Lie algebra are equivalent to representations of its universal
enveloping algebra, the category of representations of a Lie algebra is a category of R-
modules, where R is the universal enveloping algebra itself. In particular, all the discussion
above applies to the context of representations of Lie algebras.
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2 Finite-dimensional Representation Theory
of Affine Lie Algebras

In this chapter, unless explicitly stated otherwise, we set g to be an arbitrary complex
simple finite-dimensional Lie algebra as in Section 1.1, with associated loop algebra g̃ and
affinization ĝ′ as in Section 1.2. The goal of this chapter is to study noteworthy represen-
tations in the category of finite-dimensional ĝ′-modules: the irreducible representations
and the local Weyl modules. In fact, it will be seen that this category is equivalent to the
category of finite-dimensional g̃-modules, and, in view of this equivalence, the study of these
representations will be carried out in the setting of g̃-modules with the action extended
to an action of ĝ′ by setting the central element c to act trivially. The finite-dimensional
simple g̃-modules were classified in terms of tensor products of evaluation representations
in [16, 12]. Following [47], we shall introduce the notion of highest-ℓ-weight modules and
rewrite this classification in terms of this concept. Along the way, we shall also briefly
discuss the category of integrable representations, in order to introduce general results
that will be instrumental in the characterization of the local Weyl modules, which is the
culminating point of this chapter.

In the sections that follow, we remark that [47] is the main reference of Sections 2.1
and 2.2, while [47, 19, 13, 14] are the main references of Sections 2.3 and 2.4. In this
sections, all the proofs that can be found in the corresponding main references of each
section are purposely omitted.

2.1 Finite-dimensional modules for the loop and affine Lie algebras
Let Ĝ ′ and G̃ , respectively, be the abelian categories of finite-dimensional left ĝ′-

modules and left g̃-modules, and let V ∈ Ob G̃ . Regarding the central element c and the
direct sum ĝ′ = g̃ ⊕ Cc, one can extend the action of g̃ on V to an action of ĝ′ by setting
c · v = 0 for all v ∈ V . Denoting by V̂ the ĝ′-module obtained through this extension, one
defines a functor F : G̃ → Ĝ ′ mapping each object V and each morphism f by

V 7→ F(V ) = V̂ , f 7→ F(f) = f.

It is clear that F satisfies the defining conditions of a functor, and that F is fully and
faithful with respect to morphisms. The next theorem ensures that this functor is also
essentially surjective on objects.

Theorem 2.1.1. ([47], Proposition 2.1.1) If V is a finite-dimensional g̃′-module, then the
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central element c ∈ ĝ′ is such that c · v = 0 for all v ∈ V .

Indeed, any finite-dimensional ĝ′-module V can be regarded as a g̃-module by restriction,
whence it follows from the above theorem that V̂ ∼= V as ĝ′-modules. Therefore, F
establishes an equivalence between the categories Ĝ ′ and G̃ .

Corollary 2.1.2. The categories Ĝ ′ and G̃ are equivalent.

Since the study of objects in Ĝ ′ is equivalent to the study of objects in G̃ , we now
focus on the category G̃ only. In the next section, we introduce the concepts of ℓ-weights
and highest-ℓ-weight modules, and classify all the simple objects in G̃ in these terms.

2.2 The classification of simple finite-dimensional g̃-modules
We begin by introducing the concept of evaluation modules. Given a ∈ C×, let

eva : g̃ → g be the evaluation map at a given by x ⊗ g(t) 7→ g(a)x, which is a
homomorphism of Lie algebras. For any g-module V , denote by V (a) the g̃-module
obtained by pulling back the action of g along the homomorphism eva, i.e., V (a) is the
vector space V endowed with the action

(x⊗ g(t) ) · v = g(a)x · v, x ∈ g, g(t) ∈ C[t, t−1], v ∈ V. (2.2.1)

In particular, notice that V (a) is simple if and only if V is simple. Also, if f : V → W

is any homomorphism of g-modules, then f : V (a) → W (a) is also a homomorphism of
g̃-modules, since, for all v ∈ V, x ∈ g, r ∈ Z, we have

f((x⊗ tr) · v) = arx · f(v) = (x⊗ tr) · f(v). (2.2.2)

Modules of the form V (a) are usually called evaluation modules. In the case V = V (λ)
for some λ ∈ P+, we use the more convenient notation V (λ, a) instead of V (λ)(a) to
denote the evaluation module obtained from V (λ).

We now state the well-known theorem classifying simple objects of G̃ in terms of
tensor product of evaluations modules along different scalars:

Theorem 2.2.1. ([12], Theorem 4.1) Every simple finite-dimensional g̃-module is isomor-
phic to some tensor product of evaluation modules of the form

V (λ1, a1) ⊗ · · · ⊗ V (λm, am), where λ1, · · · , λm ∈ P+ \ {0}, ai ̸= aj for all i ̸= j.

(2.2.3)
Conversely, any such tensor product is a simple finite-dimensional g̃-module.
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Our goal in this section is to rewrite this result using the language of ℓ-weights. We shall
see that evaluation modules naturally give rise to the concept of ℓ-weights, from which
the concepts of ℓ-weight modules and highest-ℓ-weight modules also emerge. The simple
finite-dimensional g̃-modules will be characterized as a particular case of the latter.

By the universal property of universal enveloping algebras, the homomorphism of
Lie algebras eva is uniquely extended to a homomorphism of unital associative algebras
U(g̃) → U(g), which we still denote by eva. In particular, using (1.4.5), one may check
that the elements Λi,r, i ∈ I, r ∈ Z, are mapped as follows:

eva(Λi,±r) = (−a)±r

(
hi

r

)
, where

(
hi

r

)
= hi(hi − 1) · · · (hi − (r − 1))

r! ∈ U(g̃).

(2.2.4)
Moreover, if v ∈ V (a)µ is any weight vector of the evaluation module V (a) of a given
g-module V , then (2.2.4) implies that

Λi,±r · v = (−a)±r
(

µ(hi)
r

)
v, (2.2.5)

where
(

µ(hi)
r

)
∈ C is the generalized binomial coefficient. In fact, this equality can also

be expressed in terms of power series in the following way. Given f(u) ∈ C[u] of degree n
with f(0) = 1, write f(u) = 1 + c1u+ · · · + cnu

n, and let

f−(u) = c−1
n unf(u−1). (2.2.6)

Writing f−(u) = 1 + c−1u+ · · · + c−nu
n, the coefficients of f(u) and f−(u) are related by

cnc−r = cn−r, for 0 ≤ r ≤ n. (2.2.7)

In particular, if f(u) = ∏m
r=1(1 − aru) is the factorization of f(u), then the factorization

of f−(u) is given by f−(u) = ∏m
r=1(1 − a−1

r u). Since any rational function q(u) ∈ C(u)
such that q(0) = 1 can be written as a quotient f(u)/g(u) of elements in C[u] with
f(0) = g(0) = 1, the assignment f 7→ f− can be extended to all rational functions of this
type as well. Of particular interest is the I-tuple ωµ,a ∈ C(u)I for µ ∈ P, a ∈ C×, whose
i-th component is the rational function

(ωµ,a)i(u) = (1 − au)µ(hi), i ∈ I,

satisfying (ωµ,a)i(0) = 1. Using the assignment (ωµ,a)i 7→ (ωµ,a)−
i , let also ω−

µ,a ∈ C(u)I

be the I-tuple given by (ω−
µ,a)i(u) = (ωµ,a)−

i (u) = (1 − a−1u)µ(hi) for all i ∈ I. Now,
let us identify any polynomial in the variable u with a power series in the obvious
way, and any rational function of the form (1 − au)−1 with the formal geometric series∑

r≥0 a
rur ∈ C[[u]], a ∈ C×. Then, any rational function q(u) ∈ C(u) such that q(0) = 1 can

be identified with a unique element of C[[u]] by taking formal multiplication and division



Chapter 2. Finite-dimensional Representation Theory of Affine Lie Algebras 35

of power series, if necessary. In particular, we regard both ωµ,a and ω−
µ,a as elements of

C[[u]]I . In this way, (2.2.5) implies the following identity of formal power series in the
variable u with coefficients in V (a):

Λ±
i (u) · v = (ω±

µ,a)i(u) · v, i ∈ I, (2.2.8)

where ω+
µ,a = ωµ,a, and each power series above acts on v component-wise.

The set C[[u]]I of I-tuples of power series is a ring under coordinate-wise addition and
multiplication. Let P ⊆ C[[u]]I be the multiplicative subgroup generated by all such ωµ,a,

and let P+ be the submonoid generated by all ωµ,a with µ ∈ P+. The abelian group P is
called the ℓ-weight lattice of g̃ and its elements are called ℓ-weights, while the elements
of P+ are usually known as dominant ℓ-weights or as Drinfeld polynomials, and
the ℓ-weights of the form ωωi,a, i ∈ I, are more specifically referred to as fundamental
ℓ-weights. For notational convenience, set ωi,a = ωωi,a and, given µ = ∏

i ωµi,ai
∈ P , set

µ− = ∏
i ω−

µi,ai
, µ+ = µ. Notice that P coincides with the subgroup generated by the

fundamental ℓ-weights. Also, one checks that any µ ∈ P+ uniquely decomposes as

µ =
m∏

i=1
ωλi, ai

for some λi ∈ P+ \ {0}, m ≥ 0, and ai ∈ C× with ai ̸= aj for i ̸= j.

(2.2.9)
Indeed, writing each λi = k1ω1 + · · · + knωn, then kj ∈ Z≥0 is the multiplicity of (1 − aiu)
in the factorization of the j-th component of µ.

Let wt : P → P be the unique group homomorphism satisfying

wt(ωµ,a) = µ for all µ ∈ P, a ∈ C×. (2.2.10)

Given µ ∈ P, the element wt(µ) is usually referred to as the underlying weight of µ.
The group P can be identified with a subset of U(h̃)∗ as follows. Given µ ∈ P, denote
by µ±

i (u) = ∑
r≥0 µ±

i,r u
r the i-th power series of µ±. Since U(h̃) is the commutative unital

associative algebra freely generated by the elements hi,Λi,r, i ∈ I, r ∈ Z, r ̸= 0, there exists
a unique algebra map U(h̃) → C such that

hi 7→ wt(µ)(hi) and Λi,±r 7→ µ±
i,r for all i ∈ I, r ∈ Z. (2.2.11)

We abuse notation and still denote the above map by µ : U(h̃) → C. Under this iden-
tification, we shall continue referring to these functionals as ℓ-weights µ ∈ P, and the
nomenclatures established in the previous paragraph will also be carried over. In this way,
given a g̃-module W , set the ℓ-weight space associated with µ to be

Wµ = {w ∈ W : for all x ∈ U(h̃), ∃n ∈ Z>0 such that (x− µ(x))n w = 0}. (2.2.12)

If Wµ ≠ 0, then µ is said to be an ℓ-weight of W and its nonzero elements are called
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ℓ-weight vectors.

In any g̃-module W , the ℓ-weight vector which is a common eigenvector for the
action of h̃ and which is annihilated by ñ+ is referred to as a highest-ℓ-weight vector,
and the associated ℓ-weight is referred to as a highest ℓ-weight. We also refer to the
g̃-module generated by a highest-ℓ-weight vector as a highest-ℓ-weight module. The
next proposition gives some fundamental results on highest-ℓ-weight modules. In [47], its
proof is omitted, so we shall present it here.

Proposition 2.2.2. ([47], Proposition 2.1.9)

(i) Every highest-ℓ-weight module V is a weight module. Moreover, if µ is the corre-
sponding highest ℓ-weight with µ = wt(µ), then dim Vµ = 1 and Vν ̸= 0 only if
ν ≤ µ.

(ii) Every highest-ℓ-weight module has a unique proper maximal submodule and, hence,
a unique irreducible quotient. In particular, every highest-ℓ-weight module is an
indecomposable module.

(iii) Two highest-ℓ-weight modules are isomorphic only if they have the same highest-ℓ-
weight.

Proof. (i) Let V = U(g̃)v be a highest-ℓ-weight module generated by a highest-ℓ-weight
vector v of ℓ-weight µ ∈ U(h̃)∗. Write µ = wt(µ) ∈ P . From the decomposition (1.4.3) of
U(g̃), we see that V is spanned by the following elements:

(x−
β1, r1)m1 · · · (x−

βp, rp
)mp v, where βj ∈ Φ+,mj ∈ Z≥0, rj ∈ Z for all 1 ≤ j ≤ p.

(2.2.13)
As v ∈ Vµ, notice that the relations [h, x−

β,r] = −α(h)x−
β,r for all h ∈ h, β ∈ Φ+, r ∈ Z

imply that x−
β,rVµ ⊆ Vµ−β. Therefore, the vector (x−

β1, r1)m1 · · · (x−
βp, rp

)mp v has weight ν

ν = µ−
p∑

k=1
mkβik

. (2.2.14)

In other words, all vectors of the form (2.2.13) have weight ν ≤ µ. Thus, since (2.2.13) is
a generating set for V , and since different weights are linearly independent, then V is a
weight module whose weights ν all satisfy ν ≤ µ. Furthermore, (2.2.14) implies that the
only way to write an element of Vµ as a linear combination of vectors (2.2.13) is to have
all exponents m1 = · · · = mp = 0, whence dim Vµ = 1.

(ii) Since V is a weight module, any submodule W ⊆ V of a weight module is also a
weight module. If W is proper, the condition V = U(g̃)v implies Vµ ̸⊆ W and W lies in
the sum of weight spaces other than Vµ, so any sum of proper submodules of V is still
proper. In particular, V is indecomposable, and has a maximal proper submodule.
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(iii) Let W = U(g̃)w be another highest-ℓ-weight module generated by w of ℓ-weight
λ ∈ U(h̃)∗ with λ = wt(λ) and such that V ∼= W . Fix any f : V → W isomorphism
of g̃-modules. Since f, f−1 commute with the action of h, notice that f(v) and f−1(w)
have weight µ and λ, respectively. In particular, µ ≤ λ and λ ≤ µ shows that µ = λ, so
dim Vµ = dim Vλ = 1 implies that f(v) = aw for some scalar a ̸= 0. Up to rescaling, let us
suppose that a = 1. Thus,

λ±
i,rf(v) = Λi,±rf(v) = f(Λi,±r v) = µ±

i,rf(v) (2.2.15)

gives us λ±
i,r = µ±

i,r for all i ∈ I, r ∈ Z, and the result follows from (2.2.11).

For µ ∈ P, let M(µ) be the quotient of U(g̃) by the ideal generated by ñ+ and all
y − µ(y), y ∈ U(h̃). The decomposition seen in (1.4.3) ensures that M(µ) is isomorphic
to the free rank one U(ñ−)-module, so it is nonzero. In particular, it is clear that every
highest-ℓ-weight module of highest ℓ-weight µ is isomorphic to a quotient of M(µ). Setting
V (µ) to be the unique irreducible quotient of M(µ), then V (µ) is the unique simple
highest-ℓ-weight module of highest ℓ-weight µ, up to isomorphism.

A natural source of highest-ℓ-weight vectors are in fact the objects of G̃ . Indeed,
regarding the action of h on any given V ∈ Ob G̃ , V is a weight module as in (1.3.1), and
the relations [h, x±

i,r] = ±αi(h)x±
i,r for all h ∈ h, i ∈ I, r ∈ Z imply the inclusion of sets

x±
i,rVµ ⊆ Vµ±αi

for all µ ∈ wt(V ). (2.2.16)

In particular, the finite dimension of V implies that there exists λ ∈ wt(V ) maximal, so
there exists v ∈ Vλ such that ñ+v = 0. Also, since h̃ is abelian, then

y Vλ ⊆ Vλ for all y ∈ U(h̃) (2.2.17)

shows that there exists a nonzero v ∈ V that is a common eigenvector for the action of h̃
and such that ñ+v = 0. It turns out that such a v is a highest-ℓ-weight vector, as seen in
the following theorem.

Theorem 2.2.3. ([47], Theorem 2.1.13) Let V be a finite-dimensional g̃-module, and let
v ∈ V be an eigenvector for the action of h̃ such that ñ+v = 0. Then, v is a highest-ℓ-weight
vector of ℓ-weight µ ∈ P+. In particular, if V is simple, then V ∼= V (µ).

We are now interested in proving the converse of the last assertion of Theorem 2.2.3,
i.e., showing that the modules of the form V (µ),µ ∈ P+, are finite-dimensional. The next
result easily follows from the presentation given in Section 2.1 of [47]. However, regarding
the way we chose to develop this section, an explicit proof is seen as necessary.
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Proposition 2.2.4. ([47], Corollary 2.1.10) Given µ ∈ P+ as in (2.2.9), then V (µ) ∼=
V (λ1, a1) ⊗ · · · ⊗ V (λm, am). In particular, V (µ) is finite-dimensional.

Proof. Write V = V (λ1, a1) ⊗ · · · ⊗ V (λm, am). From (2.2.8), it is clear that

V (λj, aj)λj
= V (a)ωλj ,aj

, 1 ≤ j ≤ m.

In particular, since each V (λj, aj) is simple, then V (λj, aj) ∼= V (ωλj ,aj
). Now, using the

comultiplication formula (1.4.6) for the elements Λi,±r, i ∈ I, r ∈ Z, one may check that

V (λ1, a1)ωλ1, a1
⊗ · · · ⊗ V (λm, am)ωλm, am

⊆ Vµ.

Since each vector in V (λj, aj)ωλj ,aj
is a highest-ℓ-weight vector, it follows that V possesses

a nonzero highest-ℓ-weight vector of weight µ ∈ P+. Therefore, V ∼= V (µ) follows by the
fact that V is simple, as seen in Theorem 2.2.1.

We finally see that Proposition 2.2.4 and Theorem 2.2.3 reestablish the result seen in
Theorem 2.2.1 in the following way: every simple finite-dimensional g̃-module is of the
form V (µ) for some µ ∈ P+. Conversely, every V (µ) with µ ∈ P+ is a simple finite-
dimensional g̃-module. In fact, recalling that V (µ) and V (λ) are inequivalent whenever
λ ̸= µ, one can also state that the isomorphism classes of simple finite-dimensional
g̃-modules are in bijective correspondence with the set of Drinfeld polynomials.

2.3 Integrable modules
In this section, we briefly set aside the study of objects in the category G̃ to focus on

the broader category of integrable g̃-modules. This change of focus is seen as a technical
prerequisite in order to study a few standard results that will be fundamental in the
characterization of the local Weyl modules as being finite-dimensional in the next session.

Given a g̃-module V , an element x ∈ g̃ is said to act locally nilpotently on V if,
for every v ∈ V , there exists some positive integer k = k(v) such that xk v = 0. We say
that V is integrable if V is a weight-module in the sense of (1.3.1), and if the Chevalley
generators x±

i , i ∈ I, act locally nilpotently on V . Let I denote the category of all
g̃-modules which are integrable. Since finite-dimensional g̃-modules are weight modules, it
is clear from (2.2.16) that these modules are integrable.

The following lemma is adapted from Lemma 3.4 of [37], and is a useful tool in
characterizing elements of a Lie algebra that act locally nilpotently on cyclic representations.

Lemma 2.3.1. ([37], Lemma 3.4) Let {xj : j ∈ N} be a system of generators of a Lie
algebra L, and let V = U(L) · v be a cyclic L-module. If x ∈ L is such that (adx)Njxj = 0
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for some positive integers Nj, j ∈ N, and if xmv = 0 for some positive integer m, then x

acts locally nilpotently on V .

We now study a few standard properties of integrable modules. The proofs of
(2.3.2)(2.3.3), (2.3.5) below are omitted in [47, 14], so we present them here using the
results seen in Section 1.3. Let V ∈ Ob I . For λ ∈ wt(V ), set

V +
λ = {v ∈ Vλ : ñ+v = 0}. (2.3.1)

A nonzero vector in V +
λ (if any) is also referred to as a highest-weight vector of weight

λ. For every i ∈ I, let g(i) be the Lie algebra generated by x+
i , x

−
i , which is isomorphic

to sl2 in the obvious way by (1.1.2). Let 0 ̸= v ∈ Vλ and set U to be the g(i)-module
U = U(g(i))v ⊆ V. Since x+

i , x
−
i both act locally nilpotently on V and v is a weight

vector, it is clear that U is finite-dimensional by the PBW Theorem applied for U(g(i)). In
particular, from Corollary (1.3.2), we see that λ(hi) ∈ Z. Therefore,

λ ∈ wt(V ) ⇒ λ ∈ P. (2.3.2)

Moreover, if v ∈ V +
λ , then U is a simple highest-weight sl2-module, and the following facts

are consequences of Theorem 1.3.1:

λ ∈ P+, (x−
i )λ(hi)+1v = 0 for all v ∈ V +

λ , i ∈ I. (2.3.3)

Furthermore, if V = U(g̃)V +
λ , then all the integral weights µ ∈ wt(V ) are such that µ ≤ λ,

whence it follows that
wt(V ) ⊆ wt(λ), (2.3.4)

with wt(λ) being a finite set by Corollary 1.3.4. Also, since the vectors of the form
(x−

i,r1) · · · (x−
i,rλ(hi)+1

) · v have weight µ = λ− (λ(hi) + 1)αi with µ ̸∈ wt(λ), then

(x−
i,r1) · · · (x−

i,rλ(hi)+1
) · v = 0 for all i ∈ I, rj ∈ Z, 1 ≤ j ≤ λ(hi) + 1. (2.3.5)

We finish this section with some useful facts about V +
λ .

Proposition 2.3.2. ([19], Proposition 1.1) Let V ∈ Ob I and suppose that V +
λ ̸= 0.

(i) Λi,±r V
+

λ = 0 for all i ∈ I, r > λ(hi).

(ii) Λi,±λ(hi)V
+

λ ⊆ V +
λ \ {0}.

(iii) (Λi,λ(hi)Λi,−s − Λi,λ(hi)−s)V +
λ = 0 for all i ∈ I, 0 ≤ s ≤ λ(hi).
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2.4 The universal finite-dimensional highest-ℓ-weight modules
In this section, we introduce two relevant objects in the category I : the global

Weyl module (resp. local Weyl module) corresponding to a dominant integral weight
(resp. Drinfeld polynomial). These objects will be seen to carry with them some notion
of universality in the category I , in the sense that any integrable module generated
by a highest-weight vector (resp. finite-dimensional module generated by a highest-ℓ-
weight vector) is isomorphic to a quotient of the global Weyl module (resp. local Weyl
module) of the same weight (resp. ℓ-weight). In fact, the local Weyl modules will be
constructed as quotients of global Weyl modules of the same highest-weight, by requiring
the highest-weight space to be 1-dimensional.

Let λ ∈ P+. The global Weyl module of highest-weight λ, denoted by W (λ), is the
quotient of U(g̃) by the left ideal I(λ) generated by the elements

ñ+, (x−
i )λ(hi)+1 and h− λ(h), where i ∈ I, h ∈ h. (2.4.1)

Let us denote by wλ the image of 1 ∈U(g̃) in W (λ), so that W (λ) = U(g̃)wλ. If V is any
integrable g̃-module generated by v ∈ V +

λ , it is clear from (2.3.3) that v is annihilated
by the generators in (2.4.1), so V is isomorphic to a quotient of W (λ). In particular, if
λ ∈ P+ is such that λ = wt(λ), then the finite-dimensional irreducible g̃-module V (λ) is
isomorphic to a quotient of W (λ), so W (λ) ̸= {0}. It follows from the defining relations
(1.5.2) of g̃ and Proposition 2.3.1 that the Chevalley generators act locally nilpotently on
W (λ). Also, it is clear from the PBW Theorem that W (λ) is a weight module, so W (λ) is
an integrable g̃-module.

We regard W (λ) as a right U(h̃)-module via the action

(uwλ) · y = (uy) ·wλ for all u ∈ U(g̃), y ∈ U(h̃). (2.4.2)

Proposition 2.4.1. ([13], Section 3.4) The above U(h̃)-action on W (λ) is well-defined.

The next theorem was proved in [19, 13]. The proof we present is adapted from [47]
and was originally developed in the context of Weyl modules for quantum affine algebras.

Theorem 2.4.2. The global Weyl module W (λ) is finitely generated as a right U(h̃)-module.

Proof. Set W = W (λ). Since W is integrable with W = U(g̃)W+
λ , then (2.3.4) holds.

Therefore, it suffices to show that all the weight spaces are finitely generated as U(h̃)-
modules. More precisely, given µ ∈ wt(W ) such that ∑m

i=1 αij
= λ − µ, we show by

induction on m ≥ 1 that Wµ is generated by elements of the form

(x−
im, rm

) · · · (x−
i1, r1)yv, where v ∈ W+

λ , y ∈ U(h̃), 0 ≤ rj < λ(hij
) + j − 1. (2.4.3)
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Let m = 1, i = i1. In this case, a general element of Wµ is of the form x−
i,r yv, where

y ∈ U(h̃), r ∈ Z. Since (x−
i,s)λ(hi)+1v = 0 for all s ∈ Z, from Proposition 1.4.2 we derive

the equality 0 =
(
X−

i,s−1,+(u)Λ+
i (u)

)
λ(hi)+1

v = ∑λ(hi)
t=0 x−

i,λ(hi)+s−tΛi,tv. Isolating the terms

x−
i, λ(hi)+sv, x

−
i,sΛi,λ(hi)v, and using that

(
Λi,λ(hi)v

)
Λi,−λ(hi) = v, we have

x−
i,λ(hi)+s yv = −

λ(hi)∑
t=1

x−
i,λ(hi)+s−tΛi,tyv (2.4.4)

x−
i,s yv = −

λ(hi)−1∑
t=0

x−
i,λ(hi)+s−tΛi,tΛi,−λ(hi)yv. (2.4.5)

If r ≥ λ(hi), we set s = r − λ(hi) in the first equality and proceed by induction on r to
obtain the result, with the right-hand side of (2.4.4) being a sum of elements of the form
(2.4.3) in the inductive step. If r < 0, we set s = r in (2.4.5) and similarly proceed by
induction on |r|.

Let i = im+1, r = rm+1. Using the inductive hyphotesis on m, a general vector of Wµ

is assumed to be of the form

x−
i,rx

−
im,rm

· · ·x−
i1,r1 yv, where 0 ≤ rj < λ(hij

) + j − 1, 1 ≤ j ≤ m. (2.4.6)

Suppose first that r ≥ λ(hi) +m. From the equality

x−
i,r−1x

−
im,rm+1 − x−

im,rm+1x
−
i,r−1 = [x−

i , x
−
im

] ⊗ tr+rm = x−
i,rx

−
im,rm

− x−
im,rm

x−
i,r,

we isolate the term x−
i,rx

−
im,rm

and substitute it on (2.4.6) to obtain:

x−
i,rx

−
im,rm

· · ·x−
i1,r1 yv = x−

i,r−1x
−
im,rm+1x

−
im−1,rm−1 · · ·x−

i1,r1 yv︸ ︷︷ ︸
a

+

x−
im,rm

x−
i,rx

−
im−1,rm−1 · · ·x−

i1,r1 yv︸ ︷︷ ︸
b

−x−
im,rm+1x

−
i,r−1x

−
im−1,rm−1 · · ·x−

i1,r1 yv︸ ︷︷ ︸
c

.

On account of the above equality, it suffices to show that a, b and c lie in the span of vectors
of the form (2.4.3). By the inductive hyphotesis on m, the vector x−

i,rx
−
im−1,rm−1 · · ·x−

i1,r1 yv

lies in the span of vectors of this form. Since 0 ≤ rm < λ(him) +m− 1 < λ(him) +m, then
b is shown to be written as a sum of vectors in the desired form. The same conclusion
holds for c by a similar argument, since 0 ≤ rm + 1 < λ(him) + m. As for a, the vector
x−

im,rm+1x
−
im−1,rm−1· · ·x−

i1,r1 yv lies in the span of vectors of type (2.4.3), whence a is written
as a sum of vectors of the form x−

i,r−1x
−
i′
m,sm

· · ·x−
i′
1,s1

yv, where 0 ≤ sj < λ(hi′
j
) + j− 1, i′j ∈

{i1, · · · , im} for 1 ≤ j ≤ m. Now, an inductive argument on r ≥ λ(hi) + m establishes
that these vectors lie in the span of vectors satisfying (2.4.3), so a is seen to be in that
desired form as well.

As for the case r < 0, from the equality x−
i,rx

−
im,rm

= x−
i,r+1x

−
im,rm−1 + x−

im,rm
x−

i,r −
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x−
im,rm−1x

−
i,r+1 we get

x−
i,rx

−
im,rm

· · ·x−
i1,r1y v = x−

i,r+1x
−
im,rm−1x

−
im−1,rm−1 · · · x−

i1,r1 yv︸ ︷︷ ︸
a

+

x−
im,rm

x−
i,rx

−
im−1,rm−1 · · ·x−

i1,r1 yv︸ ︷︷ ︸
b

−x−
im,rm

x−
i,r+1x

−
im−1,rm−1 · · ·x−

i1,r1 yv︸ ︷︷ ︸
c

.

Proceeding as in the previous case, the summands b and c can be written in the desired
form by the inductive hyphotesis on m, and a further inductive argument on |r| establishes
the same conclusion for a.

A noteworthy subalgebra of g̃ is g[t] = g⊗C[t], which is generally known as the current
algebra over g. Notice that the proof of the above theorem shows that W (λ) = U(g[t])W+

λ .
The following corollary follows from (2.2.17) and (2.4.3) seen in the proof above.

Corollary 2.4.3. Let V be a quotient of W (λ) such that V +
λ is finite-dimensional. Then,

V is a finite-dimensional g̃-module.

The result above gives the central idea behind the definition of the local Weyl modules
which we now present. Let λ ∈ P+ be a Drinfeld polynomial, and let λ = wt(λ) ∈ P+

be its underlying weight. The local Weyl module of highest-ℓ-weight λ, denoted by
W (λ), is the quotient of the global module W (λ) by the ideal generated by the elements
y− λ(y), y ∈ U(h̃). More precisely, W (λ) is set to be the quotient of U(g̃) by the left ideal
I(λ) generated by

ñ+, y − λ(y), (x−
i )λ(hi)+1 for all y ∈ U(h̃), i ∈ I. (2.4.7)

By (2.4.7), it is clear that W (λ) is a highest-ℓ-weight module with W (λ)λ being finite-
dimensional and spanned by the image of 1 ∈ U(g̃) in W (λ), which we denote by wλ. In
particular, W (λ) is finite-dimensional by Corollary 2.4.3. In fact, W (λ) is universal among
the finite-dimensional highest-ℓ-weight modules of highest ℓ-weight λ, as they are clearly
isomorphic to a quotient of W (λ) by (2.3.3). Furthermore, since V (λ) is finite-dimensional
by Proposition 2.2.4, we see that V (λ) is actually the unique irreducible quotient of W (λ).
In this sense, one could also introduce the finite-dimensional highest-ℓ-weight modules
V (λ) as the irreducible quotients of the local Weyl module W (λ) of the same ℓ-weight.

We utilize the U(h̃)-action (2.4.2) on the global Weyl module W (λ) to give an
alternative characterization of the local Weyl module W (λ) as seen in [47, 13], which is
equivalent to the characterization seen here. Let A be the subalgebra of U(h̃) generated
by the elements Λi,r, i ∈ I, r = 1, · · · , λ(hi), so that W (λ)λ is generated by the action
of A by Proposition 2.3.2. We denote by annλ the kernel of this representation, which
is proper since Λi,λ(hi) ̸∈ annλ, and denote by Aλ the quotient A /annλ with associated
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canonical homomorphism π : A → Aλ. Since Aλ is a finitely generated commutative
algebra over an algebraically closed field, its maximal ideals in specm(Aλ) are generated
by elements of the form π(Λi,r) − ai,r for some ai,r ∈ C. In particular, we may consider
the maximal ideal m ⊆ Aλ generated by π(Λi,r) − λ(Λi,r). Since W (λ)λ is an Aλ-module
whose action is the one inherited by A , let M be the submodule generated by mW (λ)λ,
and set W (m) = W (λ)/M.

Proposition 2.4.4. ([13]) W (m) and W (λ) are isomorphic as g̃-modules.

For λ ∈ P+, a ∈ C×, let us refer to the ℓ-weights of the form ωλ,a as Drinfeld
polynomials with a unique root. The following theorem shows that the decomposition
(2.2.9) of λ ∈ P+ translates into a decomposition of W (λ) in terms of tensor products of
local Weyl modules whose ℓ-weights are Drinfeld polynomials with a unique root.

Theorem 2.4.5. ([19], Theorem 2) If λ ∈ P+ decomposes as in (2.2.9), then

W (λ) ∼= W (ωλ1,a1) ⊗ · · · ⊗W (ωλm,am).

Since in the next chapter we shall be concerned exclusively with local Weyl modules
for the Lie algebra sln+1, we now further characterize the local Weyl modules in the
particular context of sln+1. Henceforth, we drop the hyphotesis of g being a general simple
finite-dimensional Lie algebra, and set g = sln+1.

We first develop necessary and sufficient criteria for a given local Weyl module to be
irreducible, i.e., to satisfy W (λ) ∼= V (λ). Given β ∈ Φ+,λ ∈ P+, define πλ

β ∈ C[[u]] by

Λ+
β (u) · wλ = πλ

β (u)·wλ.

Since W (λ) is finite-dimensional, πλ
β is in fact a polynomial. Now, if λ = ∏m

i=1 ωλi, ai
is

the decomposition of λ as in (2.2.9), define also the polynomials

πj =
m∏

i=1

(
ωλi(hj)ωj , ai

)
j

∈ C[u], for 1 ≤ j ≤ n. (2.4.8)

Lemma 2.4.6. ([19], Lemma 3.1) Let β = ∑n
i=1 riαi ∈ Φ+. Then,

πλ
β (u) =

n∏
i=1

π
ri(αi,αi)/(β, β)
i (u).

It turns out that the roots of πλ
θ give the intended irreducibility criteria for W (λ).

Theorem 2.4.7. ([19], Theorem 3) Given λ ∈ P+, the local Weyl module W (λ) is
irreducible if and only if πλ

θ has simple roots. In particular, W (ωi,a) ∼= V (ωi, a) for
i ∈ I, a ∈ C×.



Chapter 2. Finite-dimensional Representation Theory of Affine Lie Algebras 44

We further specialize Theorem 2.4.7 with a description of W (λ) in terms of tensor
products of evaluation modules. Let λ ∈ P+ and suppose that πλ

θ has simple roots. Since
θ = ∑n

i=1 αi is the maximal root of g, notice that Lemma 2.4.6 gives us

πλ
θ (u) =

n∏
i=1

πi(u).

By our supposition on πλ
θ , notice that πj has simple roots for all 1 ≤ j ≤ n, and that

πi is relatively prime to πj for all i ̸= j. Thus, regarding (2.4.8), any λi must satisfy
0 ≤ λi(hj) ≤ 1 for all 1 ≤ j ≤ n, and, if λi(hj0) ̸= 0 for some j0, then λi(hk) = 0 for all
k ̸= j0. Therefore, each λi must be a fundamental weight, and λ ∈ P+ is of the form

λ =
m∏

k=1
ωik,ak

, where ik ∈ {1, · · · , n}, 1 ≤ k ≤ m, and ai ̸= aj for i ̸= j. (2.4.9)

In particular, since W (ωik,ak
) ∼= V (ωik

, ak) for all 1 ≤ k ≤ m, it follows from Theorem
2.4.5 that, if W (λ) is simple, W (λ) decomposes as the tensor product

W (λ) ∼=
m⊗

k=1
V (ωik

, ak). (2.4.10)

Conversely, any such tensor product is isomorphic to a simple local Weyl module whose
corresponding ℓ-weight is of the form (2.4.9) with πλ

θ having distinct roots.

We finish this section with a decomposition theorem for the local Weyl modules
when regarded as g-modules. In face of Theorem 2.4.5, it will be sufficient to study how
this decomposition unfolds with respect to the local Weyl modules whose corresponding
ℓ-weight is a Drinfeld polynomial with a unique root. Such result will be obtained as
a consequence of studying the Weyl modules for the current algebra g[t] to be briefly
discussed now.

Let W (ωλ,a) be a local Weyl module with generator wλ,a and regard it as a module
for g[t]. From (1.4.5), notice that each hi,r, i ∈ I, r ∈ Z>0, can be written as a linear
combination of Λi,r and products of terms hi,s with 0 < s < r. A straightforward inductive
argument on r then shows that hi,r·wλ,a = λ(hi)arwλ,a, which is equivalent to

(
hi ⊗ (t− a)r

)
·wλ,a = 0 for all r ≥ 1. (2.4.11)

Setting φa : g[t] → g[t] to be the homomorphism of Lie algebras

x⊗ tk 7→ x⊗ (t− a)k, k ≥ 0,

let φ∗
a(W (ωλ,a)) be the pullback of W (ωλ,a) along φa, so φ∗

a(W (ωλ,a)) is the g[t]-module
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with the action
(
x⊗ tk

)
· u = (x⊗ (t− a)k) · u for all u ∈ W (ωλ,a), k ≥ 0.

Following [14], the Weyl module for the current algebra g[t] of highest-weight λ,
denoted by Wt(λ), is the quotient of U(g[t]) by the ideal generated by the elements

n+ ⊗ C[t], h⊗ tk − δ0,kλ(h), k ∈ Z≥0, (x−
i )λ(hi)+1. (2.4.12)

From (2.4.11) and the generators in (2.4.7), it is clear that wλ,a is annihilated by the
generators in (2.4.12), so φ∗

a(W (ωλ,a)) is isomorphic to a quotient of Wt(λ). The Weyl
module Wt(λ) has been the object of attention in a series of papers, [14, 26, 48] for instance.
In particular, it follows from the work seen in those articles that these modules are in fact
isomorphic. Furthermore, in [14] a further connection between Wt(λ) and the so-called
Demazure modules has also been established, with the latter having an explicit known
decomposition as a g-module in terms of tensor products. We summarize both of these
fundamental results in the next theorem.

Theorem 2.4.8. ([14, 26])

(i) As g[t]-modules, Wt(λ) ∼= φ∗
a((W (ωλ,a)) for all a ∈ C×.

(ii) As g-modules, Wt(λ) ∼= V (ω1)⊗λ(h1) ⊗ · · · ⊗ V (ωn)⊗λ(hn).

The structure of the local Weyl module W (ωλ,a) as a g-module is explicitly obtained
as a immediate consequence of the above theorem. In fact, regarding (2.2.9), we more
generally state:

Corollary 2.4.9. Let λ ∈ P+, and set λ = wt(λ) to be the underlying weight. As
g-modules,

W (λ) ∼= V (ω1)⊗λ(h1) ⊗ · · · ⊗ V (ωn)⊗λ(hn).

In particular, the structure of W (λ) as a g-module is solely dependent on λ = wt(λ).
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3 The classical and affine Schur-Weyl Duality

In this chapter, we restrict the symbols g, g̃ and ĝ′ to denote, respectively, the Lie
algebra sln+1, its associated loop algebra and affinization. All the notation developed in
Section 1.7 will be followed closely. In the upcoming sections, we shall give a detailed
proof of both of the equivalences of categories mentioned in the Introduction: the classical
Schur-Weyl duality and the affine Schur-Weyl duality. Moreover, following [17], we also
introduce the analogue of Zelevinsky tensor products of affine Hecke algebras in the setting
of modules for the extended affine symmetric group. It will be seen that this tool is
instrumental not only for a complete description of the simple objects assigned by the
affine Schur-Weyl duality, but also for an investigation of the modules corresponding via
this functor to the local Weyl modules. Unless explicitly stated otherwise, all the local
Weyl modules here considered are supposed to be g̃-modules.

The problem of writing a precise characterization of the affine Schur-Weyl duality and
describing the modules corresponding to local Weyl modules under this equivalence was
originally addressed as part of the Postdoctoral project [4]. A draft containing the progress
made in the context of that project was the base of our initial steps, serving mostly as a
reading guide to the existing literature. Example 3.4.4 below is the only result here that is
more heavily supported by the original material contained in the mentioned draft.

The main references utilized in this chapter are [31, 17]. In Sections 3.1, 3.2 and 3.3
below, except for Theorem 3.1.3, all results here presented either have their proofs omitted
in these references or they were originally developed in the context of quantum affine
algebras and Hecke algebras. Since one of the objectives of this chapter is to give a very
precise version of both the classical and affine Schur-Weyl duality, these results will be
accompanied by a proof.

3.1 The classical Schur-Weyl duality
In this section we give a proof of the classical Schur-Weyl duality. As discussed in

the Introduction of this work, although the Schur-Weyl duality was originally presented
as a result stating that the image of C[Sℓ] and C[GLn+1] on End(V⊗ℓ) are each other’s
commutant, we shall concern ourselves exclusively with one of the consequences of this
result which establishes an equivalence between certain categories of finite-dimensional
modules for the symmetric group Sℓ and the Lie algebra g.

One of the categories of our interest is the abelian category Sℓ of finite-dimensional
right Sℓ-modules. The other category of our interest will be defined as a full subcategory
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of the abelian category G of finite-dimensional left g-modules as follows. Given λ ∈ h∗,
set lv(λ) to be the level of λ defined by the scalar

lv(λ) =
n∑

j=1
jλ(hj).

Setting P+
ℓ = {λ ∈ P+ : lv(λ) = ℓ}, let Gℓ be the full subcategory of G given by all

finite-dimensional left g-modules V such that

[V : V (λ)] ̸= 0 ⇒ λ ∈ P+
ℓ .

Since {0} ∈ Gℓ vacuously, it follows from Weyl’s theorem on complete reducibility and
Lemma 1.9.1 that Gℓ is also an abelian category of modules. Moreover, Weyl’s theorem also
ensures that the objects of Gℓ can be equivalently characterized as the finite-dimensional
g-modules whose irreducible summands also occur in V⊗ℓ, as seen in the next result.

Proposition 3.1.1. If ℓ ≤ n, the weight λ ∈ P+
ℓ if and only if [V⊗ℓ : V (λ)] ̸= 0.

Proof. Write λ = ∑n
k=1 ckωk so that ∑k kck = ℓ. Since V (ωk) ∼= Λk(V) by Theorem 1.7.1,

we choose any highest-weight vector wk ∈ Λk(V) of weight ωk, 1 ≤ k ≤ n. Notice that
w⊗ ck

k ∈
(
Λk(V)

)⊗ ck is then a highest-weight vector of weight ckωk, whence

w = w⊗ c1
1 ⊗ · · · ⊗w⊗ cn

n ∈
n⊗

k=1

(
Λk(V)

)⊗ ck is a highest-weight vector of weight λ.

Using the canonical inclusion αk : Λk(V) ↪→ V ⊗k, 1 ≤ k ≤ n, the tensor product of
linear transformations α⊗ ck

k :
(
Λk(V)

)⊗ ck → V⊗ kck maps w⊗ ck
k into a non-zero vector of

V⊗ kck , so α = α⊗ c1
1 ⊗ · · · ⊗ α⊗ cn

n maps w into a non-zero vector of V⊗ℓ. Since each αk

is a homomorphism of g-modules, in particular, the map α is also a homomorphism of
g-modules, hence v = α(w) is a highest-weight vector of weight λ in V⊗ℓ. Thus, the
submodule U(g)v generated by this vector, being indecomposable and finite-dimensional,
implies that U(g)v ∼= V (λ), whence [V⊗ℓ : V (λ)] ̸= 0.

Now, suppose that [V⊗ℓ : V (λ)] ̸= 0. Then, there exists β ∈ Q+ such that λ = ℓω1 − β

by (1.7.17). Noticing that lv(αi) = 0 for i < n and lv(αn) = n+ 1, then lv(β) = k(n+ 1)
for some k ∈ Z≥0. Since lv(λ) = ℓ− lv(β), if k > 0, then ℓ ≤ n implies the contradiction
0 < lv(λ) = ℓ− lv(β) = ℓ− k(n+ 1) ≤ 0. Therefore, lv(λ) = ℓ.

We now state the classical Schur-Weyl duality.

Theorem 3.1.2. Under the restriction ℓ ≤ n, the categories Sℓ and Gℓ are equivalent.

Henceforth, we assume ℓ ≤ n. Let V = Cn+1 and let {v1, · · · , vn+1} be its canonical
basis. Since the ℓ-th tensor power V⊗ℓ is a left Sℓ-module by the action (1.7.10) of permuting
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factors, given a right Sℓ-module M ∈ Sℓ, one can consider the tensor product of modules
over the ring C[Sℓ]:

Fℓ(M) = M ⊗
C[Sℓ]

V⊗ℓ, (3.1.1)

which is a g-module via the induced action of g given by

x·(m⊗ v) = m⊗ x·v for m ∈ M, v ∈ V⊗ℓ, x ∈ g. (3.1.2)

In particular, we record the following isomorphisms of g-modules

Fℓ(C[Sℓ]) ∼= V⊗ℓ and Fℓ(S(ξ)) ∼= cξ · V⊗ℓ (3.1.3)

given by m⊗ v 7→ m · v. The construction (3.1.1) gives rise to the functor Fℓ : Sℓ → Gℓ

mapping each object and each morphism f : M → N of Sℓ-modules as

M 7→ Fℓ(M), f 7→ Fℓ(f) = f ⊗ 1,

where 1 denotes the identity map of End(V⊗ℓ). It is clear from the properties of tensor
products that Fℓ is an additive functor. Moreover, since the g-structure of Fℓ(M) is the
one induced by V⊗ℓ, it follows from Proposition 3.1.1 that [Fℓ(M) : V (λ)] ̸= 0 ⇒ λ ∈ P+

ℓ ,

showing that indeed Fℓ(M) ∈ Gℓ.

Let wt : Pℓ → P+ be the map defined on the set of partitions of ℓ by

ξ = (ξj)j≥1 7→
n∑

j=1
(ξj − ξj+1)ωj. (3.1.4)

We have P+
ℓ = Im wt. Indeed, given ξ ∈ Pℓ, then |ξ| ≤ n implies that

lv(wt(ξ)) =
n∑

j=1
j(ξj − ξj+1) =

n∑
j=1

ξj = ℓ, (3.1.5)

whence Im wt ⊆ P+
ℓ follows. Conversely, given λ ∈ P+

ℓ , set ξλ to be the partition

ξλ =
(

n∑
i=1

λ(hi),
n∑

i=2
λ(hi), · · · , λ(hn)

)
(3.1.6)

such that ∑j(ξλ)j = lv(λ) = ℓ and λ(hj) = (ξλ)j − (ξλ)j+1. Thus, wt(ξλ) = λ shows the
remaining inclusion P+

ℓ ⊆ Im wt.

The following theorem plays an essential role in the proof of Theorem 3.1.2.

Theorem 3.1.3. ([31], Proposition 15.15) Let M ∼= S(ξ) be an irreducible Sℓ-module for
ξ ∈ Pℓ. Then, Fℓ(M) ∼= V (wt(ξ)) as g-modules. In particular, Fℓ(M) ∈ Gℓ.

We finally prove Theorem 3.1.2.
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Proof of Theorem 3.1.2. Since we are dealing with the categories Gℓ and Sℓ in which
every object is completely reducible, and Fℓ : Sℓ → Gℓ is additive, it suffices to show that
Fℓ is essentially surjective, full and faithful for irreducible objects in the corresponding
categories as in the steps below.

1. Given V in Gℓ irreducible, there exists ξ ∈ Pℓ such that Fℓ(S(ξ)) ∼= V .

Since V is irreducible, it follows that V ∼= V (λ) for some λ ∈ P+
ℓ . Using the fact that wt

is surjective on P+
ℓ , we have wt(ξλ) = λ, and Theorem 3.1.3 ensures Fℓ(S(ξλ)) ∼= V (λ).

2. Given M,N ∈ Sℓ simple, set V = Fℓ(M),W = Fℓ(N). Then, Fℓ : HomSℓ
(M,N) →

HomGℓ
(V,W ), defined by f 7→ f ⊗ 1, is an isomorphism.

Let M ∼= S(ξ) and N ∼= S(χ), where ξ, χ∈ Pℓ. By Theorem 3.1.3, it follows that
V ∼= V (λ) and W ∼= V (µ), where λ = wt(ξ) and µ = wt(χ). By irreducibility, no-
tice that HomGℓ

(V,W ) ̸= {0} if and only if V and W are isomorphic. Since both are
highest-weight modules, it turns out that HomGℓ

(V,W ) ̸= {0} if and only if λ = µ. Sim-
ilarly, by irreducibility, we have HomSℓ

(M,N) ̸= {0} if and only if ξ = χ. Therefore,
HomSℓ

(M,N) ̸= {0} if and only if HomGℓ
(V,W ) ̸= {0}. Now, if HomGℓ

(V,W ) = {0}, the
map Fℓ is clearly surjective. Assuming HomGℓ

(V,W ) ̸= {0}, then HomSℓ
(M,N) ̸= {0}.

Since dim HomGℓ
(V,W ) = 1, it suffices to exhibit f ∈ HomSℓ

(M,N) such that 0 ̸= f ⊗ 1
in HomGℓ

(V,W ). Choosing any 0 ̸= f ∈ HomSℓ
(M,N), it is necessarily an isomorphism

of Sℓ-modules and, since (f ⊗ 1) ◦ (f−1 ⊗ 1) = 1V , (f−1 ⊗ 1) ◦ (f ⊗ 1) = 1W , it follows
that f ⊗ 1 ̸= 0, so Fℓ must be surjective. For the injectivity, assume that f ⊗ 1 = g ⊗ 1.
Hence, (f − g) ⊗ 1 = 0 and f − g = 0 follows, otherwise f − g ̸= 0 is an isomorphism and
(f − g) ⊗ 1 ̸= 0 by the previous argument.

We finalize this section with the next two results in [17] which will be relevant to the
study of the affine Schur-Weyl duality in the next section.

Proposition 3.1.4. Let M ∈ Sℓ and write Pℓ(M) = {ξ ∈ Pℓ : [M : S(ξ)] ̸= 0}. Suppose
that v0 ∈ V⊗ℓ satisfies [U(g)v0 : V (wt(ξ))] ̸= 0 for all ξ ∈ Pℓ(M). Then, the linear map
M → Fℓ(M), m 7→ m⊗ v0, is injective.

Proof. First, let us suppose that M is simple, say M ∼= S(η) = cη ·C[Sℓ], where η ∈ Sℓ and
cη ∈ C[Sℓ] is the corresponding Young symmetrizer. Fix any isomorphism f : M → S(η)
and notice that Fℓ(M) ∼= cη ·V⊗ℓ via the isomorphism m⊗ v 7→ f(m) · v. If 0 ̸= m ∈ M is
such that m⊗ v0 = 0, then f(m) · v0 = 0 implies that ann v0 = {s ∈ S(η) : s · v0 = 0} is a
non-zero submodule of S(η), so that S(η) = ann v0 by irreducibility. In particular, this
implies that cη · v0 = 0, thus, in order to show the injectivity of m 7→ m⊗ v0, it suffices to
show that cη · v0 ̸= 0.
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Since C[Sℓ] decomposes as in (1.6.3), and Fℓ(S(ξ)) ∼= cξ · V⊗ℓ by (3.1.3), we have

⊕
ξ∈Pℓ

Fℓ(S(ξ))⊕dξ ∼=
⊕
ξ∈Pℓ

(
cξ · V⊗ℓ

)⊕dξ = V⊗ℓ.

We claim that the projection v′ of v0 in
(
cη ·V⊗ℓ

)⊕dη is not zero. Indeed, given any ξ ∈ Pℓ,
by Theorem 3.1.3 and (3.1.3) we have V (wt(ξ)) ∼= cξ · V⊗ℓ, so [cξ · V⊗ℓ : V (wt(η))] = 0 for
all ξ ̸= η. In particular, we have

[(
cξ · V⊗ℓ

)
∩ U(g)v0 : V (wt(η))

]
= 0. Since by hyphotesis

we have [U(g)v0 : V (wt(η))] ̸= 0, it follows that v′ ̸= 0.

By Proposition 1.6.2, recall that c2
η = λcη for some scalar λ ̸= 0. Writing v′ = cη · v′′

with v′′ ∈
(
V⊗ℓ

)⊕dη \ {0}, we have

cη · v′ = λcη · v′′ = λv′ ̸= 0,

whence cη · v0 ̸= 0. This proves the injectivity of m 7→ m⊗ v0 in the case that M is simple.

Now, for the general case, we have M ∼=
⊕

j S(ξj) and Fℓ(M) ∼=
⊕

jFℓ(S(ξj). Since
S(ξj) → Fℓ(S(ξj)) is injective, if x = x1 + · · · + xn ∈ M satisfies x⊗ v0 = 0, as the sum is
direct, we have x1 ⊗ v0 = · · · = xn ⊗ v0 = 0, then x1 = · · · = xn = 0.

Corollary 3.1.5. If v = vi1 ⊗ · · · ⊗ viℓ
∈ V⊗ℓ with ij ≠ ik for j ̸= k, then the linear map

M → Fℓ(M),m 7→ m⊗ v is injective.

Proof. Since the factors composing v are all distinct, it follows from Proposition 1.7.2 that
V⊗ℓ = U(g)v. Given ξ ∈ Pℓ such that [M : S(ξ)] ̸= 0, since wt(ξ) ∈ P+

ℓ by (3.1.5), then
[V⊗ℓ :V (wt(ξ))] ̸= 0 follows from Proposition 3.1.1. Thus, V⊗ℓ = U(g)v guarantees the
hyphotesis of Proposition 3.1.4 for v0 = v, whence m 7→ m⊗ v,m ∈ M, is injective.

3.2 The affine Schur-Weyl duality
In this section we give a detailed proof of the affine Schur-Weyl duality. As mentioned

in the Introduction, this equivalence between certain categories of finite-dimensional
modules for the extended affine symmetric group S̃ℓ and the affine Lie algebra ĝ′ was
claimed in Chari and Pressley’s article [17] to follow from an analogous proof scheme that
was originally developed in the context of categories of finite-dimensional modules for
the quantum affine algebra Uq(ĝ′) and the affine Hecke algebra Ĥℓ(q2). The proof here
presented is in fact a straightforward adaptation of the proof scheme developed in that
article. Since the categories of finite-dimensional modules for g̃ and ĝ′ are equivalent, for
simplicity we rather chose to state this equivalence of categories in terms of categories of
finite-dimensional modules for S̃ℓ and the loop algebra g̃.
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The extended affine symmetric group S̃ℓ is the semi-direct product S̃ℓ = Zℓ ⋊ Sℓ

obtained by the action (1.7.10) of Sℓ on Zℓ of permuting factors. By Proposition 1.6.1, the
group S̃ℓ is isomorphic to the group given by generators σi, 1 ≤ i ≤ ℓ− 1, y±1

j , 1 ≤ j ≤ ℓ,

satisfying the defining relations (1.6.1) of Sℓ along with

y−1
i yi = yiy

−1
i =1, yiyj = yjyi

yjσi = σiyj, j ̸∈ {i, i+ 1}, σiyi = yi+1σi for all i, j,
(3.2.1)

where the first and second line above refer, respectively, to the defining relations of Zℓ and
how the relations of Sℓ and Zℓ behave with respect to the semi-direct product. Here, the
elements σi are identified with the transpositions (0, (i, i+1) ) and y±1

j are identified with
(±ej, 1), where ej denotes the j-th vector of the canonical basis of Zℓ. In what follows, for
convenience, we shall identify S̃ℓ with its presentation given by generators and relations
so that we can refer directly to the variables yj, σi as being elements in S̃ℓ. In this sense,
C[S̃ℓ] is seen to contain the ring C[y±1

1 , · · · , y±1
ℓ ], and the subgroup generated by σi is

identified with the symmetric group Sℓ.

We now define the categories which will be shown to be equivalent. Let S̃ℓ be
the abelian category of right finite-dimensional S̃ℓ-modules, and let G̃ℓ be the full
subcategory of the abelian category of left finite-dimensional g̃-modules whose objects lie
in Gℓ when regarded as g-modules. Notice that the g-structure of the objects in G̃ℓ ensures
that this full subcategory is also abelian by Lemma 1.9.1. Henceforth, we construct the
desired functor between these two categories, as well as develop all the necessary tools to
give a detailed proof of their equivalence.

Given M ∈ S̃ℓ, by the canonical inclusion Sℓ → S̃ℓ, one can consider the g-module
Fℓ(M) = M ⊗C[Sℓ] V⊗ℓ ∈ Gℓ studied in the context of the classical Schur-Weyl duality,
with the corresponding representation of g induced from (3.1.2) being denoted here by
ρM : g → End(Fℓ(M)). Recalling (1.7.8), (1.7.9), notice that

ρM(x)(m⊗ v) =
ℓ∑

j=1
m⊗ ∆j(x)(v) for all m ∈ M, v ∈ V⊗ℓ. (3.2.2)

We aim to extend the above representation of g to a representation ρ̃M : g̃ → gl(Fℓ(M)) in
a way that the corresponding endomorphism of x±

0 ∈ g̃ satisfies

ρ̃M(x±
0 )(m⊗ v) =

ℓ∑
j=1

m·y±1
j ⊗ ∆j(x∓

θ )(v) . (3.2.3)

Once this extension is acquired, the g̃-module F̃ℓ(M) thus obtained will establish the
intended functor between the categories S̃ℓ and G̃ℓ by assigning M 7→ F̃ℓ(M).

Lemma 3.2.1. There exist unique ρ̃M(x±
0 ) ∈ End(Fℓ(M)) satisfying (3.2.3).
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Proof. We only show the result for ρ̃M (x+
0 ), since the existence and uniqueness of ρ̃M (x−

0 )
can be proved analogously.

Set ρ+
0 :M ×V⊗ℓ → Fℓ(M) by (m, v) 7→ ∑ℓ

j=1 m · yj ⊗ ∆j(x−
θ )(v) for m ∈ M, v ∈ V⊗ℓ.

We have to verify that ρ+
0 is C[Sℓ]-bilinear, since the universal property of tensor products

over rings ensures the existence of a unique ρ̃M (x+
0 ) ∈ End(Fℓ(M)) satisfying (3.2.3). Since

ρ+
0 is clearly C-linear in each of its entries, we are left to show that ρ+

0 (m·σi, v) = ρ+
0 (m,σi·v)

holds for arbitrary σi ∈ Sℓ,m ∈ M and v ∈ V⊗ℓ. In explicit terms, we have to show that

ℓ∑
j=1

m · σiyj ⊗ ∆j(x−
θ )(v) =

ℓ∑
j=1

m · yj ⊗ ∆j(x−
θ )(σi · v). (3.2.4)

Given index j ̸∈ {i, i+ 1}, 1 ≤ j ≤ ℓ, we have σi · ∆j(x−
θ )(v) = ∆j(x−

θ )(σi · v). Since
in this case σiyj = yjσi by (3.2.1), then

m·σiyj ⊗∆j(x−
θ )(v) = m·yjσi⊗∆j(x−

θ )(v) = m·yj ⊗σi ·∆j(x−
θ )(v) = m·yj ⊗∆j(x−

θ )(σi ·v).

Therefore, (3.2.4) reduces to verifying that

m·σiyi⊗∆i(x−
θ )(v)+m·σiyi+1⊗∆i+1(x−

θ )(v)=m·yi+1⊗∆i+1(x−
θ )(σi·v)+m·yi⊗∆i(x−

θ )(σi·v).
(3.2.5)

Now, one checks that σi · ∆i(x−
θ )(v) = ∆i+1(x−

θ )(σi · v) and that σi · ∆i+1(x−
θ )(v) =

∆i(x−
θ )(σi · v). Thus, from the relations σiyi = yi+1σi, σiyi+1 = yiσi in (3.2.1), we obtain

m · σiyi ⊗ ∆i(x−
θ )(v) = m · yi+1 ⊗ ∆i+1(x−

θ )(σi · v)

m · σiyi+1 ⊗ ∆i+1(x−
θ )(v) = m · yi ⊗ ∆i(x−

θ )(σi · v),

whence (3.2.5) immediately follows.

In order to utilize the endomorphisms ρ̃M(x±
0 ) given by the previous lemma and the

endomorphisms ρM(xi), ρM(hi), i ∈ I, given by the representation ρM of g on Fℓ(M) to
construct the intended representation of g̃ on Fℓ(M), we shall work extensively with the
presentation of g̃ in terms of generators and relations seen in Section 1.5. Since the central
element of ĝ is the one seen in (1.7.5), by (1.5.2) the loop algebra g̃ is isomorphic to
the Lie algebra FL(X)/⟨R′⟩, where FL(X) is the free Lie algebra over the set of formal
generators X = {X±

i , H
±
i : i ∈ Î}, and R′ is the set{

[Hi, Hj], (1−δi,j)ad(X±
i )1−ci,j (X±

j ),±ci,jX
±
j −[Hi, X

±
j ], [X+

i , X
−
j ]−δi,jHi,

n∑
i=0

Hi : i, j∈Î
}

with the integers cij above being the entries of the Cartan matrix of affine type (1.7.4).
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We now define a map rX : X → gl(Fℓ(M)) by assigning

X±
i 7→ ρM(x±

i ), Hi 7→ ρM(hi), i ∈ I,

X±
0 7→ ρ̃M(x±

0 ), H0 7→
[
ρ̃M(x+

0 ), ρ̃M(x−
0 )
]
.

(3.2.6)

By the universal property of free Lie algebras, this map gives rise to a unique representation
ϱ :FL(X) → gl(Fℓ(M)) such that ϱ

∣∣∣
X

= rX . In the next theorem, we show that R′ ⊆ Ker ϱ,
so that we obtain an induced homomorphism of Lie algebras

ϱ̃ : FL(X)/⟨R′⟩ → gl(Fℓ(M)),

i.e., a representation of FL(X)/⟨R′⟩ on Fℓ(M). We abuse notation and also denote by
X the image of X under the canonical homomorphism FL(X) → FL(X)/⟨R′⟩, as well
as keep the notation X±

i , Hi, i ∈ Î , for its elements in this quotient. In particular, since
g̃ ∼= FL(X)/⟨R′⟩ and ϱ̃

∣∣∣
X

= rX , the representation ϱ̃ ensures that there exists ρ̃M : g̃ →
gl(Fℓ(M)) extending ρM as desired.

Theorem 3.2.2. We have R′ ⊆ Ker ϱ. In particular, there exists a representation ρ̃M : g̃ →
gl(Fℓ(M)) extending ρM and such that the action of the elements x±

0 satisfies (3.2.3).

Proof. By Serre’s Theorem on semi-simple Lie algebras, the Lie algebra g is isomorphic
to the subalgebra of F (X)/⟨R′⟩ generated by X±

i , H
±
i , i ∈ I, satisfying the defining

relations (1.5.2) above restricted to indexes belonging to I. In this way, since ϱ(X±
i ) =

ρM(x±
i ), ϱ(Hi) = ρM(hi), i ∈ I, and ρM is a proper representation of g, all the elements

of R′ not involving X±
0 , H0 are, thus, already in the kernel of ϱ. Therefore, we are left to

verify that the following elements are vanished by ϱ:

[H0, Hj] , ±c0,j X
±
j − [H0, X

±
j ] , ±cj,0 X

±
0 − [Hj, X

±
0 ] ,

±2X±
0 − [H0, X

±
0 ], [X+

0 , X
−
j ] , ad(X±

0 )1−c0,j (X±
j ) ,

n∑
i=0

Hi , j ̸= 0.

This verification is performed in the steps below. For the particular elements ±c0,j X
±
j −

[H0, X
±
j ], ±cj,0 X

±
0 − [Hj, X

±
0 ], 2X±

0 − [H0, X
±
0 ] and ad(X±

0 )1−c0,j (X±
j ), we remark that

we restricted ourselves to just verifying that X+
j − [H0, X

+
j ], cj,0 X

+
0 − [Hj, X

+
0 ], etc lie in

Ker ϱ, as the remaining ones can be verified analogously. Also, since y ∈ Ker ϱ if and only
if ϱ(y)(m ⊗ v) = 0 for every pure tensor of the form m ⊗ v, all the calculations in this
proof were performed on an arbitrary m⊗ v ∈ Fℓ(M).

1. ∑n
i=0 Hi ∈ Ker ϱ.

We begin by expressing the action of H0 on Fℓ(M) more explicitly. From the definition
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(3.2.3) of ρM(x±
0 ), we have

ρ̃M(x+
0 )(ρ̃M(x−

0 )(m⊗ v)) =
ℓ∑

j=1

ℓ∑
k=1

my−1
j yk ⊗ ∆k(x−

θ )(∆j(x+
θ )(v)),

ρ̃M(x−
0 )(ρ̃M(x+

0 )(m⊗ v)) =
ℓ∑

j=1

ℓ∑
k=1

myjy
−1
k ⊗ ∆k(x+

θ )(∆j(x−
θ )(v)).

(3.2.7)

For k ̸= j, one checks that ∆k(x−
θ )(∆j(x+

θ )(v)) = ∆j(x+
θ )(∆k(x−

θ )(v)), so (3.2.7) implies

ϱ(H0)(m⊗ v) =
ℓ∑

k=1
m⊗

(
∆k(x−

θ )∆k(x+
θ ) − ∆k(x+

θ )∆k(x−
θ )
)
(v) +

+
ℓ∑

j=1

ℓ∑
k ̸=j

m(y−1
j yk − yjy

−1
k ) ⊗ ∆k(x−

θ )(∆j(x+
θ )(v)).

(3.2.8)

Since y−1
j yk = yky

−1
j by the group relations (3.2.1), then

ℓ∑
j=1

ℓ∑
k ̸=j

m(y−1
j yk − yjy

−1
k ) = m

(∑
j<k

y−1
j yk −

∑
k<j

yjy
−1
k︸ ︷︷ ︸

=0

+
∑
k<j

y−1
j yk −

∑
j<k

yjy
−1
k︸ ︷︷ ︸

=0

)
= 0.

(3.2.9)
Plugging this relation back into (3.2.8), it then reduces to

ϱ(H0)(m⊗ v) =
ℓ∑

k=1
m⊗

(
∆k(x−

θ )∆k(x+
θ ) − ∆k(x+

θ )∆k(x−
θ )
)
(v) =

ℓ∑
k=1

m⊗ ∆k([x−
θ , x

+
θ ])(v),

showing that ϱ(H0) = −ρM([x+
θ , x

−
θ ]). Since [x+

θ , x
−
θ ]=∑n

i=1 hi holds in g by (1.7.2), then
ϱ
(∑n

i=1 Hi

)
= ρM

(
[x+

θ , x
−
θ ]
)

follows, whence ϱ
(∑n

i=0 Hi

)
= 0.

2. [H0, Hj], [X+
0 , X

−
j ] ∈ Ker ϱ.

Since ϱ(H0) = −ϱ
(∑n

i=1 Hi

)
= −∑n

i=1 ρM(hi) by the previous step, then

ϱ([H0, Hj]) = [ϱ(H0), ϱ(Hj)] = −
n∑

i=1
[ρM(hi), ρM(hj)] = −

n∑
i=1

ρM([hi, hj])︸ ︷︷ ︸
=0

= 0,

since we have [hi, hj] = 0 in g for all i, j ∈ I, and ρM is a representation of g.

Noticing that ∆k(x−
θ )(∆s(x−

j )(v)) = ∆s(x−
j )(∆k(x−

θ )(v)) for k ̸= s, from (3.2.2) and
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(3.2.3) we obtain

ϱ
(
[X+

0 , X
−
j ])(m⊗ v) = [ρ̃M(x+

0 ), ρM(x−
j )](m⊗ v) =

ℓ∑
k=1

myk ⊗ ∆k([x−
θ , x

−
j ])(v) +

+
ℓ∑

s=1

ℓ∑
k ̸=s

mys ⊗ (∆s(x−
θ )∆k(x−

j ) − ∆k(x−
j )∆s(x−

θ ))(v)︸ ︷︷ ︸
=0

=
ℓ∑

k=1
myk ⊗ ∆k([x−

θ , x
−
j ])(v).

(3.2.10)

Since [x−
θ , x

−
j ] = 0 in g, then ∆k([x−

θ , x
−
j ])(v) = 0 for all 1 ≤ k ≤ ℓ, whence ϱ([X+

0 , X
−
j ]) = 0

follows as well.

3. ad(X+
0 )1−c0,j (X+

j ) ∈ Ker ϱ.

From the entries c0,j of (1.7.4), we only have to verify that the following terms lie in Ker ϱ:

[X+
0 , [X+

0 , X
+
1 ]], [X+

0 , [X+
0 , X

+
n ]] and [X+

0 , X
+
j ] = 0 for j ̸∈ {1, n}.

We begin with [X+
0 , X

+
j ] = 0, j ̸∈ {1, n}. Since [x−

θ , x
+
j ] = 0 holds in g for j ̸∈ {1, n}, then

∆k(x−
θ )(∆s(x+

j )(v)) = ∆s(x+
j )(∆k(x−

θ )(v)) for all 1 ≤ k, s ≤ ℓ. Hence,

ρ̃M(x+
0 )(ρM(x−

j )(m⊗ v)) =
ℓ∑

s=1

ℓ∑
k=1

mys ⊗ ∆s(x−
θ )(∆k(x−

j )(v))

=
ℓ∑

k=1

ℓ∑
s=1

mys ⊗ ∆k(x−
j )(∆s(x−

θ )(v)) = ρM(x−
j )(ρ̃M(x+

0 )(m⊗ v))

shows that ϱ([X+
0 , X

+
j ]) = [ρ̃M(x+

0 ), ρM(x−
j )] = 0.

We now show that [X+
0 , [X+

0 , X
+
1 ]] ∈ Ker ϱ. By similar reasoning which led to (3.2.10),

we have
[ρ̃M(x+

0 ), ρM(x+
1 )](m⊗ v) =

ℓ∑
k=1

myk ⊗ ∆k([x−
θ , x

+
1 ])(v).

Since ∆k(x−
θ )(∆j([x−

θ , x
+
1 ])(v)) = ∆j(x−

θ )(∆k([x−
θ , x

+
1 ])(v)) for k ̸= j, taking the bracket

with ρ̃M(x+
0 ) on both sides yields

[ρ̃M(x+
0 ), [ρ̃M(x+

0 ), ρM(x+
1 )]](m⊗ v) =

ℓ∑
k=1

myk ⊗ ∆k([x−
θ , [x−

θ , x
+
1 ]])v+

+
ℓ∑

j=1

ℓ∑
k ̸=j

m(y−1
j yk − yjy

−1
k ) ⊗ ∆k(x−

θ )∆j([x−
θ , x

+
1 ])v.

(3.2.11)

Since [x−
θ , [x−

θ , x
+
1 ]] = 0 in g, then ∆k([x−

θ , [x−
θ , x

+
1 ]]) = 0 for all 1 ≤ k ≤ ℓ, which combined

with (3.2.9) ensures that (3.2.11) above vanishes, showing that ϱ([X+
0 , [X+

0 , X
+
1 ]]) = 0. An
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analogous argument also shows that [X+
0 , [X+

0 , X
+
n ]] ∈ Ker ϱ.

4. [Hj, X
+
0 ] − cj, 0X

+
0 ∈ Ker ϱ.

We first suppose j ̸∈ {1, n}. Since ϱ(Hj) = ρM(hj) = [ρM(x+
j ), ρM(x−

j )] = ϱ([X+
j , X

−
j ]),

from the Jacobi Identity we notice that

ϱ([Hj, X
+
0 ]) = ϱ([X+

j , [X−
j , X

+
0 ]]) − ϱ([X−

j , [X+
j , X

+
0 ]]).

By steps 2 and 3 above, we have ϱ([X−
j , X

+
0 ]) = ϱ([X+

j , X
+
0 ]) = 0, so ϱ([Hj, X

+
0 ]) = 0.

Since cj,0 = 0 for j ̸∈ {1, n}, it follows that [Hj, X
+
0 ] − cj,0X

+
j ∈ Ker ϱ.

It now remains to show that [H1, X
+
0 ]+X+

0 , [Hn, X
+
0 ]+X+

0 ∈ Ker ϱ, as c1,0 = c1, n = −1.
We provide the details only for [H1, X

+
0 ] + X+

0 . Once more, applying similar reasoning
which led to (3.2.10), we obtain that

[ρM(h1), ρ̃M(x+
0 )](m⊗ v) =

ℓ∑
k=1

myk ⊗ ∆k([h1, x
−
θ ])(v).

Since [h1, x
−
θ ] = −x−

θ in g, the above implies that [ρM(h1), ρ̃M(x+
0 )] + ρ̃M(x+

0 ) = 0 by
(3.2.3), which is equivalent to ϱ([H1, X

+
0 ] +X+

0 ) = 0.

5. [H0, X
+
j ] − c0,jX

+
j , [H0, X

+
0 ] − 2X+

0 ∈ Ker ϱ.

Since ϱ(H0) = −∑n
i=1 ϱ(Hi) by step 1, we obtain

ϱ([H0, X
+
0 ]) = −

n∑
i=1

ϱ([Hi, X
+
0 ]) = −

n∑
i=1

cj, 0 ϱ(X+
0 ) = 2ϱ(X+

0 ),

where in the second identity we used the previous step. Similarly, since ϱ([Hi, X
+
j ]) =

ρM [hi, x
+
j ] = ci,j ϱ(X+

j ), we also have

ϱ([H0, X
+
j ]) = −

n∑
i=1

ϱ([Hi, X
+
j ]) = −

n∑
i=1

ci,j ϱ(X+
j ) = c0,j ϱ(X+

j ),

and step 5 follows.

Using the g̃-module F̃ℓ(M) given by the extension ρ̃M of the previous theorem, we
define a functor F̃ℓ : S̃ℓ → G̃ℓ mapping each object and each morphism f : M → N of
S̃ℓ-modules by

M 7→ F̃ℓ(M), f 7→ F̃ℓ(f) = f ⊗ 1.

Our next goal is to prove that under the restriction ℓ ≤ n this functor establishes the
affine Schur-Weyl duality.
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Theorem 3.2.3. When ℓ ≤ n, the functor F̃ℓ : S̃ℓ → G̃ℓ establishes an equivalence of
categories.

From now on, suppose that ℓ ≤ n. Using the canonical basis {v1, · · · , vn+1} of
V = Cn+1, we inductively set

v(1) = vn+1 ⊗ v2 ⊗ v3 ⊗ · · · ⊗ vℓ, v(j) = (j − 1, j) · v(j−1) for 2 ≤ j ≤ ℓ,

w(1) = v1 ⊗ v2 ⊗ · · · ⊗ vℓ, and w(j) = (j − 1, j) · w(j−1) for 2 ≤ j ≤ ℓ.
(3.2.12)

Regarding the decomposition of V⊗ℓ as a weight module, notice that

v(j) ∈ V⊗ℓ
ωℓ−θ and w(j) ∈ V⊗ℓ

ωℓ
, 1 ≤ j ≤ ℓ. (3.2.13)

Fix an arbitrary W ∈ G̃ℓ and let M ∈ Sℓ be such that Fℓ(M) ∼= W as g-modules
by the classical Schur-Weyl duality. We want to define an action of S̃ℓ on M so that the
S̃ℓ-module M̃ thus obtained is such that F̃ℓ(M̃) ∼=W as g̃-modules. Fix an isomorphism
of g-modules f : Fℓ(M) →W and define an action of g̃ on Fℓ(M) by

x·u = f−1(x·f(u)), x ∈ g̃, u ∈ Fℓ(M). (3.2.14)

In particular, notice that if x ∈ g, then (3.2.14) is equal to the standard action (3.2.2) of
x on Fℓ(M).

Lemma 3.2.4. There exist unique A±
j ∈ End(M), up to a choice of f , such that

x−
0 (m⊗ v(j)) = A−

j (m) ⊗ w(j) and x+
0 (m⊗ w(j)) = A+

j (m) ⊗ v(j), 1 ≤ j ≤ ℓ.

Proof. Recall that the decomposition of Fℓ(M) as a weight module is the one induced by
the decomposition of V⊗ℓ itself. In particular, we have m⊗ v(j) ∈ Fℓ(M)ωℓ−θ by (3.2.13).
Moreover, since x±

0 ∈ g∓θ ⊗ t±1, then x−
0 (m ⊗ v(j)) ∈ Fℓ(M)ωℓ

follows by (2.2.16). Now,
notice that {σ · w(j) : σ ∈ Sℓ} is a basis of V⊗ℓ

ωℓ
by Proposition 1.7.3, so there exist unique

mσ,j ∈ M such that

x−
0 (m⊗ v(j)) =

∑
σ∈Sℓ

mσ,j ⊗ σ · w(j) =
∑

σ∈Sℓ

mσ,j · σ ⊗ w(j) =
( ∑

σ∈Sℓ

mσ,j · σ
)

⊗ w(j).

In other words,

x−
0 (m⊗ v(j)) = m−

j ⊗ w(j), where m−
j =

∑
σ∈Sℓ

mσ,j · σ.

Let A−
j ∈ End(M) be the linear transformation m 7→ m−

j . It remains to check its
uniqueness. Since the factors composing w(j) are all distinct, it follows from Corollary
3.1.5 that the linear map m 7→ m ⊗ w(j), m ∈ M, is injective. If A ∈ End(M) satisfies



Chapter 3. The classical and affine Schur-Weyl Duality 58

x−
0 (m⊗v(j)) = A(m)⊗w(j) for all m ∈ M , then A(m)⊗w(j) = x−

0 (m⊗v(j)) = A−
j (m)⊗w(j)

implies that A−
j (m) = A(m), so A−

j is unique.

Analogously, since x+
0 ·Fℓ(M)ωℓ

⊆ Fℓ(M)ωℓ−θ and {σ·v(j) : σ ∈ Sℓ} is a basis of the
weight space V⊗ℓ

ωℓ−θ, we can write

x+
0 (m⊗ w(j)) = m+

j ⊗ v(j)

and define a unique A+
j ∈ End(M) by m 7→ m+

j .

The linear operators A±
j relate to the action (3.2.14) of x±

0 on Fℓ(M) as follows:

Lemma 3.2.5. For every u ∈ Fℓ(M), the action of x±
0 given by (3.2.14) satisfies

x±
0 ·u =

ℓ∑
j=1

(
A±

j (m) ⊗ ∆j(x∓
θ )
)
(u). (3.2.15)

Proof. It suffices to consider u of the form u = m⊗v, where m ∈ M and v = vi1 ⊗· · ·⊗viℓ

is a basis element of V⊗ℓ, {i1, · · · , iℓ} ⊆ {1, · · · , n+ 1}. We write the details only for x−
0 ,

since the proof for x+
0 is analogous. In this case, (3.2.15) can be rewritten as

x−
0 (m⊗ v) =

∑
k:ik=n+1

A−
k (m) ⊗ ∆k(x+

θ )(v). (3.2.16)

Define the set
Kv = {k : 1 < ik < n+ 1}

and let r = #{k : ik = 1}, s = #{k : ik = n+ 1}. For convenience, denote by a the Lie
subalgebra generated by x±

i , 1 < i < n, and notice that [x−
0 , a] = 0 by (1.7.4). The fact

that x−
0 lies in the center of a will be used multiple times in this proof without any further

mention.

If s = 0, the right-hand side of (3.2.16) is clearly zero. Since v has weight µ =
ℓω1 −∑

k ckαk with ck ≥ 0 as in (1.7.17), the assumption s = 0 also implies that cn = 0. If
x−

0 (m⊗ v) ̸= 0, then x−
0 (m⊗ v) ∈ Fℓ(M)µ+θ with µ+ θ ∈ wt

(
V⊗ℓ

)
. In particular, since

cn = 0 and θ = ∑n
k=1 αk, then

µ+ θ = ℓω1 − µ̃ for some µ̃ ̸∈ Q+,

which contradicts the fact, given by (1.7.17), that any weight of V⊗ℓ is lower than ℓω1. In
this way, we can assume s ≥ 1 and 1 ≤ r+ s ≤ ℓ. Since ℓ ≤ n, then #Kv = ℓ−r−s ≤ n−1,
so the vector v may satisfy the condition

ij ̸= ik for every j, k ∈ Kv, j ̸= k. (3.2.17)
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For now, assume that we have proved (3.2.16) for the particular case of vectors satisfying
this condition and let us deduce the general case from it. Given v that does not satisfy
(3.2.17), choose any v′ = vi′

1
⊗ · · · ⊗ vi′

ℓ
with Kv′ = Kv that satisfies (3.2.17) as well as

i′k = ik for all k ̸∈ Kv′ . (3.2.18)

Notice that v = x · v′ for some x ∈ U(a) by Proposition 1.7.2. Applying (3.2.16) to v′

yields the following

x−
0 (m⊗ v) = xx−

0 (m⊗ v′) = x·
( ∑

k:ik=n+1
A−

k (m) ⊗ ∆k(x+
θ )(v′)

)
. (3.2.19)

Since [x+
θ , x] = 0, it then follows that

x−
0 (m⊗ v) =

∑
k:ik=n+1

A−
k (m) ⊗ ∆k(x+

θ )(v),

obtaining (3.2.16) as desired. Thus, it remains to prove the lemma for v satisfying (3.2.17).
We proceed by induction on s with subinduction on r as follows.

We begin by first proving the inductive argument on r for all s, instead of the base case
r = 0 by induction on s, which is more complex. So let us assume the inductive hyphotesis
on r > 0 and choose any k0 such that ik0 = 1. First, suppose that 2 ̸∈ {ik : k ∈ Kv}. In this
case, let v′ be the vector obtained from v by replacing v1 at the k0-th tensor factor by v2 so
that v = x+

1 ·v′. In particular, notice that the induction hypothesis on r applies to v′. Since
[x−

0 , x
+
1 ] = [x+

1 , x
+
θ ] = 0, an application of the computation (3.2.19) with x = x+

1 shows
that the result holds in this case. Now, suppose that 2 ∈ {ik : k ∈ Kv}. Since r + s ≥ 2,
notice that {2, · · · , n} ̸⊆ {ik : k ∈ Kv}, so there exists v′ = vi′

1
⊗ · · · ⊗ vi′

ℓ
satisfying

(3.2.17), (3.2.18), and such that 2 /∈ {i′k : k ∈ Kv′}. We have just shown that (3.2.15) holds
for such a v′, while Proposition 1.7.2 ensures that v = x · v′ for some x ∈ U(a). Another
application of (3.2.19) thus completes the induction step on r.

We are left to treat the case r = 0 by induction on s. If s = 1, let k be the unique
element such that ik = n+ 1 and let x ∈ U(a) be such that v = x · v(k) by Proposition
1.7.2. Then, Lemma 3.2.4 says that (3.2.16) holds for v(k), so (3.2.19) with v′ = v(k) shows
that the result holds for this case as well. Suppose that s > 1 and assume the inductive
hyphotesis on s. The condition s > 1 also implies {2, · · · , n} ̸⊆ {ik : k ∈ Kv}, so there
exists basis vectors satisfying (3.2.17), (3.2.18), and such that none of its tensor factors
equals to vn. It then suffices to prove that the result holds for this type of vectors, since
this case combined with another application of Proposition 1.7.2 and (3.2.19) ensure that
the result holds for a general v with s > 1 and r = 0. So suppose that n ̸∈ {ik : k ∈ Kv}.
Let k0 ̸= k′

0 be such that ik0 = ik′
0

= n + 1 and let v′ be the vector obtained from v by
replacing vn+1 at the k0, k

′
0-th tensor factor by vn. From the Serre relation [[x−

0 , x
−
n ]x−

n ] = 0
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and the construction of v′, we have the following identities

x−
nx

−
n · v′ = 2v and x−

0 x
−
nx

−
n (m⊗ v′) = 2x−

nx
−
0 x

−
n (m⊗ v′) − x−

nx
−
nx

−
0 (m⊗ v′),

which combine into

x−
0 (m⊗ v) = x−

nx
−
0 x

−
n (m⊗ v′) − 1

2x
−
nx

−
nx

−
0 (m⊗ v′). (3.2.20)

In the following, we calculate each of the summands of the right-hand side of (3.2.20) in
order to show that their sum verifies (3.2.16). We begin with x−

nx
−
0 x

−
n (m⊗ v′). Denote by

v′′ (v′′′) the vector obtained from v′ by replacing vn at the k0-th (k′
0-th) tensor factor by

vn+1 and notice that
x−

n (m⊗ v′) = m⊗ v′′ +m⊗ v′′′.

Since both v′′,v′′′ satisfy the induction hypothesis on s, applying x−
0 to both sides of the

above equality yields

x−
0 x

−
n (m⊗ v′) =

∑
k:ik=n+1

k ̸=k′
0

A−
k (m) ⊗ ∆k(x+

θ )(v′′) +
∑

k:ik=n+1
k ̸=k0

A−
k (m) ⊗ ∆k(x+

θ )(v′′′).

Now, v′′ ( v′′′ ) has vn only at the k′
0-th (k0-th) tensor factor by the fact that n ̸∈ {ik : k ∈

Kv}, whence x−
n · v′′ = x−

n · v′′′ = v. Since [x+
θ , x

−
n ] = 0, applying x−

n to each one of the
summands of the right-hand side of the above equality provides

x−
n

( ∑
k:ik=n+1

k ̸=k′
0

A−
k (m) ⊗ ∆k(x+

θ )(v′′)
)

=
∑

k:ik=n+1
k ̸=k′

0

A−
k (m) ⊗ ∆k(x+

θ )(v)

x−
n

( ∑
k:ik=n+1

k ̸=k0

A−
k (m) ⊗ ∆k(x+

θ )(v′′′)
)

=
∑

k:ik=n+1
k ̸=k0

A−
k (m) ⊗ ∆k(x+

θ )(v),

so the expression for x−
nx

−
0 x

−
n (m⊗ v′) becomes

x−
nx

−
0 x

−
n (m⊗ v′) =

∑
k:ik=n+1

A−
k (m) ⊗ ∆k(x+

θ )(v) +
∑

k:ik=n+1
k ̸=k0,k′

0

A−
k (m) ⊗ ∆k(x+

θ )(v). (3.2.21)

We now calculate x−
nx

−
nx

−
0 (m⊗ v′). Note that if s = 2, then v′ has no tensor factor equal

to vn+1, so x−
nx

−
n x

−
0 (m⊗ v′)︸ ︷︷ ︸

=0

= 0 reduces (3.2.20) to

x−
0 (m⊗ v) = x−

nx
−
0 x

−
n (m⊗ v′).

Furthermore, in this case (3.2.21) reduces to

x−
nx

−
0 x

−
n (m⊗ v′) = A−

k′
0
(m) ⊗ ∆k′

0
(x+

θ )(v) + A−
k0(m) ⊗ ∆k0(x+

θ )(v),
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whence (3.2.16) is verified for v with s = 2. Hence, we can assume s > 2. This condition
ensures that {2, · · · , n−1} ̸⊆ {ik : k ∈ Kv} and, once more, it suffices to suppose that
n−1 ̸∈ {ik : k ∈ Kv} by the same type of argument involving Proposition 1.7.2 and
(3.2.19). In particular, notice that n−1 ̸∈ {ik : k ∈ Kv′}. Denote by v0 the vector obtained
from v′ by replacing vn at the k0-th tensor factor by vn−1 so that x−

n−1· v0 = v′. The
induction hypothesis on the vector v0 gives us

x−
0 (m⊗ v0) =

∑
k:ik=n+1
k ̸=k0,k′

0

A−
k (m) ⊗ ∆k(x+

θ )(v0).

Since x−
nx

−
n · v′ = 2v, it follows that x−

nx
−
nx

−
n−1· v0 = 2v. Also, using that [x+

θ , x
−
n−1] =

[x−
n , x

+
θ ] = 0, then

1
2 x

−
nx

−
nx

−
0 (m⊗ v′) = 1

2 x
−
nx

−
nx

−
n−1x

−
0 (m⊗ v0)

= 1
2x

−
nx

−
nx

−
n−1

( ∑
k:ik=n+1
k ̸=k0,k′

0

A−
k (m) ⊗ ∆k(x+

θ )(v0)
)

=
∑

k:ik=n+1

k ̸=k0,k′
0

A−
k (m) ⊗ ∆k(x+

θ )(v).

(3.2.22)

One may check that plugging (3.2.22) and (3.2.21) back into (3.2.20) finally give the result
(3.2.16), finishing the base case of induction for r and the proof.

We now use the operators A±
j to extend the given representation η : Sℓ → GL(M)

of Sℓ to a representation η̃ of S̃ℓ on M ∈ Sℓ. Similarly as in the discussion preceding
Theorem 3.2.2, there exists a unique linear map defined on the free group of generators
σi, y

±1
j such that the corresponding automorphism for σi equals η(σi) and for y±1

j equals
A±

j , so we are left to verify that these automorphisms satisfy the same defining relations
as their group generators counterparts.

Theorem 3.2.6. There exists η̃ : S̃ℓ → GL(M) a representation of S̃ℓ extending η and
such that η̃(y±1

j ) = A±
j for all 1 ≤ j ≤ ℓ.

Proof. Since η is a representation of Sℓ, the endomorphisms η(σi) already satisfy the
defining relations associated with (1.6.1). Thus, from the group relations (3.2.1), we only
have to verify the following equalities

A−
r A

+
r = A+

r A
−
r = 1, A+

r A
+
s = A+

s A
+
r , r ̸= s,

A+
r+1 = η(σr)A+

r η(σr), A+
r η(σs) = η(σs)A+

r , r ̸∈ {s, s+ 1}
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as in the steps below.

1. A−
r A

+
r = A+

r A
−
r = 1.

Let v = vi1 ⊗ · · · ⊗ viℓ
∈ V⊗ℓ be any basis element, and let m ∈ M . By a similar reasoning

which led to (3.2.8), notice that Lemma 3.2.5 shows that [x+
0 , x

−
0 ](m⊗ v) is equal to

I1 =
ℓ∑

k=1

(
A+

k (A−
k (m)) ⊗ ∆k(x−

θ )(∆k(x+
θ )(v)) − A−

k (A+
k (m)) ⊗ ∆k(x+

θ )(∆k(x−
θ )(v))

)
+

+
ℓ∑

j=1

ℓ∑
k ̸=j

(
A+

j A
−
k − A−

k A
+
j )(m) ⊗ ∆k(x+

θ )(∆j(x−
θ )(v)).

Since [x+
0 , x

−
0 ] = −hθ in g̃, then [x+

0 , x
−
0 ](m⊗ v) is also equal to

I2 =
ℓ∑

k=1
m⊗

(
∆k(x−

θ )∆k(x+
θ ) − ∆k(x+

θ )∆k(x−
θ )
)
(v),

whence we obtain the equality I1 = I2. Choose v with ir = n + 1 and the remaining
ik ∈ {2, · · · , n} with ik ̸= ij for k ̸= j. In this case, we have ∆k(x−

θ )(v) = 0 for all k and
∆k(x+

θ )(v) = 0 for all k ̸= r. Thus, setting such v in I1 = I2, we obtain that

A+
r (A−

r (m)) ⊗ ∆r(x−
θ )(∆r(x+

θ )(v)) = m⊗ ∆r(x−
θ )(∆r(x+

θ )(v)). (3.2.23)

Since the linear mapm 7→ m⊗v is injective by Corollary 3.1.5, and ∆r(x−
θ )(∆r(x+

θ )(v)) = v,
(3.2.23) shows that A+

r A
−
r = 1. Similarly, one can prove the relation A−

r A
+
r = 1 as well.

2. A+
r A

+
s = A+

s A
+
r , r ̸= s.

Since A−
k A

+
k = A+

k A
−
k = 1 for k ∈ {r, s} by the previous step, notice that it suffices to

show A+
r A

−
s = A−

s A
+
r . Furthermore, step 1 also implies that

A−
k (A+

k (m))⊗∆k(x−
θ )(∆k(x+

θ )(v))−A+
k (A−

k (m))⊗∆k(x+
θ )(∆k(x−

θ )(v))

= m⊗
(
∆k(x−

θ )∆k(x+
θ ) − ∆k(x+

θ )∆k(x−
θ )
)
(v),

so the equality I1 = I2 above reduces to

ℓ∑
j=1

ℓ∑
k ̸=j

(
A+

j A
−
k − A−

k A
+
j )(m) ⊗ ∆k(x+

θ )(∆j(x−
θ )(v)) = 0. (3.2.24)

We now choose any v with ir = 1, is = n + 1, and the remaining ik ∈ {2, · · · , n} all
different. Then, we have ∆k(x+

θ )(∆j(x−
θ )(v)) = 0 whenever (j, k) ̸= (r, s), and (3.2.24)

reduces to the equality
(
A+

r A
−
s − A−

s A
+
r )(m) ⊗ ∆s(x+

θ )(∆r(x−
θ )(v)) = 0.
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Since v′ = ∆s(x+
θ )(∆r(x−

θ )(v)) has different composing tensor factors, the map m 7→ m⊗v′

is injective, so the above equality shows A+
r A

−
s = A−

s A
+
r .

3. A+
r+1 = η(σr)A+

r η(σr).

Using Lemma 3.2.4 we obtain

A+
r (m · σr) ⊗ v(r) = x+

0 (m · σr ⊗ w(r)), A+
r+1(m) ⊗ v(r+1) = x+

0 (m⊗ w(r+1)).

Since σr · w(r) = w(r+1) and σr · v(r) = v(r+1), then x+
0 (m · σr ⊗ w(r)) = x+

0 (m⊗ w(r+1)),
whence it follows that A+

r (m · σr) ⊗ v(r) = A+
r+1(m) ⊗ v(r+1) = A+

r+1(m) · σr ⊗ v(r). Thus,
A+

r η(σr) = η(σr)A+
r+1 follows by the fact that m 7→ m⊗ v(r) is injective.

4. A+
r η(σs) = η(σs)A+

r , r ̸∈ {s, s+ 1}.

By Lemma 3.2.5, we have

x+
0 (m⊗ σs · w(r)) =

ℓ∑
j=1

A+
j (m) ⊗ ∆j(x−

θ )(σs · w(r)) = A+
r (m) ⊗ ∆r(x−

θ )(σs · w(r)),

since r ̸∈ {s, s+ 1} ensures that σs · w(r) has a unique tensor factor equal to v1 at the r-th
position. Also, notice that ∆r(x−

θ )(σs · w(r)) = σs · ∆r(x−
θ )(w(r)) = σs · v(r), so the above

equality reduces to x+
0 (m⊗σs · w(r)) = A+

r (m) ⊗σs · v(r) = A+
r (m) ·σs ⊗ v(r). On the other

hand, from Lemma 3.2.4 we have A+
r (m ·σs) ⊗ v(r) = x+

0 (m ·σs ⊗ w(r)) = x+
0 (m⊗σs · w(r)),

whence the equality A+
r (m · σs) ⊗ v(r) = A+

r (m) · σs ⊗ v(r) follows. Once more, the map
m 7→ m⊗ v(r) being injective gives us the result.

We are finally able to prove Theorem 3.2.3.

Proof of Theorem 3.2.3. We begin by proving that F̃ℓ : S̃ℓ → G̃ℓ is essentially surjective
on objects. More explicitly, we use the S̃ℓ-module M̃ obtained from the previous theorem
and consider F̃ℓ(M̃) given by Theorem 3.2.2 to prove that F̃ℓ(M̃) ∼= W as g̃-modules,
where W ∈ G̃ℓ is the arbitrary g̃-module we have fixed earlier in this section and which
satisfies Fℓ(M) ∼= W via the isomorphism of g-modules f : Fℓ(M) → W . The isomorphism
between W and F̃ℓ(M̃) will be established by f itself, once we ensure that f commutes
with the action of g̃. In order to check it, it suffices to only verify that f commutes with
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the action of x±
0 . Indeed, for all m⊗ v ∈ F̃ℓ(M̃) we have

f(x±
0 (m⊗ v)) Theorem 3.2.2= f

(
ℓ∑

j=1
m·y±1

j ⊗ ∆j(x∓
θ )(v)

)

Theorem 3.2.6= f

(
ℓ∑

j=1
A±

j (m) ⊗ ∆j(x∓
θ )(v)

)
(3.2.15), (3.2.14)= f(f−1(x±

0 ·f(m⊗ v))) = x±
0 (f(m⊗ v)).

It remains to prove that F̃ℓ is full and faithful. Given any M,N ∈ S̃ℓ, set V =
F̃ℓ(M),W = F̃ℓ(N) and consider HomS̃ℓ

(M,N) → HomG̃ℓ
(V,W ), f 7→ f ⊗ 1. If f ⊗ 1 =

g ⊗ 1, in particular f, g are morphisms of Sℓ-modules with M,N ∈ Sℓ, whence f = g by
the equivalence of categories Fℓ : Sℓ → Gℓ of the classical Schur-Weyl duality.

Now, given any morphism of g̃-modules F : V → W , since F is in particular a
morphism of g-modules with V,W ∈ Gℓ, we have F = f ⊗ 1 for some morphism of Sℓ-
modules f : M → N given by the equivalence of Theorem 3.1.2. We show that f commutes
with the action of S̃ℓ on M,N given by Theorem 3.2.6 by showing that it commutes with
the action of each y±1

j , 1 ≤ j ≤ ℓ. Since x+
0 (F (m⊗v)) = F (x+

0 (m⊗v)) for any m⊗v ∈ V

with v = vi1 ⊗ · · · ⊗ viℓ
, we have that

ℓ∑
k=1

f(m · yk) ⊗ ∆k(x−
θ )(v) =

ℓ∑
k=1

f(m) · yk ⊗ ∆k(x−
θ )(v). (3.2.25)

Thus, given any 1 ≤ j ≤ ℓ, choose v with ij = 1 and the remaining ik ∈ {2, · · · , n+ 1} all
different, so that (3.2.25) reduces to

f(m·yj) ⊗ ∆j(x−
θ )(v) = f(m)·yj ⊗ ∆j(x−

θ )(v),

which shows that f(m · yj) = f(m) · yj by Corollary 3.1.5. Since y−1
j yj = 1, then

(
f(m·y−1

j ) − f(m)·y−1
j

)
·yj = f(m · y−1

j yj) − f(m) = 0,

whence f(m)·y−1
j = f(m·y−1

j ) follows as well. Hence, the map f : M → N is shown to be
an homomorphism of S̃ℓ-modules.

Remark. Since F̃ℓ : S̃ℓ → G̃ℓ is an equivalence between abelian categories, then F̃ℓ is
exact and reflect exactness. In particular, F̃ℓ(M) is a simple object if and only if M is a
simple object.
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3.3 Zelevinsky tensor products and evaluation representations
In Chari and Pressley’s article [17], the notion of Zelevinsky tensor product was

introduced in the context of modules for the affine Hecke algebra Ĥℓ(q2). In particular, it
was shown that this notion was well-behaved with respect to the functor that established the
equivalence between the categories of Uq(ĝ′)-modules and Ĥℓ(q2)-modules there discussed.
In this section, we shall develop in the context of the S̃ℓ-modules an analogous concept to
the Zelevinsky tensor product. Similarly to the setting of Ĥℓ(q2)-modules, this concept will
be seen to behave in a special way with respect to the functor F̃ℓ of the affine Schur-Weyl
duality. This property, along with the notion of evaluation representations for S̃ℓ-modules,
will be instrumental in the process of describing, up to isomorphism, the simple S̃ℓ-modules
corresponding via F̃ℓ to the simple g̃-modules.

We first develop the concept of Zelevinsky tensor products in the category Sℓ as
follows. For ℓ1, ℓ2 ∈ Z>0, let ιℓ1,ℓ2 :C[Sℓ1 ]⊗C[Sℓ2 ] → C[Sℓ1+ℓ2 ] be the unique homomorphism
of algebras such that we have

ιℓ1,ℓ2(σi ⊗ 1) = σi, i = 0, · · · , ℓ1 − 1,

ιℓ1,ℓ2(1 ⊗ σi) = σi+ℓ1 , i = 0, · · · , ℓ2 − 1,
(3.3.1)

where we set σ0 = σℓ1 = 1. Given right Sℓi
-modules Mi ∈ Sℓi

, i = 1, 2, recall that the
tensor product M1 ⊗M2 is a right C[Sℓ1 ] ⊗ C[Sℓ2 ]-module such that

(m1 ⊗m2) · (s1 ⊗ s2) = (m1 · s1) ⊗ (m2 · s2) for mi ∈ Mi, si ∈ C[Sℓi
], i = 1, 2.

Set ℓ = ℓ1 +ℓ2. Since C[Sℓ] can be regarded as a left C[Sℓ1 ]⊗C[Sℓ2 ]-module by the pullback
along ιℓ1,ℓ2 , we define the Zelevisnky tensor product M1 ⊠M2 as

M1 ⊠M2 = IndC[Sℓ]
C[Sℓ1 ]⊗C[Sℓ2]

(M1 ⊗M2) = (M1 ⊗M2)
⊗

C[Sℓ1 ] ⊗C[Sℓ2]

C[Sℓ]. (3.3.2)

In particular, M1 ⊠M2 is naturally a right C[Sℓ]-module, so we may consider Fℓ(M1 ⊠

M2) given by (3.1.1). The following lemma is essential to investigate how the functor Fℓ

behaves with respect to the Zelevinsky tensor product just defined.

Lemma 3.3.1. Let Aj be a unital associative complex algebra, Mj be a right Aj-module
and Vj be a left Aj-module, j = 1, 2. As complex vector spaces, we have

(M1 ⊗A1 V1) ⊗ (M2 ⊗A2 V2) ∼= (M1 ⊗M2)
⊗

A1⊗A2

(V1 ⊗ V2).

Proof. To shorten notation, set M = (M1 ⊗M2) ⊗
A1⊗A2

(V1 ⊗ V2) and M ′ = (M1 ⊗A1 V1) ⊗

(M2 ⊗A2 V2).
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For (m1, v1) ∈ M1 × V1, let φm1,v1 : M2 × V2 → M be given by

φm1,v1(m2, v2) = (m1 ⊗m2) ⊗ (v1 ⊗ v2).

Using the action of (1 ⊗ a2) ∈ A1 ⊗ A2, a2 ∈ A2, on M1 ⊗M2 and V1 ⊗ V2, we have

φm1,v1(m2 · a2, v2) =
(
(m1 ⊗m2) · (1 ⊗ a2)

)
⊗ (v1 ⊗ v2)

= (m1 ⊗m2) ⊗
(
(1 ⊗ a2) · (v1 ⊗ v2)

)
= φm1,v1(m2, a2 · v2),

so the map φm1,v1 is A2-bilinear and there exists a unique C-linear map φ̃m1,v1 : M2⊗A2V2 →
M satisfying φ̃m1,v1(m2 ⊗ v2) = (m1 ⊗ v1) ⊗ (m2 ⊗ v2) by the universal property of tensor
products of modules over rings.

Furthermore, by verifying on generators, we have the following equality of maps:

φ̃m1·a1,v1 = φ̃m1, a1·v1

φ̃m1+m′
1,v1 = φ̃m1,v1 + φ̃m′

1,v1

φ̃m1,v1+v′
1

= φ̃m1,v1 + φ̃m1,v′
1

for all a1 ∈ A1,m1,m
′
1 ∈ M1 and v1, v

′
1 ∈ V1. In this way, ψη : M1 × V1 → M depending

on η ∈ M2 ⊗A2 V2 and given by

ψη(m1, v1) = φ̃m1,v1(η)

is seen to be A1-bilinear, whence a C-linear map ψ̃η : M1⊗V1 → M such that ψ̃η(m1⊗v1) =
φ̃m1,v1(η) is obtained.

Finally, define ϕ :
(
M1 ⊗A1 V1

)
×
(
M2 ⊗A2 V2

)
→ M by

ϕ(ξ, η) = ψ̃η(ξ).

This map is clearly C-linear in its first entry. Since

ψ̃η+η′(m1 ⊗ v1) = φ̃m1,v1(η + η′) =
(
ψ̃η + ψ̃η′

)
(m1 ⊗ v1)

holds for all m1 ⊗ v1 ∈ M1 ⊗A1 V1, we conclude that ϕ is also C-linear in its second entry.
Therefore, the existence of a unique C-linear map ϕ̃ : M ′ → M such that ϕ̃(ξ ⊗ η) = ψ̃η(ξ)
is ensured. In particular, we notice that

ϕ̃
(
(m1 ⊗ v1) ⊗ (m2 ⊗ v2)

)
= (m1 ⊗m2) ⊗ (v1 ⊗ v2), mi ∈ Mi, vi ∈ Vi, i = 1, 2. (3.3.3)

The inverse of ϕ̃ can be described analogously. Given (m1,m2) ∈ M1 ×M2, v ∈ V1 ⊗V2,
using the universal property of C-bilinear maps, one checks that the following C-linear
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maps f̃m1,m2 : V1 ⊗ V2 → M ′ and g̃v : M1 ⊗M2 → M ′ such that

f̃m1,m2 (v1 ⊗ v2) = (m1 ⊗ v1) ⊗ (m2 ⊗ v2) for all vi ∈ Vi,

g̃v (m1 ⊗m2) = f̃m1,m2(v) for all mi ∈ Mi, i = 1, 2,

are well-defined. We then set h : (M1 ⊗M2) × (V1 ⊗ V2) → M ′ by

h(m, v) = g̃v(m).

By analogous procedures previously done for the map ϕ above, one checks that h is linear
in each entry. Moreover, since

g̃v1⊗v2

(
(m1 ⊗m2) · (a1 ⊗ a2)

)
= g̃(a1⊗a2)·(v1⊗v2)(m1 ⊗m2)

holds for all mi ∈ Mi, vi ∈ Vi, ai ∈ Ai, i = 1, 2, we see that h is A1 ⊗ A2-bilinear, so a
C-linear map h̃ : M → M ′ is obtained accordingly. In particular, it satisfies

h̃
(
(m1 ⊗m2) ⊗ (v1 ⊗ v2)

)
= (m1 ⊗ v1) ⊗ (m2 ⊗ v2), (3.3.4)

which combined with (3.3.3) shows that they are mutual inverses.

Proposition 3.3.2. Fℓ(M1 ⊠M2) ∼= Fℓ1(M1) ⊗ Fℓ2(M2) as g-modules.

Proof. Since C[Sℓ] can be regarded both as a right C[Sℓ]-module and as a C[Sℓ1 ] ⊗ C[Sℓ2 ]-
bimodule by the pullback along (3.3.1), by standard results on commutative algebra we
obtain that((

M1 ⊗M2
) ⊗
C[Sℓ1 ]⊗C[Sℓ2 ]

C[Sℓ]
)

⊗C[Sℓ] V⊗ℓ ∼=
(
M1 ⊗M2

) ⊗
C[Sℓ1 ]⊗C[Sℓ2 ]

(
C[Sℓ] ⊗C[Sℓ] V⊗ℓ

)
.

(3.3.5)
Since C[Sℓ] ⊗C[Sℓ] V⊗ℓ ∼= V⊗ℓ as left C[Sℓ]-modules, the pullback along (3.3.1) also ensures
that this isomorphism holds as left C[Sℓ1 ] ⊗ C[Sℓ2 ]-modules. Moreover, one checks that
the isomorphism f : V⊗ℓ → V⊗ℓ1 ⊗ V⊗ℓ2 mapping

(w1 ⊗ · · · ⊗ wℓ) 7→ (w1 ⊗ · · · ⊗ wℓ1) ⊗ (wℓ1+1 ⊗ · · · ⊗ wℓ), wi ∈ V,

commutes with the action of C[Sℓ1 ] ⊗ C[Sℓ2 ], whence it follows that V⊗ℓ ∼= V⊗ℓ1 ⊗ V⊗ℓ2 as
left C[Sℓ1 ] ⊗ C[Sℓ2 ]-modules. Thus, (3.3.5) reduces to the isomorphism

Fℓ(M1 ⊠M2) ∼= (M1 ⊗M2)
⊗

C[Sℓ1 ]⊗C[Sℓ2 ]
V⊗ℓ1 ⊗ V⊗ℓ2 . (3.3.6)

In particular, the above isomorphism assigns
(
m⊗ s

)
⊗ v ∈ Fℓ(M1 ⊠M2) as follows

(
m⊗ s

)
⊗ v 7→ m⊗ f(s · v),
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where m ∈ M1 ⊗M2, s ∈ C[Sℓ] and v ∈ V⊗ℓ. Since f and C[Sℓ] commute with the action
of g, (3.3.6) is in particular an isomorphism of g-modules. Now, the right-hand side of
(3.3.6) is isomorphic to Fℓ1(M1) ⊗ Fℓ2(M2) as a vector space by Lemma 3.3.1. By (3.3.3)
and (3.1.2), we see that this isomorphism maps

x ·
(
(m1 ⊗m2) ⊗ (w1 ⊗ w2)

)
7→ (m1 ⊗ x · w1) ⊗ (m2 ⊗ w2) + (m1 ⊗ w1) ⊗ (m2 ⊗ x · w2)

for all mi ∈ Mi, wi ∈ V⊗ℓi , i = 1, 2, x ∈ g, showing that it commutes with the action of g
as well. Composing this isomorphism with (3.3.6), then Fℓ(M1⊠M2) ∼= Fℓ1(M1)⊗Fℓ2(M2)
as g-modules.

We denote by C[S̃k] the right regular representation (or the group algebra) of
S̃k, k ∈ Z>0. One can also define the homomorphism of algebras ι̃ℓ1,ℓ2 :C[S̃ℓ1 ] ⊗ C[S̃ℓ2 ] →
C[S̃ℓ] mapping each generator of the form σi ⊗ 1 and 1 ⊗ σi as in (3.3.1), along with

ι̃ℓ1,ℓ2(yj ⊗ 1) = yj, j = 1, · · · , ℓ1,

ι̃ℓ1,ℓ2(1 ⊗ yj) = yj+ℓ1 , j = 1, · · · , ℓ2.
(3.3.7)

In particular, notice that there exists a unique y′ ∈ C[S̃ℓ1 ] ⊗ C[S̃ℓ2 ] such that ι̃ℓ1,ℓ2(y′) = y

for any given y ∈ C[y1, · · · , yℓ] ∩ C[S̃ℓ].

The group algebra C[S̃ℓ] is a left C[S̃ℓ1 ] ⊗ C[S̃ℓ2 ]-module by the pullback along ι̃ℓ1,ℓ2 ,
and M1 ⊗ M2 is a right C[S̃ℓ1 ] ⊗ C[S̃ℓ2 ]-module in the obvious way, Mi ∈ S̃ℓi

, i = 1, 2.
Thus, we set the affine Zelevisnky tensor product M1⊠̃M2 to be

M1⊠̃M2 = IndC[S̃ℓ]
C[S̃ℓ1 ]⊗C[S̃ℓ2 ](M1 ⊗M2). (3.3.8)

We introduce the notation M
∣∣∣
Sk

for M ∈ S̃k, k ∈ Z>0, to make explicit that M is
being regarded as an Sk-module.

Proposition 3.3.3.
(
M1⊠̃M2

)∣∣∣
Sℓ

∼= M1

∣∣∣
Sℓ1

⊠M2

∣∣∣
Sℓ2

as Sℓ-modules.

Proof. Set M = M1

∣∣∣
Sℓ1

⊠M2

∣∣∣
Sℓ2

and M̃ =
(
M1⊠̃M2

)∣∣∣
Sℓ

.

Given (m1, m2) ∈ M1 ×M2, let φm1,m2 : C[S̃ℓ] → M be the unique homomorphism of
Sℓ-modules such that

σ 7→ (m1 ⊗m2) ⊗ σ, σ ∈ Sℓ,

y 7→
(
(m1 ⊗m2) · ι̃ −1

ℓ1,ℓ2(y)
)

⊗ 1, y ∈ C[y1, · · · , yℓ].
(3.3.9)



Chapter 3. The classical and affine Schur-Weyl Duality 69

In particular, we notice that

φm1,m2(y±1
j ) = (m1 · y±1

j ⊗m2) ⊗ 1,

φm1,m2(y±1
k ) = (m1 ⊗m2 · y±1

k ) ⊗ 1
(3.3.10)

for 1 ≤ j ≤ ℓ1, 1 ≤ k ≤ ℓ2. One checks that ψs : M1 × M2 → M depending on s ∈ C[S̃ℓ]
and given by

ψs(m1,m2) = φm1,m2(s)

is C-bilinear, whence ψ̃s : M1⊗M2 → M such that ψ̃s(m1⊗m2) = φm1,m2(s) is well-defined
by the universal property of tensor products. Now, set ϕ : (M1 ⊗M2) × C[S̃ℓ] → M by

ϕ(m, s) = ψ̃s(m).

Since any element of C[S̃ℓ] is a sum of elements of the form yσ for y ∈ C[y1, · · · , yℓ], σ ∈
C[Sℓ], it follows from (3.3.7) and (3.3.9) that

ϕ(m1 ⊗m2 · (s1 ⊗ s2), yσ) = φm1·s1, m2·s2(y) · σ =
(
(m1 ⊗m2) · (s1 ⊗ s2)ι̃ −1

ℓ1,ℓ2(y)
)

⊗ σ

holds for all mi ∈ Mi, si ∈ C[S̃ℓi
], i = 1, 2, which shows that ϕ is C[S̃ℓ1 ] ⊗ C[S̃ℓ2 ]-bilinear,

and the existence of a unique linear map ϕ̃ : M̃ → M satisfying ϕ̃(m ⊗ s) = ϕ(m, s) is
esnured.

The existence of a unique C-linear map f :M → M̃ such that f(m ⊗ r) = m ⊗ r

holds for all m ∈ (M1 ⊗M2), r ∈ C[Sℓ] can be proved analogously. In particular, for every
mi ∈ Mi we have

(m1 · y±1
j ⊗m2) ⊗ 1 f7−→

(
(m1 ⊗m2) · (y±1

j ⊗ 1)
)

⊗ 1 = (m1 ⊗m2) ⊗ y±1
j , j = 1, · · · , ℓ1

(m1 ⊗m2 · y±1
j ) ⊗ 1 f7−→

(
(m1 ⊗m2) · (1 ⊗ y±1

j )
)

⊗ 1 = (m1 ⊗m2) ⊗ y±1
j , j = 1, · · · , ℓ2,

(3.3.11)

which, combined with (3.3.10), shows that ϕ̃ and f are mutual inverses. Since ϕ̃ commutes
with the right action of C[Sℓ] trivially, the isomorphism follows.

The next proposition shows that the functor F̃ℓ also behaves well with respect to the
affine Zelevinsky tensor product.

Proposition 3.3.4. F̃ℓ(M1⊠̃M2) ∼= F̃ℓ1(M1) ⊗ F̃ℓ2(M2) as g̃-modules.

Proof. Given M ∈ S̃ℓ, the identity map establishes the isomorphism F̃ℓ(M) ∼=g Fℓ(M
∣∣∣
Sℓ

).
Hence, it follows from Proposition 3.3.2 and Proposition 3.3.3 that

F̃ℓ(M1⊠̃M2) ∼=g Fℓ

(
M1

∣∣∣
Sℓ1

⊠M2

∣∣∣
Sℓ2

) ∼=g Fℓ1(M1

∣∣∣
Sℓ1

)⊗Fℓ2(M2

∣∣∣
Sℓ2

) ∼=g F̃ℓ1(M1)⊗F̃ℓ2(M2).
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Denoting this isomorphism by f : F̃ℓ1(M1) ⊗ F̃ℓ2(M2) → F̃ℓ(M1⊠̃M2), notice that

(m1 ⊗ v1) ⊗ (m2 ⊗ v2)
f7−→ ((m1 ⊗m2) ⊗ 1) ⊗ (w1 ⊗ w2), for mi ∈ Mi, wi ∈ V⊗ ℓi , i = 1, 2.

(3.3.12)

In order to prove the claim, we are left to check that the action of x±
0 on these pure

tensors commutes with f . Using the action of x±
0 on F̃ℓi

(Mi) given by (3.2.3), we have
x±

0 · ((m1 ⊗ w1) ⊗ (m2 ⊗ w2)) = S1 + S2, where

S1 =
ℓ1∑

j=1

(
m1 · y±1

j ⊗ ∆(x∓
θ )(w1)

)
⊗ (m2 ⊗ w2),

S2 =
ℓ2∑

j=1
(m1 ⊗ w1) ⊗ (m2 · y±1

j ⊗ ∆(x∓
θ )(w2)

)
.

(3.3.13)

Now, using (3.3.12) and the action of C[S̃ℓ1 ] ⊗ C[S̃ℓ2 ] on M1 ⊗M2, we see that

f(S1) =
ℓ1∑

j=1

(
(m1 ⊗m2) · (y±1

j ⊗ 1)
)

⊗
(
∆(x∓

θ )(w1) ⊗ w2
)
,

f(S2) =
ℓ2∑

j=1

(
(m1 ⊗m2) · (1 ⊗ y±1

j )
)

⊗
(
w1 ⊗ ∆(x∓

θ )(w2)
)
.

Using the action C[S̃ℓ1 ] ⊗ C[S̃ℓ2 ] on C[S̃ℓ] established by (3.3.7), notice that

f(S1) + f(S2) =
ℓ1+ℓ2∑
j=1

((m1 ⊗m2) ⊗ 1
)

· y±1
j ⊗ ∆j(x∓

θ )(w1 ⊗ w2). (3.3.14)

Now, the right-hand side of (3.3.14) is exactly the term x±
0 (f(m1 ⊗ v1) ⊗ (m2 ⊗ v2)), which

shows that f commutes with the action of x±
0 .

Given ℓ1, · · · , ℓk ∈ Z>0, now set ℓ = ∑k
j=1 ℓj. One defines the homomorphism of

algebras ιℓ1, ··· , ℓk
: C[Sℓ1 ] ⊗ · · · ⊗ C[Sℓk

] → C[Sℓ] in a similar fashion as in (3.3.1), and sets
the Zelevinsky tensor product over right modules Mj ∈ Sℓj

by

M1 ⊠ · · · ⊠Mk = IndC[Sℓ]
C[Sℓ1 ]⊗···⊗C[Sℓk

](M1 ⊗ · · · ⊗Mk).

Analogously, one also defines the homomorphism of algebras ι̃ℓ1, ··· , ℓk
and the affine Zelevin-

sky tensor product M1⊠̃ · · · ⊠̃Mk over right modules Mj ∈ S̃ℓj
.

With this definition, we see that the affine Zelevinsky tensor product is associative:

Proposition 3.3.5. Let Mi ∈ S̃ℓj
, 1 ≤ j ≤ 3. Then, as S̃ℓ-modules,

M1⊠̃M2⊠̃M3 ∼= M1⊠̃(M2⊠̃M3) ∼= (M1⊠̃M2)⊠̃M3.

Proof. We only show that M1⊠̃M2⊠̃M3 ∼= M1⊠̃(M2⊠̃M3), as the case M1⊠̃M2⊠̃M3 ∼=
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(M1⊠̃M2)⊠̃M3 can be shown analogously. Given the homomorphism of algebras ι̃ℓ2, ℓ3 , set

ι̃ = IdC[S̃ℓ1 ] ⊗ ι̃ℓ2, ℓ3 : C[S̃ℓ1 ] ⊗
(
C[S̃ℓ2 ] ⊗ C[S̃ℓ3 ]

)
→ C[S̃ℓ1 ] ⊗ C[S̃ℓ2+ℓ3 ],

so the composition

h = ι̃ℓ1, ℓ2+ℓ3 ◦ ι̃ : C[S̃ℓ1 ] ⊗
(
C[S̃ℓ2 ] ⊗ C[S̃ℓ3 ]

)
→ C[S̃ℓ]

is also a homomorphism of algebras. Thus, C[S̃ℓ] is a C[S̃ℓ1 ] ⊗
(
C[S̃ℓ2 ] ⊗ C[S̃ℓ3 ]

)
-module

by the pullback along h. In particular, one easily checks that

h(σi ⊗ (1 ⊗ 1)) = ι̃ℓ1, ℓ2, ℓ3(σi ⊗ 1 ⊗ 1), i = 1, · · · ℓ1 − 1

h(1 ⊗ (σj ⊗ 1) = ι̃ℓ1,ℓ2,ℓ3(1 ⊗ σj ⊗ 1), j = 1, · · · , ℓ2 − 1

h(1 ⊗ (1 ⊗ σk)) = ι̃ℓ1,ℓ2,ℓ3(1 ⊗ 1 ⊗ σk), k = 1, · · · , ℓ3 − 1

h(yr ⊗ (1 ⊗ 1)) = ι̃ℓ1,ℓ2,ℓ3(yr ⊗ 1 ⊗ 1), r = 1, · · · , ℓ1

h(1 ⊗ (ys ⊗ 1)) = ι̃ℓ1,ℓ2,ℓ3(1 ⊗ ys ⊗ 1), s = 1, · · · , ℓ2

h(1 ⊗ (1 ⊗ yt)) = ι̃ℓ1,ℓ2,ℓ3(1 ⊗ 1 ⊗ yt), t = 1, · · · , ℓ3.

Since the action of C[Sℓ1 ] ⊗ C[Sℓ2 ] ⊗ C[Sℓ3 ] and C[Sℓ1 ] ⊗
(
C[Sℓ2 ] ⊗ C[Sℓ3 ]

)
on C[Sℓ] are

the same up to associativity and M1 ⊗M2 ⊗M3 ∼= M1 ⊗ (M2 ⊗M3), we have

M1 ⊗M2 ⊗M3
⊗

C[S̃ℓ1 ] ⊗C[S̃ℓ2 ] ⊗C[S̃ℓ3 ]

C[S̃ℓ] ∼= M1 ⊗
(
M2 ⊗M3

) ⊗
C[S̃ℓ1 ] ⊗ (C[S̃ℓ2 ] ⊗C[S̃ℓ3 ])

C[S̃ℓ].

(3.3.15)

Denote by M the right-side of the isomorphism above and set M0 = M1 ⊠ (M2 ⊠M3).
Given s ∈ C[S̃ℓ], by the universal property of tensor products, one checks that there exists
a unique linear map g̃s : M1 ⊗ (M2 ⊗M3) → M0 such that

g̃s(m⊗m′) = (m⊗ (m′ ⊗ 1)) ⊗ s for all m⊗m′ ∈ M1 ⊗ (M2 ⊗M3).

Using these maps, set ϕ̃ : M1 ⊗ (M2 ⊗M3) × C[S̃ℓ] → M0 by

ϕ̃(x, s) = g̃s(x), x ∈ M1 ⊗ (M2 ⊗M3), s ∈ C[S̃ℓ].

For m ∈ M1,m
′ ∈ M2 ⊗M3, r ∈ C[S̃ℓ1 ], r′ ∈ C[S̃ℓ1 ] ⊗ C[S̃ℓ2 ], s ∈ C[S̃ℓ], notice that

ϕ̃((m⊗m′) · (r ⊗ r′), s) = (m · r ⊗ ((m′ · r′) ⊗ 1)) ⊗ s

and also
ϕ̃(m⊗m′, (r ⊗ r′) · s) = (m⊗ (m′ ⊗ 1)) ⊗ h(r ⊗ r′) · s.
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Manipulating the term ϕ̃((m⊗m′) · (r ⊗ r′), s) ∈ M0, we obtain that

(m · r ⊗ ((m′ · r′) ⊗ 1)) ⊗ s = (m · r ⊗ (m′ ⊗ ι̃ℓ2,ℓ3(r′)) ⊗ s

= ((m⊗ (m′ ⊗ 1)) · (r ⊗ ι̃ℓ2,ℓ3(r′))) ⊗ s

= (m⊗ (m′ ⊗ 1)) ⊗ h(r ⊗ r′) · s,

which shows that ϕ̃(m⊗m′ · (r ⊗ r′), s) = ϕ̃(m⊗m′, (r ⊗ r′) · s). One can also check that
ϕ is bilinear, so by the universality of tensor products there exists ϕ : M → M0 such that

ϕ((m⊗m′) ⊗ s) = ϕ̃(m⊗m′, s) = (m⊗ (m′ ⊗ 1)) ⊗ s. (3.3.16)

The inverse can be described in a similar fashion. In fact, for every m ∈ M1, there
exist fm : M2⊠̃M3 → M such that

m′ ⊗ r 7→ (m⊗m′) ⊗ ι̃ℓ1,ℓ2+ℓ3(1 ⊗ r) ,m′ ∈ M2 ⊗M3, r ∈ C[S̃ℓ2+ℓ3 ],

and also g : M1 ⊗ (M2⊠̃M3) → M such that

g(m⊗ u) 7→ fm(u), u ∈ M2⊠̃M3,m ∈ M1.

In this way, ψ : M0 → M such that ψ(v ⊗ s) = g(v) · s is well-defined, for every
v ∈ M1 ⊗ (M2⊠̃M3), s ∈ C[S̃ℓ]. In particular, we have

ψ((m⊗ (m′ ⊗ r)) ⊗ s) = (m⊗m′) ⊗ ι̃ℓ1,ℓ2+ℓ3(1 ⊗ r) · s (3.3.17)

for all m ∈ M1,m
′ ∈ M2 ⊗ M3, r ∈ C[S̃ℓ2+ℓ3 ], s ∈ C[S̃ℓ]. It follows from (3.3.17),(3.3.16)

that ψ, ϕ are mutual inverses and the isomorphism M ∼= M0 follows. Therefore, the
isomorphism (3.3.15) implies that M1⊠̃M2⊠̃M3 ∼= M1⊠̃(M2⊠̃M3).

A direct adaptation of the above proof for the simpler case of Sℓ-modules gives us that

M1 ⊠M2 ⊠M3 ∼= (M1 ⊠M2) ⊠M3 ∼= M1 ⊠ (M2 ⊠M3) for any Mj ∈ Sℓj
, 1 ≤ j ≤ 3,

so the Zelevinsky tensor product is also associative. Moreover, an inductive argument
along with the associativity of Zelevinsky tensor products and Proposition 3.3.2 show

Fℓ(M1 ⊠ · · · ⊠Mk) ∼= Fℓ1(M1) ⊗ · · · ⊗ Fℓk
(Mk) (3.3.18)

for any Mi ∈ Sℓi
, 1 ≤ i ≤ k, ℓ = ∑

i ℓi. Analogously, the associativity of the affine
Zelevinsky tensor product and Proposition 3.3.4 gives us that

F̃ℓ(M1⊠̃ · · · ⊠̃Mk) ∼= F̃ℓ1(M1) ⊗ · · · ⊗ F̃ℓk
(Mk) (3.3.19)
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for any Mi ∈ S̃ℓi
, ℓ = ∑

i ℓi.

We now define the analogous concept of evaluation modules in the setting of S̃ℓ-
modules. For a ∈ C×, let ev′

a : C[S̃ℓ] → C[Sℓ] be the homomorphism of unital associative
algebras mapping each σi to itself and y±1

j to a±1 for all 1 ≤ j ≤ ℓ. Given M ∈ Sℓ, let
M(a) be the S̃ℓ-module obtained by the pullback along ev′

a, and set S(ξ, a) = S(ξ)(a) for
ξ ∈ Pℓ. If ξ = (ξ1, · · · , ξm),m = | ξ |, we shall sometimes utilize the more explicit notation
S(ξ1, · · · , ξm, a) to denote S(ξ)(a).

Lemma 3.3.6. For a ∈ C× and M ∈ Sℓ, we have F̃ℓ(M(a)) ∼= Fℓ(M)(a) as g̃-modules.
In particular, F̃ℓ(S(ξ, a)) ∼= V (wt(ξ), a), ξ ∈ Pℓ.

Proof. Since both F̃ℓ(M(a)) and Fℓ(M)(a) are the same underlying set, we show that the
identity map i : F̃ℓ(M(a)) → Fℓ(M)(a) establishes the isomorphism. In fact, we only have
to verify that the action of x±

0 = x∓
θ ⊗ t±1 commutes with i on the generators m⊗ v:

i(x±
0 (m⊗ v)) (3.2.3)= i

(
ℓ∑

j=1
m·y±1

j ⊗ ∆j(x∓
θ )(v)

)
ev′

a(y±1
j ) = a±1

= i

(
ℓ∑

j=1
a±1m⊗ ∆j(x∓

θ )(v)
)

= a±1
(

ℓ∑
j=1

m⊗ ∆j(x∓
θ )(v)

)
(2.2.1)= x±

0 (i(m⊗ (v))).

Finally, the assertion F̃ℓ(S(ξ, a)) ∼= V (wt(ξ), a) immediately follows from Theorem 3.1.3.

We now suppose ℓ ≤ n so that F̃ℓ : S̃ℓ → G̃ℓ is an equivalence of categories. With all
the tools here developed so far, we are finally able to describe up to isomorphism all the
simple S̃ℓ-modules that corresponds via the functor to the simple g̃-modules.

Theorem 3.3.7. Let W ∈ G̃ℓ be a simple module, and let M ∈ S̃ℓ be such that F̃ℓ(M) ∼= W .
Then, M is isomorphic to an affine Zelevinsky tensor product of the form

S(ξ1, a1)⊠̃ · · · ⊠̃S(ξm, am), where ξj ∈ Pℓj
,

m∑
j=1

ℓj = ℓ, and aj ∈ C× with ai ̸= aj, i ̸= j.

Proof. By Theorem 2.2.1, we have

W ∼= V (λ1, a1) ⊗ · · · ⊗V (λm, am), where λj ∈ P+ \ {0} and ai ̸= aj for i ̸= j. (3.3.20)

Set µ = ∑m
j=1 λj, ℓj = lv(λj), and let wj ∈ V (λj, aj) be any highest-weight vector of weight

λj, 1 ≤ j ≤ m. Then, considering the g-submodule U(g)w, where w is the highest-weight
vector w = w1 ⊗ · · · ⊗ wm, we see that [V : V (µ)] ̸= 0. In this way, since F̃ℓ(M) ∈ G̃ℓ,
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then ℓ = ∑
j ℓj. For 1 ≤ j ≤ m, let ξj ∈ Pℓj

be such that wt(ξj) = λj by (3.1.6), so that
F̃ℓj

(S(ξj, aj) ∼= V (λj, aj) by Lemma 3.3.6. Now, from (3.3.19) we have

F̃ℓ(S(ξ1, a1)⊠̃ · · · ⊠̃S(ξm, am)) ∼= V (λ1, a1) ⊗ · · · ⊗ V (λm, am), (3.3.21)

whence the result follows.

In particular, since F̃ℓ reflects exactness, we see that the theorem above also describes
up to isomorphism all the simple objects in the category S̃ℓ. For a = (a1, · · · , aℓ) ∈ (C×)ℓ,
denote by Ma the quotient of C[S̃ℓ] by the right ideal generated by yj − aj, 1 ≤ j ≤ ℓ. We
finish this section establishing a few properties of Ma, as well as equivalently characterizing
simple objects in S̃ℓ in terms of Ma.

Theorem 3.3.8.

(i) Ma ∼= C[Sℓ] as right Sℓ-modules. In particular, Ma ∼=
⊕

ξ∈Pℓ
S(ξ, a)⊕dξ as right

S̃ℓ-modules if aj = a for all 1 ≤ j ≤ ℓ.

(ii) F̃ℓ(Ma) ∼= V(a1) ⊗ · · · ⊗ V(aℓ) as g̃-modules.

(iii) Ma is irreducible if and only if ai ̸= aj for all i ̸= j.

(iv) Every irreducible CS̃ℓ-module is isomorphic to a quotient of some Ma.

Proof. (i) Notice that the ideal generated by yj − aj, 1 ≤ j ≤ ℓ, is contained in the
kernel of the surjective homomorphism of Sℓ-modules φa : C[S̃ℓ] → C[Sℓ] given by
σi 7→ σi and y±1

j 7→ a±1
j . Still denoting by φa : Ma → C[Sℓ] the induced homomorphism

obtained from φa, since Ma and C[Sℓ] have the same dimension, this homomorphism
is thus an isomorphism. Now, given M1, · · · ,Mk ∈ S̃ℓ, notice that the identity map⊕k

i=1 Mi → ⊕k
i=1 Mi gives the isomorphism of S̃ℓ-modules

(⊕k
i=1 Mi

)
(a) ∼=

⊕k
i=1 Mi(a).

Therefore, if aj = a for all j, the isomorphism Ma ∼=
⊕

ξ S(ξ, a)⊕dξ follows immediately
from (1.6.3).

(ii) Clearly, V⊗ℓ ∼= g V(a1) ⊗ · · · ⊗ V(aℓ) by the identity map. Since φa : Ma → C[Sℓ]
establishes an isomorphism of Sℓ-modules and Fℓ(C[Sℓ]) ∼= V⊗ℓ by (3.1.3), it follows that
the map ϕ : Fℓ(Ma) → V(a1) ⊗ · · · ⊗ V(aℓ) such that

m⊗ v 7→ φa(m) · v, for m ∈ Ma, v ∈ V⊗ℓ, (3.3.22)

is an isomorphism of g-modules. In order to verify that ϕ is also an isomorphism of
g̃-modules, it suffices to verify that the action of x±

0 = x∓
θ ⊗ t±1 ∈ g̃ commutes with ϕ. For

every v ∈ V⊗ℓ, we have

x±
0 (m⊗ v) ϕ7−→

ℓ∑
j=1

φa(m ·y±1
j ) ·

(
∆j(x∓

θ )(v)
)

=φa(m) ·
(∑

j=1
a±1

j ∆j(x∓
θ )(v)

)
=x±

0 (φa(m) · v),
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showing that ϕ(x±
0 (m⊗ v)) = x±

0 ϕ(m⊗ v).

(iii) By Theorem 2.2.1, V (ω1, a1) ⊗ · · · ⊗ V (ω1, aℓ) is simple if and only if ai ≠ aj for
i ̸= j. Since F̃ℓ(Ma) ∼= V (ω1, a1) ⊗ · · · ⊗ V (ω1, aℓ) by item (ii), then Ma is simple if and
only if ai ̸= aj for i ̸= j.

(iv) Let M ∼= S(ξ1, a1)⊠̃ · · · ⊠̃S(ξm, am) ∈ S̃ℓ be a simple module, so F̃ℓ(M) is
isomorphic to V = ⊗m

j=1 V (λj, aj), where λj = wt(ξj). Set µ = ∑m
j=1 λj, ℓj = lv(λj), so

that ℓ = lv(µ) = ∑
j ℓj. By Proposition 3.1.1 and Weyl’s theorem on complete reducibility,

for every 1 ≤ j ≤ m, we have a short exact sequence of g-modules

0 → W ′
j → V⊗ℓj → V (λj) → 0

for some submodule W ′
j ⊆ V⊗ℓj . In particular, since a homomorphism of g-modules induces

a homomorphism between the corresponding evaluation modules as shown in (2.2.2), we
also obtain the short exact sequence

0 → W ′
j(aj) → V⊗ℓj (aj) ∼= V(aj)⊗ℓj

πj−→ V (λj, aj) → 0, 1 ≤ j ≤ m.

Setting π = π1 ⊗ · · · ⊗πm : V(a1)⊗ℓ1 ⊗ · · · ⊗V(am)⊗ℓm → V, then by considering the kernel
of π we see that V is isomorphic to a quotient of V(a1)⊗ℓ1 ⊗ · · · ⊗V(am)⊗ℓm . Thus, setting
bj = ai for ℓi−1 ≤ j ≤ ℓi, 1 ≤ i ≤ m and ℓ0 = 1, it follows that V ∼= F̃ℓ(M) is isomorphic
to a quotient of V(b1) ⊗ · · · ⊗ V(bℓ) as desired. Since V(b1) ⊗ · · · ⊗ V(bℓ) ∼= F̃ℓ(Ma), for
a = (b1, · · · , bℓ), M is then isomorphic to a quotient of Ma.

3.4 Modules corresponding to the local Weyl modules
Following the same spirit of the last section, we now direct our efforts towards

investigating the problem of explicitly describing the S̃ℓ-modules corresponding to the local
Weyl modules via the equivalence of categories established by the functor F̃ℓ of the affine
Schur-Weyl duality, for ℓ ≤ n. From the decomposition theorem of Weyl modules into
tensor products and the behavior of F̃ℓ with respect to affine Zelevinsky tensor products,
it will be seen that this problem is equivalent to classifying the S̃ℓ-modules corresponding
to the local Weyl modules whose highest ℓ-weight are Drinfeld polynomials with a unique
root. However, the task of classifying these type of local Weyl modules seemingly less
complex is still a difficult task. In fact, using the proof that F̃ℓ is essentially surjective on
objects, we first approach this problem from the most straightforward manner as possible
with respect to the simplest examples of local Weyl modules at hand. Further exploring
these very first examples, we shall develop a different approach by studying quotients of
C[S̃ℓ]. In particular, this approach will originate a theorem characterizing the modules
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corresponding to the local Weyl modules W (λ) with wt(λ) = ℓω1 as being the cyclic
modules whose generator satisfies certain relations that can be described in terms of
symmetric polynomials.

3.4.1 First examples

We begin by first specifying the result of Theorem 3.3.7 for the simple S̃ℓ-modules
corresponding to the simple local Weyl modules. Let W (λ) ∈ G̃ℓ be simple with λ ∈ P+

of the form (2.4.9) and W (λ) isomorphic to (2.4.10), as seen in Section 2.3. For 1 ≤ k ≤ m,
consider the partition of ik ∈ {1, · · · , n} of maximal length obtained from (3.1.6):

ξωik
= (1, · · · , 1) ∈ Pik

, |ξωik
| = ik,

so that wt(ξωik
) = ωik

and S(ξωik
) ∈ Sik

is the 1-dimensional sign representation. Thus,
applying (3.3.19) and Proposition 3.3.6 successively, we have

F̃ℓ

(
⊠̃

m

k=1S(ξωik
, ak)

) ∼= W (λ), (3.4.1)

showing that ⊠̃
m

k=1S(ξωik
, ak) corresponds to the simple local Weyl module W (λ) via the

functor F̃ℓ. In other words, the affine Zelevinsky tensor product of evaluation modules of
sign representations are the S̃ℓ-modules corresponding via the functor F̃ℓ to the simple
local Weyl modules.

In fact, one notices that the above description (3.4.1) essentially depended only on two
factors: the tensor product decomposition (2.4.10) and the fact that the modules S(ξωik

,ak
)

are such that F̃ik
(S(ξωik

, ak)) ∼= W (ωik,ak
), 1 ≤ k ≤ m. This observation generalize as

follows: let W (λ) ∈ G̃ℓ. If λ = ∏m
j=1 ωλj ,aj

is the decomposition of λ as in (2.2.9), then
W (λ) ∼=

⊗m
j=1 W (ωλj ,aj

) by Theorem 2.4.5. By the affine Schur-Weyl duality, let Mj ∈ S̃ℓj

be such that F̃ℓj
(Mj) ∼= W (ωλj ,aj

), where ℓj = lv(λj) for 1 ≤ j ≤ m and ℓ = ∑
j ℓj. Then,

from (3.3.19) we see that

F̃ℓ(M1⊠̃ · · · ⊠̃Mm) ∼=
m⊗

j=1
W (ωλj , aj

),

which shows that the problem of describing the module corresponding to W (λ) reduces to
describing each of the modulesMj corresponding to the local Weyl modulesW (ωλj , aj

) ∈ G̃ℓj

whose highest ℓ-weight has a unique root aj, 1 ≤ j ≤ m.

However, so far we have not developed any systematic method of explicitly describing
modules corresponding to local Weyl modules of the form W (ωλ,a) not necessarily irre-
ducible. An immediate approach in this direction is to consider the proof seen in Section
3.2 of F̃ℓ being essentially surjective, which gives a construction of the S̃ℓ-module corre-
sponding to W (ωλ,a) in the following way: choose M ∈ Sℓ such that Fℓ(M) ∼= W (ωλ,a)
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as g-modules and fix a particular isomorphism of g-modules f : Fℓ(M) → W (ωλ,a) so that
we can use (3.2.14) to calculate the automorphisms A±

j , 1 ≤ j ≤ ℓ, given by Lemma 3.2.5
in a very explicit manner. Thus, the S̃ℓ-module M̃ obtained from M via the extension to
an action of S̃ℓ given by Theorem 3.2.6 is such that F̃ℓ(M̃) ∼= W (ωλ,a). If such approach
could give formulas for the automorphisms A±

j that follow a certain pattern dependent on
ℓ and on the weight λ, one could expect that our description problem would then reduce
to deducing a general formula for these automorphisms.

In the following example, we shall put this approach into practice for ℓ = 2 regardless
if the given ℓ-weight of the local Weyl module has a unique root or not, so that we can get
the clearest possible first impression out of this method.

Example 3.4.1. Let ℓ = 2 and let W (λ) ∈ G̃2. Since [W (λ) : V (wt(λ))] ̸= 0, the ℓ-weight
λ ∈ P+ is one of the following type:

ω1, aω1, b, ω2ω1, a, ω2, a, where a, b ∈ C×, a ̸= b.

We first study the cases ω1,aω1,b and ω2ω1,a together.

Case 1. Since wt(ω1,aω1,b) = 2ω1, then W (ω1, aω1, b) ∼=g Cn+1⊗Cn+1 by Theorem 2.4.9.
In fact, as a result of the decomposition Cn+1 ⊗ Cn+1 = V (2ω1) ⊕ V (ω2), an isomorphism
g : Cn+1 ⊗ Cn+1 → W (ω1, aω1, b) is solely dependent on how any fixed highest-weight
vectors of weight 2ω1, ω2 are assigned. Denoting by w the generator of W (ω1,aω1,b), the
vectors x−

1 w and x−
1,1w generate the weight space of weight ω2 by (2.4.3), so a highest-

weight vector of weight ω2 is of the form k′x−
1 w + kx−

1,1w, where k, k′ ∈ C. Applying x+
1

on this vector, we have

0 = k′h1w − kΛ1,1w = 2k′w + k(a+ b)w ⇒ k′ = −k(a+ b)
2 , (3.4.2)

whence kx−
1,1w − 2−1k(a+ b)x−

1 w is a highest-weight vector of weight ω2 for all k ∈ C. In
this way, since v1 ⊗ v1 and v1 ⊗ v2 − v2 ⊗ v1 are, respectively, highest-weight vectors of
weight 2ω1 and ω2 in Cn+1 ⊗ Cn+1, we choose g : Cn+1 ⊗ Cn+1 → W (ω1,aω1,b) given by

v1 ⊗ v1 7→ w, v1 ⊗ v2 − v2 ⊗ v1 7→ kx−
1,1w − k(a+ b)

2 x−
1 w. (3.4.3)

For ℓ = 2, notice that the vectors in (3.2.12) can be written as follows:

w(1) = v1 ⊗ v2 = 1
2
(
x−

1 (v1 ⊗ v1) + (v1 ⊗ v2 − v2 ⊗ v1)
)

w(2) = v2 ⊗ v1 = 1
2
(
x−

1 (v1 ⊗ v1) − (v1 ⊗ v2 − v2 ⊗ v1)
)

v(1) = vn+1 ⊗ v2 = 1
2
(
x−

θ x
−
1 (v1 ⊗ v1) + x−

θ (v1 ⊗ v2 − v2 ⊗ v1)
)

v(2) = v2 ⊗ vn+1 = 1
2
(
x−

θ x
−
1 (v1 ⊗ v1) − x−

θ (v1 ⊗ v2 − v2 ⊗ v1)
)
.
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In particular, g maps these elements by

g(v1 ⊗ v2) = 2 − k(a+ b)
4 x−

1 w + k

2x
−
1,1w,

g(v2 ⊗ v1) = 2 + k(a+ b)
4 x−

1 w − k

2x
−
1,1w,

g(vn+1 ⊗ v2) = k

2x
−
θ x

−
1,1w + 2 − k(a+ b)

4 x−
θ x

−
1 w,

g(v2 ⊗ vn+1) = 2 + k(a+ b)
4 x−

θ x
−
1 w − k

2x
−
θ x

−
1,1w.

(3.4.4)

Set M = C[S1] ⊠ C[S1], and notice that F2(M) ∼= Cn+1 ⊗ Cn+1 by Proposition 3.3.2.
Therefore, we obtain an isomorphism of g-modules f : F2(M) → W (ω1,aω1,b) by composing
the isomorphism h : F2(M) → F1(C[S1])⊗F1(C[S1]) → Cn+1 ⊗Cn+1 with g, i.e., f = g◦h.
In particular, f maps any pure tensor of the form ((1 ⊗ 1) ⊗ s) ⊗ (w1 ⊗ w2) ∈ F2(M),
where s ∈ S2, wi ∈ Cn+1, i = 1, 2, as follows:

((1 ⊗ 1) ⊗ s) ⊗ (w1 ⊗ w2)
f7−→ g(s · (w1 ⊗ w2)) ∈ W (ω1,aω1,b). (3.4.5)

Since wt(ω2ω1,a) = 2ω1 as well, then (3.4.3) also gives an isomorphism g′ : Cn+1 ⊗Cn+1 →
W (ω2ω1,a) by setting a = b and w to be the generator of W (ω2ω1,a), so an isomorphism
f ′ : F2(M) → W (ω2ω1,a) is similarly obtained by composing f ′ = g′ ◦ h. In this sense,
since g and g′ are virtually the “same” map, it suffices to only calculate the endomorphism
A±

j regarding the ℓ-weight ω1,aω1,b, with the respective endomorphisms for the case ω2ω1,a

being obtained by just setting a = b in the calculated formulas of A±
j .

Since A−
j is set to be the inverse of A+

j , we first concern ourselves exclusively with
calculating the image of A+

j on the basis m1 = (1 ⊗ 1) ⊗ 1, m2 = (1 ⊗ 1) ⊗ σ of M , where
σ = (1, 2) ∈ S2. Using (3.2.14) and Lemma 3.2.4, the vectors A+

j (mi) are derived from the
equality

x+
0 (mi ⊗ w(j)) = A+

j (mi) ⊗ v(j) for i, j = 1, 2 (3.4.6)

as in the steps below.

1. A+
1 (m2). Since σ · w(1) = v2 ⊗ v1, then f(m2 ⊗ w(1)) = g(v2 ⊗ v1) by (3.4.5). Since

v2 ⊗v1 has weight ω2, then x+
0 g(v2 ⊗v1) lies in the weight space of weight ω2 −θ = ϵ2 +ϵn+1,

so there exists scalars λ1, λ2 such that λ1g(vn+1 ⊗ v2) + λ2g(v2 ⊗ vn+1) = x+
0 g(v2 ⊗ v1).

Applying (3.4.4) to this equality yields

2(λ1 + λ2) + (λ2 − λ1)k(a+ b)
4 x−

θ x
−
1 w + (λ1 − λ2)k

2 x−
θ x

−
1,1w

= 2 + k(a+ b)
4 x+

0 x
−
1 w − k

2x
+
0 x

−
1,1w.

(3.4.7)
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We aim to apply x+
θ on (3.4.7) in order to deduce λ1, λ2. From Proposition 1.4.2, we have

0 = (x−
1,1)2(x−

1 )3w = (−1)2
(
X−

1,−1,+(u)Λ+
1 (u)

)
3
w = x−

1 Λ1,2w + x−
1,1Λ1,1w + x−

1,2w,

so x−
1,2w = (a+ b)x−

1,1 − abx−
1 w. Thus, we obtain

x+
θ x

+
0 x

−
1,1w = hθ,1x

−
1,1w = (a+ b)x−

1,1w − x−
1,2w = abx−

1 w. (3.4.8)

Similarly, we also have

x+
θ x

+
0 x

−
1 w = hθ,1x

−
1 w = (a+ b)x−

1 w − x−
1,1w

x+
θ x

−
θ x

−
1,1w = hθx

−
1,1w = x−

1,1w

x+
θ x

−
θ x

−
1 w = hθx

−
1 w + x−

θ [x+
θ , x

−
1 ]w = hθx

−
1 w = −α1(θ)x−

1 w + 2ω1(θ)x−
1 w = x−

1 w.
(3.4.9)

Therefore, applying x+
0 to (3.4.7), and using the above equalities just derived, we obtain

2(λ1 + λ2)+(λ2 − λ1)k(a+ b)
4 x−

1 w + (λ1 − λ2)k
2 x−

1,1w

= 2(a+ b)+ka2+kb2

4 x−
1 w − 2+k(a+ b)

4 x−
1,1w,

(3.4.10)

which implies that

λ1 = k2(a− b)2 − 4
8k , λ2 = 4 + 4k(a+ b) + k2(a− b)2

8k .

Now, noticing that x+
0 (m2 ⊗ w(1)) = f−1(x+

0 g(v2 ⊗ v1)) = (λ1m1 + λ2m2) ⊗ v(1), it follows
from (3.4.6) that

A+
1 (m2) = k2(a− b)2 − 4

8k m1 + 4 + 4k(a+ b) + k2(a− b)2

8k m2.

2. A+
1 (m1). We have f(m1 ⊗ w(1)) = g(v1 ⊗ v2), and x+

0 g(v1 ⊗ v2) lies in the weight
space of weight ϵ2 + ϵn+1. Writing µ1g(vn+1 ⊗ v2) + µ2g(v2 ⊗ vn+1) = x+

0 g(v1 ⊗ v2), then

2(µ1 + µ2) + (µ2 − µ1)k(a+ b)
4 x−

θ x
−
1 w + (µ1 − µ2)k

2 x−
θ x

−
1,1w

= 2 − k(a+ b)
4 x+

0 x
−
1 w + k

2x
+
0 x

−
1,1w.

Applying x+
θ to the equality above, (3.4.8) and (3.4.9) gives us

2(µ1+µ2)+(µ2−µ1)k(a+b)
4 x−

θ x
−
1 w + (µ1−µ2)k

2 x−
θ x

−
1,1w

= 2(a+b)−ka2−kb2

4 x−
1 w − 2−k(a+b)

4 x−
1,1w,
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whence
µ1 = 4k(a+ b) − 4 − k2(a− b)2

8k , µ2 = 4 − k2(a− b)2

8k . (3.4.11)

Therefore, since f−1((x+
0 g(v1 ⊗ v2)) = (µ1m1 + µ2m2) ⊗ v(1), we conclude that

A+
1 (m1) = 4k(a+ b) − 4 − k2(a− b)2

8k m1 + 4 − k2(a− b)2

8k m2.

3. A+
2 (m2). Since f(m2 ⊗ w(2)) = g(v1 ⊗ v2), we can use the calculations made

for A+
1 (m1) above in order to deduce A+

2 (m2). In fact, since f−1(x+
0 f(m2 ⊗ w(2))) =

(µ1m2 + µ2m1) ⊗ v(2), then

A+
2 (m2) = 4k(a+ b) − 4 − k2(a− b)2

8k m2 + 4 − k2(a− b)2

8k m1.

4. A+
2 (m1). Since f(m1 ⊗ w(2)) = g(v2 ⊗ v1), from the calculations made for A+

1 (m2),
we have

A+
2 (m1) = k2(a− b)2 − 4

8k m2 + 4 + 4k(a+ b) + k2(a− b)2

8k m1.

Using the relations A−
j A

+
j = 1 and the vectors A+

j (mi) just calculated, one can
deduce the vectors A−

j (mi) for i, j = 1, 2 by solving linear systems. Therefore, the S̃2-
module Ma,b obtained from M through the extension m · y±1

j = A±
j (m) is such that

F̃2(Ma,b) ∼= W (ω1,aω1,b). Let A′±
j be the automorphisms of M obtained by setting a = b

in the formulas of A±
j above. The module Ma obtained by means of the extension

m · y±1
j = A′±

j (m) is such that F̃2(Ma) ∼= W (ω2ω1,a).

It is clear that our construction of g given by (3.4.3) and the automorphism A±
j hence

calculated are all dependent on the particular choice of the scalar k. In particular, if one
takes k = 2, then (3.4.3) reduces to the assignment

v1 ⊗ v1 7→ w, v1 ⊗ v2 − v2 ⊗ v1 7→ 2x−
1,1w − (a+ b)x−

1 w,

with the vectors A±
j (mi) simplifying to the following clearer expressions:

A+
1 (m2) = (a− b)2 − 1

4 m1 + (a− b)2 + 1 + 2(a+ b)
4 m2,

A+
1 (m1) = 2(a+ b) − (a− b)2 − 1

4 m1 + 1 − (a− b)2

4 m2,

A+
2 (m2) = 2(a+ b) − (a− b)2 − 1

4 m2 + 1 − (a− b)2

4 m2,

A+
2 (m1) = (a− b)2 − 1

4 m2 + (a− b)2 + 1 + 2(a+ b)
4 m1.

(3.4.12)

Case 2. We have W (ω2,a) ∼=g V (ω2) = Λ2(Cn+1) by the isomorphism g : Λ2(Cn+1) →
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W (ω2,a) which maps
v1 ∧ v2 7→ w,

where w is the generator of W (ω2,a). In particular, g(vn+1 ∧ v2) = x−
θ w. Regarding

the partition (1, 1) ∈ P2, its associated Young generator is c = 1 − σ. Therefore, since
c ⊗ (vi ⊗ vj) 7→ 2vi ∧ vj gives the isomorphism F2(S(1, 1)) ∼= Λ2(Cn+1), we obtain an
isomorphism f : F2(S(1, 1)) → W (ω2,a) by composing these maps appropriately.

In order to obtain the automorphisms A+
j , we only have to calculate f−1(x+

0 f(c⊗w(j))),
as c is basis of S(1, 1). In fact, we have x+

0 f(c ⊗ w(1)) = 2x+
0 w, and since x+

0 w lies in
the weight space of weight ϵ2 + ϵn+1, we write 2x+

0 w = λg(vn+1 ∧ v2) = λx−
θ w. Applying

x+
θ to both sides of this equality, and noticing that x+

θ x
+
0 w = aw, x+

θ x
−
θ w = w, then

λ = 2a. Because f−1(x+
0 f(c ⊗ w(1))) = ac ⊗ v(1), it follows that A+

1 (c) = ac, showing
that A+

1 = a IdS(1,1). Similarly, one checks that A+
2 = a IdS(1,1) as well. In this way, the

module obtained from S(1, 1) by means of the extension m · y+1
j = A+

j (m) = am is exactly
S(1, 1, a), which we knew beforehand to be such that F̃2(S(1, 1, a)) ∼= W (ω2,a). ⋄

In the example above, even though our approach worked in a very straightforward
manner with respect to Case 2, a few drawbacks in Case 1 stood out as we now discuss. As
expected from Lemma 3.2.4, our approach used in Case 1 was seen to heavily rely on the
choice of the isomorphism g, in the sense that, depending on the highest-weight vectors
chosen to be assigned by g, we may end up with entirely different automorphisms A±

j . In
addition to that, the complexity of the calculations and formulas that later unfolded is also
directly dependent on how g was chosen in the first place. In fact, what essentially differs
Case 1 from Case 2 is the fact that the local Weyl module considered in the latter is a
simple g-module, which ultimately simplify the choice of the isomorphism g. In this sense,
since the vast majority of the local Weyl modules in the context of G̃ℓ, ℓ ≥ 2, are reducible
g-modules, including the ones whose ℓ-weight has a unique root, such drawbacks associated
with the choice of this isomorphism of g-modules strongly discourage expectations of
deducing similarities between the formulas of A±

j obtained in each of these contexts. With
that in mind, we shall revisit the S̃2-modules studied in Case 1 of Example 3.4.1 looking
for a different, but equivalent, way of characterizing them.

Example 3.4.2. We now revisit the S̃2-modules Ma,b and Ma seen in Example 3.4.1.
Here, we suppose that Ma,b is obtained from C[S1] ⊠ C[S1] through the extension given
by the automorphisms A±

j satisfying (3.4.12), while Ma is the extension through the
automorphisms A′±

j obtained from (3.4.12) by setting a = b.

Let us begin with Ma by first proving that it is cyclic. This will be shown using
a certain short exact sequence involving Ma that does not split. Since V (2ω1, a) is the
irreducible quotient of W (ω2ω1,a), we obtain a short exact sequence for some submodule
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W ⊆ W (ω2ω1,a):
0 → W → W (ω2ω1,a) → V (2ω1, a) → 0. (3.4.13)

As a g-module, we have the following decomposition into simple summands

W (ω2ω1,a) ∼= (Cn+1)⊗2 = V (2ω1) ⊕ V (ω2),

and, since the ℓ-weight space of weight ω2ω1,a is 1-dimensional, any highest-weight vector
of weight 2ω1 is also a highest-ℓ-weight vector of weight ω2ω1,a. Therefore, the proper
module W must satisfy W ∼=g V (ω2). In particular, W is a simple g̃-module, so we have
W ∼= V (ω2, a). Now, the equivalence of categories F̃2 induces from Proposition 3.3.4 a
short exact sequence of S̃2-modules

0 → S(1, 1, a) → Ma π−→ S(2, a) → 0. (3.4.14)

In particular, since both S(1, 1, a) and S(2, a) are irreducible, this short exact sequence
shows that any submodule of Ma has length at the most equal to 2. From the matrices of
A′+

j in the basis m1,m2 given by

[
A′+

1

]
=


4a−1

4 −1
4

1
4

4a+1
4

 and
[
A′+

2

]
=


4a+1

4
1
4

−1
4

4a−1
4

 , (3.4.15)

one can check that a is the unique eigenvalue of A′+
j , with q′ = m1 −m2 being the unique,

up to scalar, common eigenvector of eigenvalue a. In particular, it follows that (3.4.14)
does not split, as it would require the existence of a common eigenvector for A′+

j linearly
independent with q′. Choosing m ∈ Ma such that π(m) ̸= 0, then π(m) generates S(2, a)
by the fact that S(2, a) is irreducible, so S(2, a) is isomorphic to a quotient of m · C[S̃2]
by the restriction of π to this submodule. In particular, m · C[S̃2] is not irreducible,
otherwise we would have m · C[S̃2] ∼= S(2, a) and (3.4.14) would split. Therefore, we have
1 < lengthS̃2

(
m · C[S̃2]

)
≤ 2, whence m · C[S̃2] = Ma. Therefore, Ma is cyclic, with a

generator being any vector m such that π(m) ̸= 0.

Set q = m1 +m2, so Cq is isomorphic to the trivial representation of S2 and we have
S(2, a) ∼=S2 Cq. In view of this, we conclude that π(q) ̸= 0 and we have Ma = q · C[S̃2] by
the argument above. In particular, using (3.4.15), one checks that

q · y1 = a.q − 1
2q

′ and q · y2 = a.q + 1
2q

′,
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so q satisfies the following relations

q · (y1 − a)(y1 − a) = 0

q · (y1 + y2 − 2a) = 0

q · σ = q.

(3.4.16)

Let I be right ideal of C[S̃2] generated by the elements

σ − 1, y1 + y2 − 2a, and (y1 − a)(y1 − a). (3.4.17)

From (3.4.16), we see that Ma is isomorphic to a quotient of C[S̃2]/I, so it suffices to show
that C[S̃2]/I is a 2-dimensional module in order to conclude that Ma ∼= C[S̃2]/I. Instead
of performing these computations here, we refer to the results seen in Subsection 3.4.2 for
the general case. In particular, it will follow from those results that v, v · y1 form linearly
independent set in C[S̃2]/I and that their image under the action of the inverse elements
y−1

1 , y−1
2 lie in their span, where v denote the image of 1 ∈ C[S̃2] in the quotient C[S̃2]/I.

Finally, we study how the relations (3.4.17) modify when considering the module Ma,b.
Since the local Weyl module W (ω1,aω1,b) is irreducible with F̃2(Ma,b) ∼= W (ω1,aω1,b),
from (3.4.1) we see that Ma,b ∼= C[S1](a)⊠̃C[S1](b), so it suffices to derive relations for
C[S1](a)⊠̃C[S1](b) only. Notice that m1 = (1 ⊗ 1) ⊗ 1 and m2 = (1 ⊗ 1) ⊗ σ are also basis
elements of this module which satisfy

m1y1 = am1 m1y2 = bm1

m2y1 = bm2 m2y2 = am2.

Because C[S1](a)⊠̃C[S1](b) is irreducible, every vector generates it. In particular, for
q = m1 +m2, we see that

q · y1 = bq + (a− b)m1 and q · y2 = aq + (b− a)m1,

so q satisfies the relations

q · (y1 − b)(y1 − a) = 0

q · (y1 + y2 − (a+ b)) = 0

q · σ = q.

(3.4.18)

Similarly as in the previous case, we have C[S1](a)⊠̃C[S1](b) ∼= C[S̃2]/I ′, where I ′ is the
right ideal generated by σ − 1, y1 + y2 − (a+ b) and (y1 − b)(y1 − a). ⋄

The relations seen in the last example satisfied by the chosen generator of both
Ma and C[S1](a)⊠̃C[S1](b) are strikingly similar. Indeed, not only both modules are
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generated by the same generator m1 + m1 · σ, but also the relations satisfied by this
generator in the context of Ma can be acquired from the relations derived in the context
of C[S1](a)⊠̃C[S1](b) by just setting a = b. Given the fact that both of these modules
corresponds via the functor to W (ω2ω1,a) and W (ω1,aω1,b), respectively, these similarities
suggest that, if one wants to characterize the modules corresponding to the local Weyl
modules W (ω) ∈ G̃ℓ whose underlying weight are such that wt(ω) = ℓω1 for ℓ other than
ℓ = 2, it is essential to study the relations satisfied by the generator m = ∑

σ∈Sℓ
m1 ·σ of the

simple module M = C[S1](a1)⊠̃ · · · ⊠̃C[S1](aℓ) ∈ Sℓ, where m1 = (1⊗ℓ) ⊗ 1 ∈ M,ai ∈ C×

with ai ̸= aj for all i ̸= j.

In the next example, we further explore these relations for ℓ = 3 and establish some
connections with the symmetric polynomials.

Example 3.4.3. Let ℓ = 3. The module C[S1](a1)⊠̃C[S1](a2)⊠̃C[S1](a3) is 6-dimensional
with a basis given by

m1 = (1 ⊗ 1 ⊗ 1) ⊗ 1, m2 = (1 ⊗ 1 ⊗ 1⊗)σ1, m3 = (1 ⊗ 1 ⊗ 1) ⊗ σ2

m4 = (1 ⊗ 1 ⊗ 1) ⊗ σ1σ2σ1, m5 = 1 ⊗ 1 ⊗ 1 ⊗ σ1σ2, m6 = (1 ⊗ 1 ⊗ 1 ⊗ 1) ⊗ σ2σ1.

In this case, the generator m is equal to ∑6
j=1 mj, and it is clear that m is stabilized by

S3. From the defining relations (3.2.1), we have

y3σ1 = σ1y3, y1σ2 = σ2y1

σ1y1 = y2σ1, σ2y2 = y3σ2,

whence we obtain that

m1y1 = a1m1, m1y2 = a2m1, m1y3 = a3m1,

m2y1 = a2m2, m2y2 = a1m2, m2y3 = a3m2,

m3y1 = a1m3, m3y2 = a3m3, m3y3 = a2m3,

m4y1 = a3m4, m4y2 = a2m4, m4y3 = a1m4,

m5y1 = a2m5, m5y2 = a3m5, m5y3 = a1m5,

m6y1 = a3m6, m6y2 = a1m6, m6y3 = a2m6.

We shall only deduce relations involving the elements yj, 1 ≤ j ≤ ℓ. From the fact that
m = ∑6

j=1 mj, one checks that the above relations imply

m · (y1 − a1)(y1 − a2)(y1 − a3) = 0

m · (y2 − a1)(y2 − a2)(y2 − a3) = 0

m · (y1 + y2 + y3 − (a+ b+ c)) = 0.

(3.4.19)

Looking for linear dependence between the vectors m,m · yj,m · y2
j ,m · yiyj for i, j = 1, 2,
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we deduce that the following one also holds:

(a1a2 + a1a3 + a2a3)m− (a1 + a2 + a3)m · (y1 + y2) +m · (y2
1 + y2

2) +m · y1y2 = 0. (3.4.20)

It is worth noticing that (3.4.20) above can be rewritten in terms of complete homogeneous
and elementary symmetric polynomials as follows:

m ·
( 2∑

j=0
(−1)jej(a1, a2, a3)h2−j(y1, y2)

)
= 0.

Similarly, (3.4.19) also rewrites as

m·
( 1∑

j=0
(−1)jej(a1, a2, a3)h1−j(y1, y2, y3)

)
= 0

m·
( 3∑

j=0
(−1)jej(a1, a2, a3)h3−j(yi)

)
= 0, 1 ≤ i ≤ 2.

Revisiting Example 3.4.2 from this perspective as well, we see that the first two relations
in (3.4.18) rewrite as

q ·
(

k∑
j=0

ej(a, b)hk−j(y1, y2)
)

= 0, 1 ≤ k ≤ 2.

⋄

The considerations seen above generalize as follows. Set a = (a1, · · · , aℓ) ∈ (C×)ℓ,
and write ej(a) = ej(a1, · · · , aℓ), hj(a) = hj(a1, · · · , aℓ) for all 0 ≤ j ≤ ℓ. Then, the vector
m = ∑

σ∈Sℓ
m1 · σ ∈ M = C[S1](a1)⊠̃ · · · ⊠̃C[S1](aℓ) satisfies the following relations

m · (σ − 1) = 0 for all σ ∈ Sℓ,

m ·
(

r∑
j=0

(−1)jej(a)hr−j(y1, · · · , yℓ)
)

= 0, 1 ≤ r ≤ ℓ.
(3.4.21)

It is clear that m · σ = m holds for every σ ∈ Sℓ. As for the remaining relations in
(3.4.21), set (y1)j = (1 ⊗ · · · ⊗ y1 ⊗ · · · ⊗ 1) ∈ C[S̃1] ⊗ · · · ⊗ C[S̃1] with y1 in the j-th
tensor factor, 1 ≤ j ≤ ℓ. Thus, recalling the usual action of C[S̃1] ⊗ · · · ⊗ C[S̃1] on
C[S1](a1) ⊗ · · · ⊗ C[S1](aℓ), notice that (1⊗ℓ) · (y1)j = aj1⊗ℓ. In this way, since we have
m1 · yj = ((1⊗ℓ) · (y1)j ) ⊗ 1, then

m1 · yj = aj m1, 1 ≤ j ≤ ℓ.

In particular, it follows that m1 ·hj(y1, · · · , yℓ) = hj(a)m1 for every complete homogeneous
symmetric polynomial hj(y1, · · · , yℓ), 0 ≤ j ≤ ℓ. Moreover, from (3.2.1) and the fact that
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hj(y1, · · · , yℓ) is a symmetric polynomial, notice that

σhj(y1, · · · , yℓ) = hj(y1, · · · , yℓ)σ

for every σ ∈ Sℓ. Therefore, we obtain

(m1σ) ·
(

r∑
j=0

(−1)jej(a)hr−j(y1, · · · , yℓ)
)

=
(

r∑
j=0

(−1)jej(a)hr−j(a)
)
m1σ.

Now, using (1.8.7) for xj = aj, from the above equality we see that

(m1σ) ·
(

r∑
j=0

(−1)jej(a)hr−j(y1, · · · , yℓ)
)

= 0,

whence we finally deduce that (3.4.21) holds. This inspires the main theorem of the next
subsection.

We finish this subsection with an example related to a local Weyl module whose
highest-weight is not of the form ℓω1 as in the previous examples.

Example 3.4.4. Set ℓ = 3,ω = ωω1+ω2, a, and consider the Weyl module W = W (ω) ∈ G̃3.
The irreducible quotient of W is V (ω1 + ω2, a), so we obtain the following short exact
sequence for some proper submodule W ′:

0 → W ′ → W → V (ω1 + ω2, a) → 0. (3.4.22)

As a g-module, we have the following decomposition into simple summands

W ∼=g V (ω1) ⊗ V (ω2) = V (ω1 + ω2) ⊕ V (ω3).

Since dimWω = 1, any highest-weight vector of weight ω1 + ω2 of W is also a highest-ℓ-
weight vector of ℓ-weight ω, so the proper submodule W ′ must satisfy W ′ ∼=g V (ω3). In
particular, W ′ is a simple g̃-module. Therefore, we have W ′ ∼= V (ω3, a).

The Weyl module W being indecomposable ensures that the exact sequence (3.4.22)
does not split. We now show that any non-splitting exact sequence

0 → V (ω3, a) → X
π−→ V (ω1 + ω2, a) → 0 (3.4.23)

implies W ∼= X, where X ∈ G̃3. By the surjectivity of π, let u ∈ X be a highest-ℓ-weight
vector of ℓ-weight ω1+2,a, so that V (ω1 + ω2, a) is isomorphic to a quotient of U(g̃)·u by
the restriction of π to this submodule. In particular, U(g̃)·u is not irreducible, otherwise
U(g̃)·u ∼= V (ω1 + ω2, a) would imply that (3.4.23) splits. Since the length of X is 2
by (3.4.23), we have 1 < lengthG̃ (U(g̃)·u) ≤ 2, whence X = U(g̃)·u. Therefore, by the
universal property of Weyl modules, X is a quotient of W . Noticing that both have the
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same dimension by (3.4.23) and (3.4.22), it follows that X ∼= W .

From the equivalence of categories F̃3 and (3.4.22), we obtain a non-splitting short
exact sequence of S̃3-modules:

0 → S(1, 1, 1, a) → M → S(2, 1, a) → 0,

where F̃3(M) ∼= W . Moreover, since any non-splitting short exact sequence as in (3.4.23)
implies X ∼= W , then any non-splitting short exact sequence 0 → S(1, 1, 1, a) → M ′ →
S(2, 1, a) → 0 implies M ′ ∼= M by the equivalence of categories. We shall use this property
to construct M ′ suitably as follows. Namely, setting M ′ to be the external direct sum of
vector spaces M ′ = S(1, 1, 1, a) × S(2, 1, a), we aim to define an action of S̃3 on M ′ and
construct a non-trivial short exact sequence 0 → S(1, 1, 1, a) → M ′ → S(2, 1, a) → 0 so
that M ′ ∼= M as S̃3-modules.

Let ρ : S3 → GL(M ′) be the representation associated with the action of S3 on M ′:

(v · x,w · x) = ρ(x)(v, w), x ∈ S3, (v, w) ∈ M ′.

We extend this representation to a representation of S̃3 by defining automorphisms ρ̃(yj)
which, along with ρ(σi), satisfy the defining relations of S̃3. As a S3-module, we identify
{0} × S(2, 1, a) with S(2, 1) generated by the Young symmetrizer:

c = (1 + (1, 2))(1 − (1, 3)) = 1 − (1, 3) + (1, 2) − (1, 3, 2),

and with basis w1 = c and w2 = c · (1, 2). Set S(1, 1, 1, a) = Cv. We shall construct
ρ̃(yj) ∈ GL(M ′) as the unique automorphisms defined by

ρ̃(yj)(v, 0) = (av, 0), ρ̃(yj)(0, wk) = (aj,kv, awk) (3.4.24)

for some nontrivial choice of aj,k ∈ C, 1 ≤ j ≤ 3, 1 ≤ k ≤ 2. In face of (3.2.1), we want
these scalars aj,k to be such that we also have

ρ(σ1)ρ̃(y3)ρ(σ1) = ρ̃(y3) (3.4.25)

ρ(σ1)ρ̃(y1)ρ(σ1) = ρ̃(y2) (3.4.26)

ρ(σ2)ρ̃(y1)ρ(σ2) = ρ̃(y1) (3.4.27)

ρ(σ2)ρ̃(y2)ρ(σ2) = ρ̃(y3) (3.4.28)

ρ̃(yi)ρ̃(yj) = ρ̃(yj)ρ̃(yi), 1 ≤ i, j ≤ 3. (3.4.29)

One easily notices that the above identities are satisfied when evaluated at (v, 0) ∈ M ′, so
we only have to work with vectors of the form (0, wk) ∈ M ′.

1. For all (0, wk) ∈ M ′, we have that ρ̃(yi)ρ̃(yj)(0, wk) = ρ̃(yi)(aj,kv, awk) = (aai,kv +
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aaj,kv, a
2wk). Similarly, we obtain ρ̃(yj)ρ̃(yi)(0, wk) = (aaj,kv + aai,kv, a

2wk), whence
(3.4.29) is satisfied for any choice of aj,k.

2. Notice that (ρ(σ1)ρ̃(y3)ρ(σ1))(0, w1) = (−a3,2v, aw1). Since ρ̃(y3)(0, w1) = (a3,1, aw1),
in order to satisfy (3.4.25), we must have

a3,1 + a3,2 = 0.

Similarly calculating on the vector (0, w2), we once more derive the equality a3,1 + a3,2 = 0.

3. We have ((ρ(σ1)ρ̃(y1)ρ(σ1))(0, w1) = (−a1,2v, aw1). In order to satisfy (3.4.26) on
(0, w1), we must have

a2,1 + a1,2 = 0.

Now, calculating on the vector (0, w2), we derive that

a2,2 + a1,1 = 0.

4. Notice that w1 · (2, 3) = w1 −w2 and that w2 · (2, 3) = −w2. In this way, we obtain
that ((ρ(σ2)ρ̃(y1)ρ(σ2))(0, w1) = ((a1,2 − a1,1)v, aw1), whence from (3.4.27) we derive

a1,2 − 2a1,1 = 0.

We also have ((ρ(σ2)ρ̃(y1)ρ(σ2))(0, w2) = (a1,2v, aw2), which is exactly ρ̃(y1)(0, w2) for any
choice of a1,2.

5. Note that ((ρ(σ2)ρ̃(y2)ρ(σ2))(0, w1) = ((a2,2 − a2,1)v, aw1), whence it follows from
(3.4.28) that

a2,2 − a2,1 − a3,1 = 0.

Analogously, we have ((ρ(σ2)ρ̃(y2)ρ(σ2))(0, w2) = (a2,2v, aw2), so we obtain

a2,2 − a3,2 = 0.

One can check that the associated linear system obtained from the variables aj,k

and the equations above has a nontrivial solution for all a1,2 ̸= 0. In this way, by our
construction of these automorphisms based on the choice of the scalars aj,k, we obtain
a representation ρ̃ : S̃3 → GL(M ′) extending ρ : S3 → GL(M ′). In particular, it is clear
that S(1, 1, 1, a) × {0} ∼= S(1, 1, 1, a) as S̃3-modules. Setting ϕ : M ′ → S(2, 1, a) to be the
epimorphism of S̃3-modules (v, w) 7→ w, then Kerϕ = S(1, 1, 1, a) × {0} gives us a short
exact sequence

0 → S(1, 1, 1, a) → M ′ ϕ−→ S(2, 1, a) → 0.

Supposing by absurd that this exact sequence splits, it follows that M ′ has a submodule
isomorphic to S(2, 1, a). As an S3-module, M ′ has a unique submodule isomorphic to
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S(2, 1), which is the submodule generated by the vectors (0, wk), 1 ≤ k ≤ 2. Therefore,
by uniqueness, the submodule of M ′ isomorphic to S(2, 1, a) must coincide with the
submodule generated by the vectors (0, wk). However, by our construction of the scalars
aj,k above, this set is not an S̃3-module, obtaining a contradiction. Therefore, the sequence
above does not split, and M ′ with the action of S̃3 explicitly given by ρ̃ is the desired
module such that F̃3(M ′) ∼= W. ⋄

3.4.2 Modules corresponding to Weyl modules of highest-weight ℓω1

Let a = (a1, . . . , aℓ) ∈ (C×)ℓ and consider the following elements of C[S̃ℓ]:

Fk = Fk(a) =
k∑

j=0
(−1)jej(a)hr−j(y1, · · · , yℓ), 1 ≤ k ≤ ℓ. (3.4.30)

Let Ra be the quotient of C[S̃ℓ] by the right ideal generated by Fk, 1 ≤ k ≤ ℓ, together
with σ − 1, σ ∈ Sℓ. Now, let ω ∈ P+ be such that wt(ω) = ℓω1 and suppose that

ω =
ℓ∏

j=1
ω1, aj

. (3.4.31)

Relations (3.4.21) inspire the following theorem.

Theorem 3.4.5. In the above notation, we have F̃ℓ(Ra) ∼= W (ω) as g̃-modules.

In particular, since W (ω) ∼= V⊗ℓ ∼= Fℓ(C[Sℓ]) as g-modules, it follows from the fact
that Fℓ is an equivalence of categories that we have the isomorphisms of right Sℓ-modules

Ra ∼= C[Sℓ] for all a ∈ (C×)ℓ. (3.4.32)

In the following, we show that (3.4.32) holds independently of Theorem 3.4.5.

It will be convenient to identify Ra with a quotient of the polynomial ring C[y1, · · · , yℓ]
as follows. Consider the right action of Sℓ on C[y1, · · · , yℓ] of permuting the variables
yj, 1 ≤ j ≤ ℓ. Regarding the elements in (3.4.30) as elements of C[y1, · · · , yℓ], let Ia be the
ideal generated by Fk(a), 1 ≤ k ≤ ℓ. In particular, we have f · σ ∈ Ia for all f ∈ Ia and
σ ∈ Sℓ, so there is a natural induced right action of Sℓ on the quotient ring C[y1, · · · , yℓ]/Ia.
Let us denote this right Sℓ-module by Pa.

Let S ⊆ C[y1, · · · , yℓ] be the multiplicative set generated by the variables yj, 1 ≤ j ≤ ℓ.
Thus, the localization S−1C[y1, · · · , yℓ] is the Laurent polynomial ring C[y±1

1 , · · · , y±1
ℓ ]. Con-

sider also the localized module S−1Pa. Since Ia = Ann(Pa) by definition and C[y1, · · · , yℓ]
is a finitely generated C[y1, · · · , yℓ]-module, we have

Ann(S−1Pa) = S−1Ia,
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where S−1Ia is the ideal of C[y±1
1 , · · · , y±1

ℓ ] generated by the image of Ia under the
localization map C[y1, · · · , yℓ] → C[y±1

1 , · · · , y±1
ℓ ]. Let ρ : C[y1, · · · , yℓ] → End(Pa) be

the associated representation. At the end of this section, we shall provide a proof that
ρ(S) ⊆ Aut(Pa). Assuming for now that ρ(S) ⊆ Aut(Pa) holds, the universal property
of localization then implies that there exists a unique extension of representation ρ̃ :
C[y±1

1 , · · · , y±1
ℓ ] → End(Pa) and, furthermore, the map

S−1Pa → Pa, m/s 7→ ρ̃(s)−1m,

is an isomorphism of C[y±1
1 , · · · , y±1

ℓ ]-modules. In other words, we have

C[y±1
1 , · · · , y±1

ℓ ]/S−1Ia ∼= Pa (3.4.33)

as C[y±1
1 , · · · , y±1

ℓ ]-modules. The action of Sℓ on C[y1, · · · , yℓ] extends naturally to an
action on C[y±1

1 , · · · , y±1
ℓ ]. Therefore, regarding C[S̃ℓ] as C[y±1

1 , · · · , y±1
ℓ ] ⋊C[Sℓ] in view

of the isomorphism of algebras C[Zn] ∼= C[y±1
1 , · · · , y±1

ℓ ], then (3.4.33) is an isomorphism
of C[S̃ℓ]-modules.

Let v be the image of 1 in the S̃ℓ-module Ra. Since v ·Sℓ = {v} by definition, it follows
from (3.2.1) that Ra ∼= C[y±1

1 , · · · , y±1
ℓ ]/S−1Ia as S̃ℓ-modules, whence (3.4.33) implies the

isomorphism of S̃ℓ-modules:
Ra ∼= Pa. (3.4.34)

Therefore, in order to show (3.4.32), it suffices to show that Pa ∼= C[Sℓ] as Sℓ-modules.

Let us denote by Y = C[y1, · · · , yℓ] and by Y Sℓ the symmetric polynomials in the
variables yj, 1 ≤ j ≤ ℓ. Let ISℓ

a be the ideal of Y Sℓ generated by the symmetric polynomials
Fk(a) in (3.4.30), 1 ≤ k ≤ ℓ. Thus, considering the quotient Y Sℓ/ISℓ

a , by the very definition
of the elements Fk(a) one easily checks that the image of each hk = hk(y1, · · · , yℓ) in the
quotient Y Sℓ/ISℓ

a is a scalar, whence by (1.8.2) it follows that ISℓ
a is a maximal ideal of

Y Sℓ . In particular, there exists z = (z1, · · · , zℓ) ∈ Cℓ such that ISℓ
a equals the ideal J(z)

of Y Sℓ generated by the elements hk − zk, 1 ≤ k ≤ ℓ. Setting I(z) to be the ideal of Y
generated by the elements hj − zj, 1 ≤ j ≤ ℓ, one sees that Ia = I(z) as ideals of Y . We
thus work equivalently with the quotient P(z) = Y/I(z) instead of Pa.

Set P(0) to be the quotient of Y by the ideal generated by hk, 1 ≤ k ≤ ℓ. This
quotient in the literature is referred to as the ring of coinvariants and the fact that
P(0) ∼= C[Sℓ] as Sℓ-modules traces back to Chevalley and a proof can be found in [42,
Proposition 3.32], for instance. A more constructive approach to P (0) will be utilized in
order to characterize P(z) as follows. Recall the set STab(ξ) of standard tableaux of the
partition ξ ∈ Pℓ seen in Subsection 1.6.2 and set

T =
⋃

ξ∈Pℓ

(
STab(ξ) × STab(ξ)

)
.



Chapter 3. The classical and affine Schur-Weyl Duality 91

The proof of the following theorem was sketched in [53] and a detailed proof of a more
general statement was given in [2, Theorem 2] and [1] (see also [33] for further generaliza-
tions).

Theorem 3.4.6. There exists a set F = {F S
T ∈ Y : (T, S) ∈ T } satisfying the following

properties:

(i) F is basis for Y as a Y Sℓ-module.

(ii) The image of F in P(0) is a C-basis.

(iii) For each ξ ∈ Pℓ and S ∈ STab(ξ), the C-span of the set F S
ξ := {F S

T : T ∈ STab(ξ)}
is a simple Sℓ-submodule of Y isomorphic to S(ξ).

The polynomials F S
T are explicitly described combinatorially and are known as higher

Specht polynomials. Denoting by V S
ξ the simple submodule mentioned in part (iii) of

Theorem 3.4.6, it follows from (i), (iii) that

Y =
⊕
ξ∈Pℓ

⊕
S∈Stab(ξ)

V S
ξ Y

Sℓ . (3.4.35)

The following lemma will be fundamental in characterizing P(z).

Lemma 3.4.7. Let A be a commutative associative ring with 1 and B a subring (with 1)
of A. Let J be an ideal of B and let I be the ideal of A generated by J (the extension of
J in A). Suppose further that A is a free (right) B-module with basis (ak)k∈K for some
index set K. Then, I = ⊕kakJ . In particular, if A is a domain, (ak + I)k∈K is a basis of
the B/J-module A/I.

Proof. Since I is a B-submodule of A such that IJ ⊆ I, then A/I is naturally a B/J-
module. By hyphotesis, we have

A =
⊕
k∈K

akB. (3.4.36)

Since akJ ⊆ akB, (3.4.36) implies that the sum ∑
k akJ is direct and, since akJ ⊆ I by

the definition of I, we have ⊕kakJ ⊆ I. Conversely, given i ∈ I, we can write i as the
finite sum i = ∑

s csjs for some cs ∈ A, js ∈ J . From (3.4.36), we also write cs = ∑
k akbk,s

for some bk,s ∈ B to get

i =
∑

s

(∑
k

akbk,s

)
js =

∑
k

ak

(∑
s

bk,sjs

)
∈
∑

k

akJ,

thus proving that I ⊆ ⊕kakJ .
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Now, set Bk = akB and Jk = akJ = BkJ, k ∈ K, so Jk is a B-submodule of the
B-module Bk. Let π : A → ⊕

k Bk/Jk be the epimorphism of B-modules given by

a =
∑

s

bs 7→
∑

s

(
bs + Js

)
,

where bs ∈ Bs and ∑s

(
bs+Js

)
∈ ⊕kBk/Jk is the corresponding sequence such that the s-th

coordinate belongs to Bs/Js. Noticing that π has kernel I = ⊕kJk, then A/I ∼=
⊕

k(Bk/Jk)
as B-modules. Let fk : B → Bk/Jk be the epimorphism of B-modules given by b 7→ akb+Jk.

If fk(b) = Jk, then akb = akj for some j ∈ J . Since A is a domain by assumption, then
b = j ∈ J , showing that Ker f = J . Therefore, Bk/Jk

∼= B/J as B-modules and, hence,
also as B/J-modules by the fact that Jk = BkJ . In particular, Bk/Jk is a cyclic B/J-
module generated by ak + Jk. Therefore, in view of the isomorphism A/I ∼=

⊕
k(Bk/Jk)

it follows that (ak + I)k∈K is linearly independent over B/J and generates A/I as a
B/J-module.

In light of (3.4.35) and using Lemma 3.4.7 with A = Y,B = Y Sℓ
ℓ , J = J(z), I =

I(z), K = T , ak = F S
T , k = (T, S), we get

P(z) = Y/I(z) =
⊕
ξ∈Pℓ

⊕
S∈Stab(ξ)

(V S
ξ + I(z)), (3.4.37)

which implies Pa = P(z) ∼= C[Sℓ] since V S
ξ + I(z) ∼= S(ξ) and the cardinality of STab(ξ)

equals dim V (ξ) (see [53]).

We now return to Theorem 3.4.5. In the next lemma, we identify vectors in F̃ℓ(Ra)
which are highest-ℓ-weight vectors of ℓ-weight ω.

Lemma 3.4.8. Set v = v⊗ℓ
1 ∈ V⊗ℓ. Any nonzero pure tensor of the form u⊗ v ∈ F̃ℓ(Ra)

is a highest-ℓ-weight vector of ℓ-weight ω.

Proof. The vector u ⊗ v has weight ℓω1. Since there can be no weight of V⊗ℓ higher
than ℓω1, then ñ+(u ⊗ v) = 0. Moreover, since x−

i v = 0 for i ≠ 1, then hi,r(u ⊗ v) =
[x+

i,r , x
−
i ](u⊗ v) = 0 follows as well, whence we obtain Λi,r(u⊗ v) = 0, r ∈ Z>0. Thus, in

order to show that u⊗ v is a highest-ℓ-weight vector of ℓ-weight ω, we are left to verify
that u⊗ v is an eigenvector for the action of Λ1,r of eigenvalue equal to the coefficient of
tr in the polynomial ∏ℓ

i=1(1 − ait). In fact, it suffices to calculate the eigenvalue of Λθ,r on
(u⊗ v), since Λθ,r = ∏

i∈I Λi,r and Λi,r(u⊗ v) = 0 for i ≠ 1. Also, one notices from (1.8.4)
that the coefficient of tr in ∏ℓ

i=1(1 − ait) equals (−1)rer(a1, · · · , aℓ), so we have to show

Λθ,r(u⊗ v) = (−1)rer(a1, · · · , aℓ)(u⊗ v), r ∈ Z≥0. (3.4.38)
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Setting β = θ and s = 0 in Proposition 1.4.2, it follows that

(x+
θ )(r)(x+

0 )(r)(u⊗ v) = (−1)rΛθ,r(u⊗ v), r ∈ Z≥0, (3.4.39)

so we only have to handle the left-hand side of (3.4.39). Iterating (3.2.3), we get

(x+
0 )(r)(u⊗ v) = 1

r!
∑
j∈Jr

u·yj ⊗ ∆j(x−
θ )(v), (3.4.40)

where Jr = {j = (j1, j2, . . . , jr) : 1 ≤ ji ≤ ℓ, ji ̸= js for i ̸= s} and

yj = yj1 · · · yjr ,

∆j(x−
θ ) = ∆j1(x−

θ ) · · · ∆jr(x−
θ ), j ∈ Jr.

The condition ji ̸= js follows from ∆k(x−
θ )m(v) = 0 for m > 1. Furthermore, noticing that

∆j(x−
θ )(v) = 0 for j ∈ Jr with r > ℓ, then (x+

0 )(r)(u ⊗ v) = 0 shows that (3.4.38) holds
for r > ℓ, so we move to the case 0 ≤ r ≤ ℓ. Noticing that in this case (x+

θ )r· ∆j(x−
θ )(v) =

r!v, j ∈ Jr, then
(x+

θ )(r)(x+
0 )(r)(u⊗ v) = 1

r!
∑
j∈Jr

(
u · yj ⊗ v

)
.

Using the fact that yiyj = yjyi, we collect all the r! repeating terms of the form yj1 · · · yjr

with 1 ≤ j1 < · · · < jr ≤ ℓ to finally obtain

(x+
θ )(r)(x+

0 )(r)(u⊗ v) = u · er(y1, · · · , yℓ) ⊗ v, (3.4.41)

since er(y1, · · · , yℓ) satisfies (1.8.3). We now proceed inductively to show that

u · er(y1, · · · , yℓ) = er(a1, · · · , aℓ)u, 0 ≤ r ≤ ℓ. (3.4.42)

It is clear that (3.4.42) holds for r = 0. Let 0 < r ≤ ℓ and and assume that it also holds
for all 0 < s < r. Using (1.8.7) and the inductive hyphotesis, we get

u·er(y1, · · · , yℓ)=(−1)r+1u·hr(y1, · · · , yℓ)+
r−1∑
j=1

(−1)j+r+1ej(a1, · · · , aℓ)
(
u·hr−j(y1, · · · , yℓ)

)
.

(3.4.43)
Now, since v Fr = 0 in Ra, where v the image of 1, the following relation holds in Ra as
well:

(−1)r+1u · hr(y1, · · · , yℓ) =
r∑

j=1
(−1)j+r+2ej(a1, · · · , aℓ)

(
u · hr−j(y1, · · · , yℓ)

)
.

Plugging this relation back in (3.4.43), then u · er(y1, · · · , yℓ) = er(a1, · · · , aℓ)u follows,
finishing the induction on r. Thus, (3.4.42) and (3.4.41) combined with (3.4.39) shows
that (3.4.38) holds, completing the proof.
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Proof of Theorem 3.4.5. Notice that (3.4.32) guarantees the existence of u ∈ Ra such that
u⊗ v ̸= 0. Namely, any u such that the image of u under the isomorphism (3.4.32) has
nonzero projection on the submodule S(ξ0) ⊆ C[Sℓ], where S(ξ0) is the 1-dimensional
trivial representation associated with the Young symmetrizer c0 = ∑

σ∈Sℓ
σ of the partition

ξ0 = (ℓ) of ℓ. In this way, the submodule Va of F̃ℓ(Ra) generated by F̃ℓ(Ra)ℓω1 is nonzero
by the previous lemma. In particular, any vector in F̃ℓ(Ra)ℓω1 is also a highest-ℓ-weight
vector of ℓ-weight ω. We now show that

Va = F̃ℓ(Ra). (3.4.44)

If that were not the case, we would have a short exact sequence

0 → Va → F̃ℓ(Ra) → W → 0 (3.4.45)

for some nonzero module W . Moreover, since Va is generated by F̃ℓ(Ra)ℓω1 , it follows that
ℓω1 is not a weight of W . From the equivalence established by F̃ℓ, there would also exists
a short exact sequence of S̃ℓ-modules

0 → K → Ra → L → 0 (3.4.46)

such that F̃ℓ(K) = Va and F̃ℓ(L) = W . Considering a splitting of this sequence in the
category of Sℓ-modules, say Ra = K ⊕ L′, it follows that

u⊗ v = 0 for all u ∈ L′, (3.4.47)

otherwise W would admit a nonzero vector of weight ℓω1 by the previous lemma. Now,
notice that v, the image of 1 in Ra, is such that Cv ∼= S(ξ0) as Sℓ-modules by definition
of v. In particular, this shows that v ⊗ v ̸= 0. Moreover, it follows from (1.6.3), and the
isomorphism Ra ∼= C[Sℓ], that Cv is the unique submodule of Ra isomorphic to S(ξ0).
Writing v = k0 + l0 for some k0 ∈ K, l0 ∈ L′, then v · σ = v for σ ∈ Sℓ and K ∩ L′ = {0}
shows that k0σ = k0, l0 · σ = l0 for all σ ∈ Sℓ, i.e., we have Ck0 ∼= S(ξ0) and Cl0 ∼= S(ξ0) if
both k0, l0 ̸= 0. Therefore, by the uniqueness of Cv as the submodule isomorphic to S(ξ0),
then either k0 = 0 or l0 = 0. Now, v ⊗ v ̸= 0 combined with (3.4.47) implies that k0 ≠ 0,
so v = k0 ∈ K and it follows that Ra = K, as v is the generator of Ra. Consequently,
regarding (3.4.45) and (3.4.46), the conclusion (3.4.44) follows.

Now, it is clear from the definition of Va and the equality Va = F̃ℓ(Ra) shown above
that F̃ℓ(Ra) is a quotient of the local Weyl module W (ω). Since F̃ℓ(Ra) ∼= V⊗ℓ ∼= W (ω)
as g-modules by (3.4.32) and Corollary 2.4.9, it then follows that F̃ℓ(Ra) ∼= W (ω) as
g̃-modules, proving Theorem 3.4.5.

We finish this section with the promised proof mentioned in the beginning of this
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section that ρ(S) ⊆ Aut(Pa). For this proof, we will heavily utilize properties of sym-
metric polynomials that we first deduce as follows. For convenience, let us denote
by Xn = C[x1, · · · , xn], n ∈ Z>0. Since the symmetric polynomials are generated by
the elementary ek = ek(x1, · · · , xn) and complete homogeneous symmetric polynomials
hk = hk(x1, · · · , xn), for each hk, 1 ≤ k ≤ n, there exists a unique qk ∈ Xk such that

hk = qk(e1, · · · , ek). (3.4.48)

For instance, q1 = x1, q2 = x2
1 − x2, and q3 = x3

1 − 2x1x2 + x3. It follows from the classical
relation (1.8.7) that

qk =
k∑

j=1
(−1)j+1xjqk−j. (3.4.49)

Conversely, let q̃k ∈ Xk be such that ek = q̃k(h1, · · · , hk). One can also write (1.8.7) in the
form 0 = ∑k

j=0(−1)jek−jhj, whence

q̃k =
k∑

j=1
(−1)j+1xj q̃k−j, (3.4.50)

showing that q̃k = qk and also that

xk =
k∑

j=1
(−1)j+1xk−jqj, 1 ≤ k ≤ ℓ, (3.4.51)

when considering (3.4.48). Let us check that

qk(q1, . . . , qk) = xk for all 1 ≤ k ≤ ℓ. (3.4.52)

Proceeding by induction, since q1 = x1, we readily see that the induction starts. Assume
k > 1 and that (3.4.52) holds for qj, j < k. By (3.4.49), we then get

qk(q1, . . . , qk) =
k∑

j=1
(−1)j+1qjqk−j(q1, . . . , qk−j)

Ind. Hyp.=
k∑

j=1
(−1)j+1qjxk−j

(3.4.51)= xk,

completing the induction.

Now, let qk,ℓ ∈ Xℓ be the unique element such that

hk = qk,ℓ(h1, . . . , hℓ) for all k ≥ 0. (3.4.53)

For instance, qk,ℓ = tk if k ≤ ℓ. Since ek = 0 for k > ℓ, (1.8.7) and q̃k = qk imply

qℓ+1,ℓ =
ℓ∑

j=1
(−1)j+1xℓ+1−jqj. (3.4.54)
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Comparing with (3.4.51), we get

qℓ = (−1)ℓ(qℓ,ℓ−1 − xℓ). (3.4.55)

Combining with (3.4.52), we get

xℓ = qℓ(q1, . . . , qℓ) = (−1)ℓ (qℓ,ℓ−1(q1, . . . , qℓ−1) − qℓ) . (3.4.56)

We finally use these properties to deduce our desired result.

Lemma 3.4.9. For a ∈ (C×)ℓ, we have ρ(S) ⊆ Aut(Pa)

Proof. Set Yk = C[y1, · · · , yk], k ∈ Z>0. We need to show that ρ(yj) ∈ Aut(Pa) for all
1 ≤ j ≤ ℓ. Since the argument is symmetric in j, we may assume that j = ℓ for simplicity.
Thus, we show that yℓr = 0 for some r ∈ Pa implies r = 0. Let R be the submodule of Pa

generated by such r. In what follows, we prove that R = 0.

Recall the elements Fk(a) ∈ Ia. Since Fk(a)r = 0 by the very definition of Pa, and
since yℓr = 0, it then follows that R is a cyclic Yℓ−1-module generated by a vector r which
satisfies (at least) the relations

F ′
k(a)r = 0, 1 ≤ i ≤ ℓ, (3.4.57)

where

F ′
k(a) =

k∑
j=0

(−1)jej(a1, · · · , aℓ)hk−j(y1, · · · , yℓ−1), 1 ≤ k ≤ ℓ. (3.4.58)

Let P ′
a be the quotient of Yℓ−1 by the ideal generated by F ′

k(a), 1 ≤ k ≤ ℓ, so that R is
isomorphic to a quotient of P ′

a. Let r′ be the image of 1 in P ′
a. In order to conclude that

R = 0, it suffices to show P ′
a = 0 or, equivalently, r′ = 0.

Henceforth, to shorten notation, set cj = ej(a1, · · · , aℓ), F ′
j = F ′

j(a) as well as Hi =
hj(y1, · · · , yℓ−1), 1 ≤ j ≤ ℓ. We suppose that r′ ̸= 0 and derive a contradiction. Let us
assume that we know that r′ is a common eigenvector for Hi, 1 ≤ i ≤ ℓ, more precisely:

Hir
′ = qi(c1, c2, . . . , ci)r′, (3.4.59)

where qi is given by (3.4.48). By (3.4.53) we have

Hℓr
′ = qℓ,ℓ−1(H1, . . . , Hℓ−1)r′, (3.4.60)

and, hence,
qℓ,ℓ−1(q1, . . . , qℓ−1) = qℓ(c1, c2, . . . , cℓ), (3.4.61)
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where, for short, we wrote qi in place of qi(c1, c2, . . . , ci) on the left hand side. However,
(3.4.56) implies

qℓ,ℓ−1(q1, . . . , qℓ−1) − qℓ(c1, c2, . . . , cℓ) = (−1)ℓcℓ = (−1)ℓa1a2 · · · aℓ, (3.4.62)

yielding a contradiction since a ∈ (C×)ℓ.

It remains to prove (3.4.59), which we shall do by induction on 1 ≤ i ≤ ℓ. The case
i = 1 is clear from (3.4.57) and q1 = x1. Assume i > 1 and use the induction hypothesis
on (3.4.57) to get

0 = F ′
ir

′ = Hir
′ +

i∑
j=1

(−1)jcjHi−jr
′ = Hir

′ +
 i∑

j=1
(−1)jcjqi−j(c1, . . . , ci−j)

 r′.

An application of (3.4.49) completes the proof.

3.4.3 Discussions and further directions

We now discuss how the results obtained in the last subsection relate to some other
results previously established in the literature about local Weyl modules.

The proof of Theorem 3.4.5 here presented was conducted in two parts: the first part
in which we show that F̃ℓ(Ra) is isomorphic to a quotient of W (ω) and the second part
in which we conclude that W (ω) ∼= F̃ℓ(Ra), with the latter being heavily dependent on
Corollary 2.4.9 obtained from the results of [14, 26]. In particular, from the first part and
from the isomorphism of Sℓ-modules Ra ∼= C[Sℓ], it follows that

dimW (ω) ≥ dimV⊗ℓ, (3.4.63)

with the proof of this inequality here given being independent from the fact derived in
[14, 26] that W (ω) ∼= V⊗ℓ as g-modules. However, a few concerns arise from the context
in which we derived (3.4.63), as we now discuss.

Since we are dealing with the affine Schur-Weyl duality, at first (3.4.63) is only valid
for values ℓ ≤ n, since the proof that F̃ℓ(Ra) ∼= W (ω) of the previous subsection is heavily
dependent on the fact that F̃ℓ is an equivalence of categories. However, this hyphotesis
was unnecessary in Corollary 1.3.4 of [14] which gives the following inequality with respect
to the dimension of an arbitrary local Weyl module W (λ):

dimW (λ) ≥
n∏

i=1

(
n+ 1
i

)wt(λ)(hi)

, (3.4.64)

and from which (3.4.63) follows as a particular case. Nevertheless, if one considers the
broader category of finite-dimensional g̃-modules, the functor F̃ℓ is still well-defined even
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for values ℓ > n. In particular, one can ask whether the local Weyl modules W (ω) in
this broader setting are still such that there exists finite-dimensional S̃ℓ-modules M with
F̃ℓ(M) ∼= W (ω). If that is the case, and the functor still behaves suitably with respect to
exact sequences, one can hope to give a proof of (3.4.63) independently of [14, 26] and
which is not dependent on ℓ ≤ n. We are still investigating this.

The general inequality (3.4.64) which gives (3.4.63) was originally pointed out in [15]
to follow from the works seen in [19, 54, 11] involving the dimension of local Weyl modules
in the setting of finite-dimensional representations of Uq(ĝ′) and the classical limits (q → 1)
of these modules. In [14], (3.4.64) was reobtained using the notion of fusion products, and,
in [26], this result was developed using connections with the notion of Demazure modules.
In fact, these external connections was also used to obtain the reverse direction of this
inequality, and in both articles the bases of local Weyl modules for the affine Lie algebra
of sl2, first developed in [19] using the quantum setting, was assumed to construct the
general argument. A construction of bases for the local Weyl modules, including bases for
the local Weyl modules for the affine Lie algebra of sl2 independently from the quantum
setting construction in [19], was given in [6, 20, 39, 49] in different approaches.

It is interesting to notice that, in our context, even with the concerns above, we
managed to obtain (3.4.63) only using the theory of Sℓ and S̃ℓ-modules and the affine
Schur-Weyl duality established by the functor F̃ℓ, without relying on the notions of fusion
products, Demazure modules or any known construction of bases of local Weyl modules
for the affine Lie algebra of sl2. Now, if one wants to obtain the reverse inequality without
external connections, it is natural to raise the following question: In the same way the
isomorphism of Sℓ-modules Ra ∼= C[Sℓ] was fundamental to show (3.4.63), is it possible
to obtain the reverse inequality by working exclusively in the setting of Sℓ-modules or
S̃ℓ-modules? For example, the local Weyl modules are characterized by the universal
property that any finite-dimensional highest-ℓ-weight g̃-module is isomorphic to a quotient
of the corresponding local Weyl module. Regarding the S̃ℓ-modules corresponding to
the local Weyl modules, can one expect that they can also be characterized by some
universal property regarding quotients? If that is the case, is then Ra such that it satisfies
exactly the universal property of that module? We still leave this questions unanswered.
In particular, if one is successful in such characterization, the reverse inequality of (3.4.63)
would follow independently from the works of [14, 26], although probably still dependent
on the hyphotesis ℓ ≤ n. In fact, if properly generalized, it leads to a direction of further
exploring the modules corresponding to the local Weyl modules whose ℓ-weights λ are
not necessarily such that wt(λ) = ℓω1, by characterizing these modules in terms of some
universal property.

We end this work by doing a comparison with [25] whose content has a considerable
intersection with Sections 3.2 and 3.3 above. The author of the present work initiated the
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study of the affine Schur-Weyl duality as an undergraduate research project in the context
of Fapesp IC Grant [29]. In particular, Section 3.2 above is a significantly improved version
of Section 3 of the final report concerning that grant, submitted to Fapesp in January 2020.
In March 2020, we were told by V. Chari, who was aware of the efforts in this direction
previously made in [4], that Y. Flicker had posted a related preprint on his own website.
That preprint, at that time, culminated exactly with the result established by Theorem
3.2.3 and did not address any of the topics discussed in Sections 3.3 and 3.4 which we were
working on at that moment. The present work is supported by Fapesp Grant 2019/23380-0.
In February 2021, we reported to Fapesp that we had made a study of that preliminary
version of [25] which contributed to a further improvement of what became Section 3.2,
which is now indeed more detailed than the corresponding part in the present published
version of [25]. Unfortunately, at the time we wrote that report, the preprint had been
withdrawn from the author’s webpage, so we could not include a link to it in the report to
Fapesp.

On February 2nd 2022, we visited the author’s webpage again and discovered that
Flicker’s initial preprint had been substantially expanded, growing from 8 to 15 sections,
and published in Journal of Lie Theory in Setember of 2021. One interesting addition to
the published version of [25], which is related to Section 3.2, is the proof that the functor
in Theorem 3.2.3 is not an equivalence of categories when ℓ = n+ 1. This is achieved in
Section 15 by showing that, in that case, the evaluation modules of the sign representation
for Sℓ admit non-trivial self-extensions, while their image under the functor, the trivial
representation for the loop algebra, are known not to admit nontrivial self-extensions
(Section 15 of [25] contains other interesting points). The material covered in Section 3.3
above was also added to the published version of [25] as Section 8. Although we have
developed this material independently of [25] - given that it was not present in the early
version of the preprint we had studied -, since both works are heavily based on the quantum
version originally shown in [17], it turns out that the approaches are unavoidably very
similar. Section 3.3 contains more details than [25, Section 8]. The terminology “Zelevinsky
tensor product”, which we use following [17], is not used in [25]. We regard the fact that
this master’s project unintentionally acquired a feel of competition with [25], whose author
is a senior and highly accomplished mathematician, as a strong indication of the relevance
of this topic.

The material of Section 3.4, which was the main goal of our project since the early
stages of [4] and [29], is not addressed in [25]. However, another addition to the published
version of [25] was a citation to the paper [23] which, among other results, describes a
version of the Schur-Weyl duality of Z-graded modules for the current algebra g[t] on
the one hand and the degenerate affine Hecke algebra Hℓ = C[Sℓ] ⋉C[y1, . . . , yℓ] on the
other. In particular, since the Weyl module Wt(λ) for the current algebra g[t] defined
in Section 2.4 is isomorphic to the the pull-back φ∗

a(W (ωλ,a)) along the homomorphism
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t
φa7−→ t−a, a ∈ C×, which in turn is isomorphic to a level-1 Demazure module (see [14]), the

Weyl module Wt(λ) is then a Z-graded g[t]-module and one may consider the Hℓ-module
corresponding to Wt(λ). By exploring the theory of highest-weight categories, the authors
of [23] show that the module corresponding to Wt(λ) under their version of the Schur-Weyl
duality is a certain module referred to as the local Kato module, which we shall denote
here by K(λ). It will be convenient to think of λ both as an element of P+ as well as the
corresponding partition of ℓ by the correspondence (3.1.6). It is then proved in [23] that
the graded Sℓ-character of K(λ) is given by the so-called q-Whitacker function and that
we have an isomorphism of Sℓ-modules

K(λ) ∼= IndSℓ
Sλ
S,

where Sλ is the subgroup Sξ1 × Sξ2 × · · · Sξm associated to the partition ξ = (ξ1, . . . , ξm)
given by the transpose of the partition associated to λ, and S is the sign representation
of Sℓ regarded as an Sλ-module by restriction. However, the description of the action of
the elements yj on K(λ) in [23] is not as transparent as one might desire. For instance,
following the path we trailed in Subsection 3.4.2, for λ = ℓω1 one might expect that K(λ)
is isomorphic to the quotient R0 of Hℓ by the right ideal generated by σ − 1, σ ∈ Sℓ,
together with the elements Fk(a) with a = (0, 0, . . . , 0), since h⊗ tk, k ≥ 1, annihilates the
generator of Wt(ℓω1). As of this moment, we do not see how to show this from the very
abstract description of K(λ) given in [23]. A far as we know, the question of studying the
modules corresponding to local Weyl modules has not been addressed elsewhere beside
[23] and our work. In particular, a description of the answer in terms of generators and
relation as we gave in Section 3.4.2 for the case λ = ℓω1 has not been given before ours.
At the moment, we are focusing on unraveling the action of the elements yj on K(λ) for
general λ hoping to be able to extend the results of Section 3.4.2.
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