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RESUMO 

 

A indústria de carga aérea está enfrentando cada vez mais desafios operacionais devido à 

competição global mais acirrada e aos requisitos de nível de serviço mais elevados dos clientes. 

As técnicas de aprendizado de máquina estão sendo consequentemente aplicadas como uma 

abordagem de gerenciamento de risco da cadeia de suprimentos da aviação (SCRM) a fim de 

prever atrasos, reduzir a incerteza operacional e reduzir custos. O objetivo da pesquisa é avaliar 

se o uso de técnicas de aprendizado de máquina contribui para uma melhor previsão de atrasos de 

remessas por transporte aéreo de forma a otimizar o desempenho da capacidade de controle da 

cadeia de abastecimento internacional. Para tanto são testadas diferentes classes de algoritmos na 

fase de mineração de dados do KDD (Knowledge Discovery in Databases): Support Vector 

Machine, Random Forest, Artificial Neural Networks e K-Nearest Neighbors. O algoritmo 

Random Forest obteve o melhor resultado de acuracidade com 86% para opção de teste de 

validação cruzada após um procedimento de balanceamento de classe combinada. No geral, a 

pesquisa também acrescenta à literatura atual, uma vez que os dados de transporte e de 

fornecedor são usados em uma aplicação específica de aprendizado de máquina. 

 

Palavras Chave: Mineração de Dados, Aprendizagem de Máquina, Cadeia de Suprimentos  

 

 

 

 

 

 

 

 

 

 

 



8 
 

   
 

ABSTRACT 

 

The air freight cargo industry is increasingly facing operational challenges due to tougher global 

competition and higher service level requirements from customers. Machine Learning techniques 

are consequently being applied as an aviation supply chain risk management (SCRM) approach 

in order to predict delays, reduce operational uncertainty and reduce costs. The objective of the 

research is to evaluate whether the use of machine learning techniques contributes to a better 

prediction of air transport shipment delays in order to optimize the performance of the 

international supply chain control capacity. For that, different classes of algorithms are tested in 

the data mining phase of KDD (Knowledge Discovery in Databases): Support Vector Machine, 

Random Forest, Artificial Neural Networks and K-Nearest Neighbors. The Random Forest 

algorithm achieved the best result with accuracy of 86% in the cross validation test scenario after 

a combined class balancing procedure. Overall, the research also adds to the current literature as 

both transport and supplier data are used in a specific machine learning application.  

 

 

Keywords: Data Mining, Machine Learning, Supply Chains 
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1 INTRODUCTION 

 

Supply chain management can be defined as a “network of organizations that are 

involved, through upstream and downstream linkages, in the different processes and activities 

that produce value in the form of products and services in the hands of the ultimate consumer” 

(CHRISTOPHER, 1992, p. 320). The entire process of logistics can be described as below:  

Deals with moving of materials into, through, and out of a firm, can be divided into three 

parts: (1) inbound logistics, which represents the movement and storage of materials 

received from suppliers; (2) materials management, which covers the storage and flows 

of materials within a firm; and (3) outbound logistics or physical distribution, which 
describes the movement and storage of products from the final production point to the 

customer (FARAHANI; REZAPOUR; KARDAR, 2011, p.11). 

The inbound and outbound logistics flows are mainly supported by transportation 

activities. Transport refers to moving product from one location to another as it proceeds 

upstream to the customer and represents a significant component of the costs incurred by most 

chains. Supply chains use a combination of the following modes of transport: air, express parcel 

carriers, truck, railroad, maritime, pipeline and intermodal (SUNIL; CHOPRA, 2016). The 

globalization of the economy, which has been confirmed by the trade barriers decline and the 

falling transport, communication and coordination costs, has changed the role of the manufacture 

procedures from being determined in few plants to being fragmented in different facilities and in 

different countries and has considerably increased the trade rate. This has fostered a tight raise of 

trade flows, affecting the logistics activities, particularly transport (KHERBASH; MOCANA 

2015).   

In particular, the air cargo industry plays a key role in global transportation due to its 

expedite service characteristics. The air freight market was estimated to be worth $92.81 billion 

in 2018 and is expected to increase to $183.16 billion by 2025 (SANDERS, 2020). Freight is a 

direct representation of the health of the global economy and while airfreight may be a tiny 

proportion of all freight by tonnage (2–3%), nonetheless it can represent a significant amount of 

countries’ total imports and exports by value, typically between 35–40% in many advanced 

economies (GSF, 2015).  
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Many industries benefit from the faster alternative of this transportation mode on 

their daily business operations. Airfreight is ideally suited to the Just in Time (JIT) manufacturing 

processes favored by automotive manufacturers. Just in time manufacturing can be defined as “an 

approach to achieving excellence in a manufacturing company based on the continuing 

elimination of waste (waste being considered as those things which do not add value to the 

product such as supply chain deviations)” (WALLACE; DOUGHERTY, 1987). In the case of a 

manufacturing crisis, such as a parts recall, the rapid reactivity of air cargo can get manufacturing 

back on track in a short time, saving automotive companies hundreds of thousands – if not 

millions – of dollars in lost time and productivity. Air cargo is therefore an important link in a JIT 

supply chain, enabling automotive manufacturers to reduce downtime on the assembly line and 

thereby maintain profits.  

The air freight cargo industry is increasingly facing operational challenges due to 

tougher global competition and higher service level requirements from customers. Transportation 

delays may represent considerable additional costs to the supply chain. According to the Zhang 

and Figliozzi (2009) survey, transport delays were cited by 42,9% of respondents to impact the 

administration workload and costs and by approximately 28% to increase transportation and 

inventory costs. Higher administrative costs related to customer service, communication, 

documentation and tracking were highlighted by wholesalers. Wholesalers and manufacturers 

that import supplies and raw material were also concerned about higher inventory costs caused by 

longer lead times. In general, importers also showed a higher concern about the impact of delays 

on promotions and sales plans as well as costs associated to custom procedures and inspections 

(ZHANG; FIGLIOZZI, 2009).  

From the use of data analysis techniques to interpret a growing database, much can be 

done to identify trends and anticipate changes such as transportation delays that impact the 

business as a whole (WALLER; FAWCETT, 2013a). The analytics capability has a direct effect 

on supply chain agility and competitive advantage. Organizational flexibility also plays an 

important moderation role on the path unifying the agility and competitive dimensions (DUBEY 

et al., 2019d). The ability to predict delays and act in advance to avoid the abovementioned 

impacts is bound to become a competitive advantage in supply chain management as it 

contributes to cost and stock out occurrence reductions (specially for JIT production 
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environments of the automotive industry). However, the full application of artificial intelligence 

and data analytics is still to be achieved as companies progressively implement projects in this 

area.  The next section further describes the research problem definition and objectives to tackle 

the current challenges in delay prediction within the Brazilian context of supply chain operations.  

2 PROBLEM DEFINITION AND OBJECTIVES 

 

Artificial intelligence and data analytics technologies are driving the development of 

transformative business models with new platforms that automate processes, match demand and 

supply, dynamically define pricing and make real-time decisions (AKTER et al., 2020). These 

methodologies have an intrinsic correlation with the enhanced use of information datasets to gain 

further insights into daily decision making and increase Supply Chain Risk Management 

capabilities. Supply Chain Risk Management (SCRM) encompasses a wide variety of strategies 

to identify, assess, mitigate and monitor events or conditions which might have an impact, mostly 

adverse, on any part of a supply chain (BARYANNIS et al., 2019b). Sanchez-Rodrigues, Potter 

and Naim (2010) indicate that the main drivers impacting the sustainability of transport 

operations are delays, variable demand/poor information, delivery constraints and insufficient 

supply chain integration.  

These drivers are directly related to the logistics triad concept: the set of relat ionships 

between the supplier of the goods, the customer for the goods and the logistics provider (or 

carrier) (SANCHEZ-RODRIGUES et al., 2008). The consequence of issues in these relationships 

is the reduction of the efficiency of transport operations. In general, the current concept of 

inbound logistics management in Brazil is not based on the adoption of technologies that monitor 

the supply chain in real time and propose prescriptive or predictive solutions to mitigate risks and 

control operational instabilities (QUEIROZ; TELLES, 2018). Additional costs are incurred from 

this inefficiency to predict delays and react on a timely manner.  

The main research question which will be answered can be described as follows: The 

improvement of predictability of international air shipment deliveries increase the ability to 

control supply chains risks and improve their performance? 

Based on that question, the research hypothesis is formalized below: 
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Research Hypothesis: The use of supervised learning algorithms can contribute to 

improve predictability of international shipment delays and improve the supply chain 

performance. 

The general objective of the research is to evaluate whether the use of machine 

learning techniques contributes to a better prediction of air transport shipment delays in order to 

optimize the performance of the international supply chain control capacity. For that, different 

classes of algorithms are tested, namely: Support Vector Machine, Random Forest, Artificial 

Neural Networks and K-Nearest Neighbor algorithms. By anticipating the supply chain delay 

before picking up the cargo with the supplier, there is an improvement in supply chain efficiency 

and cost reduction. 

In addition, this research aims to contribute to the expansion of studies related to the 

application of intelligent algorithms in the Brazilian context of logistics operations. Due to the 

growing importance of research in this area, it is necessary to expand the application of these 

concepts in the Brazilian reality as a way to contribute to the evolution of knowledge of the 

theme in the region.  

In summary, this research aims to provide supply chain practitioners and scholars a 

new approach regarding air freight delay management. The key element is to combine supplier, 

customer and transportation operational data to identify patterns which indicate higher probability 

of delay occurrence.  Based on this iterative analytical assessment, transportation performance is 

bound to improve as the main bottlenecks are identified and solved proactively before they might 

occur. In the next section, the main concepts that underpin this research investigation are 

presented.  

3 LITERATURE REVIEW 

 

Artificial Intelligence is a broad area of research and investigation in the 

contemporary business world. This research aims to provide state-of-the-art literature review of 

artificial intelligence application to Supply Chain Management. Main artificial intelligence and 
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big data analytics works applied to the context of supply chain operations using the SCOR®
1
 

model as reference are reviewed in Section 3.1. Data mining and intelligent algorithms concepts 

utilized in this research methodology are described in Section 3.2. Further discussion is carried 

out on how intelligent algorithms can support Supply Chain Risk Management (SCRM) practices 

in order to improve operations results with special focus on transportation and air freight 

management in Section 3.3. To sum up, the literature review is structured from a broader to a 

more specific perspective in order to provide the background associated with the research topic: 

intelligent algorithms applied to delay prediction and risk mitigation. 

3.1. MAIN AREAS OF ARTIFICIAL INTELLIGENCE APPLICATION IN SCM 

ACCORDING TO THE SCOR REFERENCE MODEL 

 

3.1.1. General Context of AI application in SCM 

 

Research in Artificial Intelligence applied to the Supply Chain area is rapidly 

growing not only in supply and demand management but also in other application areas such as 

operations optimization. According to Russell and Norvig (1995), Artificial Intelligence (AI) is 

known for its ability to think like humans, act like humans, think rationally, and act rationally. 

Thus, with respect to these distinctive features, AI can be further classified into a number of sub-

fields: (1) artificial neural networks (ANN) and rough set theory (“thinking humanly”); (2) 

machine learning, expert systems, and Genetic Algorithms (“acting humanly”); (3) fuzzy logic 

(“thinking rationally”); and (4) agent-based systems (“acting rationally”). In specific, the 

Machine Learning functionality is primarily intended to enable computers to learn without 

necessarily being programmed for such activity. Its application has already been used to predict 

collaborative behavior in supply chain management (MIN, 2010). 

“The explosively growing, widely available, and gigantic body of data makes our 

time truly the data age” (HAN; KAMBER; PEI, 2011, p. 13). The development of Internet of 

                                                             
1
This research considered the AI literature review in regards also to the six SCOR® (Supply Chain Operations 

Reference) management fields, namely: Plan, Source, Make, Deliver, Return and Enable. The business processes 

proposed by the SCOR® model embraces various tiers along the supply chain and include a set of management 
practices recognized by companies in many industries (LIMA-JUNIOR; CARPINETTI, 2016; DIDEHKHANI; 

JASSBI; PILEVARI, 2009). 
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Things (IoT) devices combined with greater data storage capacity expanded data analytics and 

artificial intelligence applications. The term Big Data was first coined by Cox and Ellsworth 

(1997) in an article that indicated the eminent limitation of information storage on hardware 

resources caused by the exponential growth of information available in computer systems. In 

addition, the term Big Data Analytics (BDA) was defined as the application of advanced 

techniques of data mining, statistical analysis and predictive analysis of very large databases 

aiming at generating value to the organizational decision-making process (TIWARI; WEE; 

DARYANTO, 2018). 

Artificial intelligence methodologies have intrinsic correlation mainly on the 

enhanced utilization of datasets of information to gain further insights into the daily decision 

making. A study conducted by DHL in conjunction with IBM identified the latest applications 

and best practices (DHL, 2021). Applications include end user support solutions, voice 

interaction solutions with end consumers, machine learning applied to social networks, creation 

of expert content, identification of information standards, robots in the retail operation, 

autonomous vehicles, assistance robots in manufacturing, predictive management of demand, 

among others. The DHL Logistics Trend Radar is currently considered one the main industry 

benchmarks regarding future technological trends in logistics and supply chain management. It is 

noteworthy to mention that according to this index, Artificial Intelligence will have high impact 

within 5 years time range in the logistics industry. The main important output from this study is 

the confirmation that predictive logistics stands out as one of the most promising areas within the 

AI scope of development in Supply Chain Management, as described below: 

Predictive logistics remains the most important AI application for industry professionals, 

given the abundance of supply chain data from which to draw predictive insights. For 

instance, with double-digit e-commerce growth increasing last-mile diversity and 

complexity, AI is making strides in dynamic route optimization, managing numerous 

variables such as delivery time windows, ad hoc pickups and traffic patterns to generate 

accurate time-window predictions for customers. As AI becomes more intelligent, 

predictive technology could take logistics players a step further into the territory of 

anticipatory delivery models, supplying goods to customers before they even realize 

what is needed (DHL, 2021). 

The adoption of such tools presupposes a more advanced stage of technological 

development and an entrepreneurial culture of investment in innovation. In general, the ability of 

a company to promote innovation in logistics is positively correlated with the generation of 
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competitive advantage in the market in which it operates (GRAWE, 2009). According to Tiwari, 

Wee and Daryanto (2018), the biggest challenge for Supply Chain professionals today is to find 

the best way to deal with the growing availability of large information bases. Among the possible 

benefits of the use of Big Data Analytics tools is the construction of an agile supply chain with 

greater capacity to monitor social media, events, static and dynamic information points, thus 

increasing the possibility of performing actions to adapt the operation. Hofmann and Rutschmann 

(2018) researched large retailers such as Amazon, which have implemented the technique of 

advance shipment of products based on prescriptive models of demand forecasting. One of the 

main benefits is to avoid the recurrence of finished products stock peaks through proactive 

mitigation actions.  Furthermore, important information can be provided on the traffic conditions 

that would reduce the fuel consumption of delivery vehicles, thereby increasing the logistical 

sustainability character. Finally, it can be of great importance the identification, management and 

mitigation of risks caused by externalities such as natural disasters or supply disruptions caused 

by unstable social situations (TIWARI; WEE; DARYANTO, 2018).  

Bowers, Petrie and Holcomb (2017) argued that for a company to benefit from the 

practice of data analytics, it is necessary to reduce the reaction time after receiving the 

information. As an example, Hanesbrands Inc., a US capital goods company, aimed at adjusting 

its Machine Learning algorithms to better react when a supplier rescheduling occurs. The other 

possible reactions also range from the adjustment of the freight rate to the re-sequencing of 

production schedules to avoid a line stop. However, these cases are exceptions, since few 

companies today, according to the authors, are able to transform the high availability of 

information into competitive advantage and value for the end customer. 

Within this context of value creation, according to Brinch (2018), the use of Big Data 

tools offers three possible dimensions of analysis: (1) Discovery Value that describes the 

company ability to structure a reliable database (2) Creation Value which represents the capacity 

to transform information into a source of decision-making and, (3) Capture Value in which the 

company achieves an improvement in the operational or financial results through the use of Big 

Data. Based on these concepts it is possible to create an evaluation model of how the value is 

being managed in the Big Data Analytics process of a given company. 
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In addition to companies, BDA can also be used for operational decisions related to 

the humanitarian supply chain, increasing coordination and integration by providing greater 

visibility of the capabilities of each agent in the temporary flow of supplies (DUBEY et al., 2018; 

PAPADOPOULOS et al., 2017). Another possible positive impact advocated by Hazen et al. 

(2018), is the possibility of transforming the supply chain into a more sustainable organization by 

broadening the field of analysis for environmental and social issues of the process. 

The formation of the big data database can be obtained from different sources, such 

as Internet of Things (IoT) products or machines. The use of these sources has increased the 

companies’ ability to measure operational performance since it allows real-time analysis along 

the supply chain (DWEEKAT; HWANG; PARK, 2017). For example, IoT applied to cargo 

vehicles is becoming a key source of information on drivers' conduct and the relationship thereof 

with fuel consumption and vehicle depreciation (HOPKINS; HAWKING, 2018). 

AI can create value in areas such as consumer behavior, supply chain visibility and 

transparency, operational and maintenance efficiency, information management, responsiveness, 

and the generation of new business opportunities based on market trends. Conversely, its 

development limitations are usually related to Information Technology infrastructure, human 

resources and knowledge, and openness to information exchange in the supply chain (KACHE; 

SEURING, 2017). The next section provides more specific information on which areas of Supply 

Chain Management AI and BDA are mostly applied according to the SCOR model process 

reference.  

3.1.2. AI / BDA in the context of SCOR model 

 

This research has analyzed the application of AI and BDA in the context of the SCOR 

operation model. According to Figure 1, the SCOR model main areas are depicted: 
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Figure 1: Major management processes proposed by the SCOR® model 

 

Source: (SUPPLY CHAIN COUNCIL, 2012) 

The Plan processes aggregate demand and supply to develop a course of action which 

best meets sourcing, production, and delivery requirements. Source processes procure 

goods and services to meet planned or actual demand. Make processes transform product 

to a finished state to meet planned or actual demand. Deliver processes provide finished 

goods and services to meet planned or actual demand, typically including order 

management, transportation management, and distribution management. Return 

processes are associated with returning or receiving returned products for any reason. 

These processes extend into post-delivery customer support. Finally, Enable processes 

are associated with the management of the supply chain. These processes include 

management of: business rules, performance, data, resources, facilities, contracts, supply 

chain network management, managing regulatory compliance and risk management 
(SUPPLY CHAIN COUNCIL, 2012). 

Tables 2 and 3 illustrate, respectively, all AI and BDA papers divided by research 

methodology and area of classification regarding the SCOR model, namely: Enable, Source, 

Make, Deliver, Plan and Return. While AI papers are mostly concentrated on Model application, 

BDA research spans over other areas such as Survey, Empirical and Theoretical investigation and 

is more equally distributed. This may well show that BDA is still developing its conceptual and 

practical background as a recent area of study in supply chain.  

Regarding SCOR classification, Plan and Enable areas are the most representative. 

Enable ranks first in BDA papers (Table 2) and second for AI publications (Table 1). Conversely, 

Plan ranks first in AI papers (Table 1) and second in BDA only studies (Table 2). Overall, the 

SCOR Plan area is the most representative if we consider both BDA and AI papers. The focus of 

this research is on the Enable area which encompasses the risk management activity within the 

SCOR model.  
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Table 1 Most relevant research fields (AI) regarding SCOR model categories 
Research Method / Authors Enable Source Make  Deliver  Plan  Return 

Case Study 5 2 1 3 4 0 

Borade, A. B. and Sweeney, E., 2015 0 1 0 1 1 0 

Ma, H. et al. , 2018 1 0 1 0 0 0 

Mahroof, K. , 2019 1 0 0 1 1 0 

Orji, I. J. and Wei, S., 2015 1 1 0 0 0 0 

Slimani, I. , 2017 0 0 0 1 1 0 

Tsang, Y. P.  et al., 2018 1 0 0 0 1 0 

Urciuoli, L., and Hintsa, J., 2018 1 0 0 0 0 0 

Framework 7 2 1 0 6 1 

Garg, V. K. and Viswanadham, N., 2010 1 0 0 0 0 1 

Kartal, H.  et al., 2016 0 1 0 0 1 0 

Piramuthu, S., 2005a 0 0 0 0 1 0 

Piramuthu, S., 2005b 1 1 0 0 1 0 

Piramuthu, S., 2005c 1 0 0 0 0 0 

Pontrandolfo, P.  et al., 2002 0 0 1 0 1 0 

Rampersad, G., 2020 1 0 0 0 0 0 

Siurdyban, A. and Moller, C., 2012 1 0 0 0 1 0 

Tripathi, S. and Gupta, M., 2020 1 0 0 0 0 0 

Xu, Z. Y. et al., 2006 1 0 0 0 1 0 

Model 26 16 6 22 42 0 

Aggarwal, A. K. and Dave, D. S., 2018 0 0 0 0 1 0 

Amirkolaii, K. N. , 2017 0 0 0 1 1 0 

Carbonneau, R. et al., 2007 0 0 0 1 1 0 

Carbonneau, R. et al., 2008 0 0 0 1 1 0 

Carbonneau, R. et al., 2012 0 0 0 1 1 0 

Castillo-Villar, K. K. and Herbert-Acero, J. F., 2013 1 0 1 1 1 0 

Cavalcante, I. M. et al., 2019 1 1 0 0 1 0 

Chaharsooghi, S. K. et al., 2008 0 0 0 0 1 0 

Chen, C. and Xu, C., 2018 1 1 0 0 0 0 

Chi, H. M.  et al., 2007 0 1 0 1 1 0 

Curcio, D.  et al., 2007 0 0 0 1 1 0 

De Santis, R. B.  et al. , 2017 0 1 0 0 1 0 

Efendigil, T. et al., 2009 0 0 0 1 1 0 

Fu, J. and Fu, Y., 2015 0 1 0 0 1 0 

Giannakis, M. and Louis, M, 2011 1 1 1 1 1 0 

Giannoccaro, I. and Pontrandolfo, P., 2002 0 1 1 1 1 0 

Guosheng, H. and Guohong, Z., 2008 1 1 0 0 0 0 

Gyulai, D.  et al., 2018 0 0 1 0 1 0 

Hiromoto, R. E.  et al., 2017 1 0 0 0 0 0 

Hong, G. H. and Ha, S. H, 2008 1 1 0 0 1 0 

Ilie-Zudor, E. et al. , 2015 1 0 0 1 1 0 

Jafarzadeh-Ghoushchi, S. and Rahman, M.N.A. , 2016 1 0 0 1 1 0 

Kar, A. K., 2015 1 1 0 0 0 0 

Kazemi, A.; Fazel Zarandi, M. H., 2008 1 0 1 0 1 0 

Kiekintveld, C.  et al. , 2009 0 0 0 0 1 0 

Kong, F. and LI, J., 2018 0 0 0 0 1 0 

Kumar, D.  et al., 2013 0 1 0 0 1 0 

Mojaveri, H. R. S.  et al., 2009 0 0 0 0 1 0 

Mokhtarinejad, M.  et al., 2015 0 0 0 1 1 0 

Moraga, R.  et al., 2011 1 0 0 0 1 0 

Park, Y. B. el al., 2018 1 0 0 0 1 0 

Pereira, M. M.  et al., 2018 1 1 0 1 1 0 

Raut, R.D. et al., 2017 1 1 0 0 1 0 

Shahrabi, J. et al., 2009 0 0 0 1 1 0 

Shokouhyar, S.  et al., 2019 1 0 0 0 0 0 

Singh, L. P. and Challa, R. T, 2016 1 0 0 1 1 0 

Slimani, I. et al., 2015 0 0 0 0 1 0 

Sun, Z.-L. et al., 2008 0 0 0 1 1 0 

Tse, Y. K.et al., 2009 1 0 0 0 1 0 

Vahdani, B.  et al., 2014 0 0 0 0 1 0 

Valluri, A. et al. , 2009 1 0 0 0 1 0 

Wanke, P.  et al., 2017 0 0 0 1 1 0 

Wieczorek, L. and Ignaciuk, P., 2018 1 1 0 1 1 0 

Wong, J. T. et al., 2012 0 0 1 0 1 0 

Wu, P.J. et al., 2018 1 0 0 1 1 0 

Yuen, J. S. M.  et al. , 2018 1 0 0 1 1 0 
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Zhang, H. et al., 2004 1 1 0 0 0 0 

Zhang, R.  et al. , 2016 1 1 0 0 0 0 

Zhu, Y. et al., 2017 1 0 0 0 0 0 

Total of Papers  37 20 8 24 51 1 

Source: Own Elaboration 

Table 2 Most relevant research fields (BDA) regarding SCOR model categories 
Research Method / Author Enable Source Make Deliver  Plan Return 

Case Study 6 3 0 8 9 1 

Andersson, J.; Jonsson, P. , 2018 0 0 0 1 1 0 

Boldt, L. C.  et al, 2016 0 0 0 1 1 0 

Engelseth, P. and Wang, H., 2018 1 1 0 0 1 0 
Gravili, G.  et al., 2018 0 0 0 0 1 0 

Hopkins, J. and Hawking, P., 2018 1 0 0 1 0 1 
Matthias, O. et al., 2017 1 1 0 1 1 0 

Moktadir, M. A.  et al. , 2019 1 0 0 0 0 0 

Moretto, A. et al., 2017 1 1 0 0 0 0 

Nita, S., 2015 0 0 0 1 1 0 

Singh, A. et al., 2018 0 0 0 1 1 0 

Yu, L.  et al. , 2019 0 0 0 1 1 0 
Zhan, Y. et al., 2018 1 0 0 1 1 0 

Empirical 7 2 2 4 4 0 

Ittmann, H. W. , 2015 1 1 0 1 1 0 

Niu, B. et al. , 2019 1 0 0 1 1 0 

Richey Jr, R. G. et al., 2016 1 0 0 0 0 0 

Sanders, N. R., 2016 1 1 1 1 1 0 

Sodero, A. et al., 2019 1 0 0 0 0 0 

Tsao, Y. C. , 2017 1 0 0 1 1 0 
Zhong, R. Y.  et al., 2015 1 0 1 0 0 0 

Framework 9 4 2 4 9 5 

Arya, V., 2017 0 1 0 1 1 0 

Chavez, R. et al., 2017 0 1 0 0 1 0 

Cheng, O. K. M. et al., 2016 1 0 0 0 1 0 
Dubey, R., A. et al., 2016 0 1 0 0 0 1 

Hu, H.  et al., 2014 1 0 0 0 0 0 

Ivanov, D. et al., 2019 1 0 0 0 0 0 

Jeble, S. et al., 2018 1 0 0 1 1 0 

Papadopoulos, T.,et al., 2017 1 0 0 1 1 1 
Rehman, M. H. U. et al., 2016 1 0 0 0 1 0 

Ren, S.  et al. , 2019 1 0 1 0 1 1 

Rodriguez, L.et al.; 2018 1 0 0 0 0 1 

Shukla M. and Tiwari, M. K., 2017 0 1 1 1 1 1 

Wang, G.  et al., 2016 1 0 0 0 1 0 

Model 12 5 3 6 12 5 

Choi, T.-M., 2018 1 0 0 1 1 0 

Côrte-Real, N. et al., 2017 0 1 0 0 1 1 

Ehret, M. and Wirtz, J., 2017 1 0 1 0 1 0 

Giannakis, M. and Louis, M., 2016 1 1 1 1 1 0 

Hofmann, E. , 2017 1 1 0 0 1 0 

Jiang, C. and Sheng, Z., 2009 1 0 0 1 1 0 

Kaur, H. and Singh S. P. , 2018 0 1 0 0 1 1 
Lau, R. Y. K. et al., 2018 0 0 0 1 1 0 

Lee, C. K. H., 2017 1 0 0 1 1 0 

Prasad, S.; et al., 2018 1 0 0 0 0 1 

Simchi-Levi, D. and Wu, M. X., 2018 1 0 0 1 1 0 

Bumblauskas, D.  et al., 2017 0 0 1 0 0 0 

Waller, M. A.and Fawcett, S. E., 2013b 1 0 0 0 0 0 
Wamba, S. F. et al., 2017 0 0 0 0 1 0 

Wu, K. J. et al., 2017 1 0 0 0 1 1 

Wu, P. J. and Lin, K. C., 2018 1 0 0 0 0 0 

Zhao, R., Y. et al., 2017 1 1 0 0 0 1 

Survey 15 0 1 0 6 2 

Chen, D. Q. et al., 2015 0 0 0 0 1 0 

Dubey, R. et al., 2019a 1 0 0 0 0 0 

Dubey, R. et al., 2019b 1 0 0 0 0 0 
Dubey, R. et al., 2019c 1 0 0 0 0 1 

Dubey, R. et al., 2019d 1 0 0 0 0 0 
Fernando, Y. et al., 2018 1 0 0 0 1 0 

Gunasekaran, A. et al., 2017 1 0 0 0 1 0 

Gupta, S. et al. 1 0 0 0 0 0 
Lai, Y. et al., 2018 1 0 0 0 0 0 

Mandal, S, 2018 1 0 0 0 1 0 

Mandal, S, 2019 1 0 0 0 1 0 
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Mani, V.  et al. , 2017 1 0 1 0 1 0 

Mikalef, P. et al., 2019 1 0 0 0 0 0 

Raut, R. D.  et al., 2019 1 0 0 0 0 1 

Rossmann, B.  et al., 2018 1 0 0 0 0 0 

Schoenherr, T. and Speier-Pero, C., 2015 1 0 0 0 0 0 

Wamba, S. F. et al, 2020 1 0 0 0 0 0 

Theoretical 6 0 1 1 2 2 

Albergaria, M., and Jabbour, C. J. C., 2020 1 0 0 0 0 0 
Hazen, B. T. et al. , 2014 1 0 1 0 0 0 

Hazen, B. T. et al. , 2016 1 0 0 0 0 0 

Hazen, B. T.  et al., 2018 0 0 0 0 1 0 

Hofmann, E. and  Rutschmann, E., 2018 0 0 0 1 1 0 

Li, J., et al., 2015 0 0 0 0 0 1 

Singh S. K. and El-Kassar, A. N., 2019 1 0 0 0 0 1 

Smyth, K. B. et al., 2018 1 0 0 0 0 0 

Zhong, R. Y.  et al., 2016 1 0 0 0 0 0 
Total  55 14 9 22 41 15 

Source: Own Elaboration 

The Plan category consists of papers essentially focused on further understanding and 

applying Artificial Intelligence and Big Data Analytics on demand management. The main Plan 

papers in Table 1 highlight: predictive approaches (PEREIRA et al., 2018), Bullwhip Effect 

mitigation (MOJAVERI et al., 2009; SINGH; CHALLA, 2016), demand forecasting 

improvement (AMIRKOLAII et al., 2017; CARBONNEAU et al., 2008; EFENDIGIL et al. 

2009), development of Vendor Management Inventory technique (CHI et al., 2007) and 

inventory management optimization (GIANNOCCARO; PONTRANDOLFO, 2002). 

Furthermore, the majority of Big Data Analytics papers in Table 2 are related to demand 

forecasting (HOFMANN, RUTSCHMANN, 2018; LAU et al., 2018; LEE, 2017; NITA, 2015; 

YU et al., 2019). The papers revised on this SCOR plan section have demonstrated that demand 

forecasting is a fast growing area of machine learning application within the supply chain 

management field of study. Classic statistical techniques such as exponential smoothing and time 

series analysis are increasingly being replaced by data mining methods which assess the variance 

of variables which influence customer behavior or demand patterns. However, further studies 

should be conducted as the prediction performance of machine learning models require additional 

computational effort and do not always guarantee better prediction results in comparison with 

statistical methods. Comparative studies identified that gap and suggested ways to increase the 

accuracy levels of machine learning models (MAKRIDAKIS; SPILIOTIS; 

ASSIMAKOPOULOS, 2018).    

In contrast to the previous SCOR category, Big Data Analytics is more prominent in 

the Enable research field. Enable papers in Table 2 are mostly surveys on service supply chains 

and on the development of capabilities such as agility and preparedness (Fernando et al., 2018; 
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MANDAL, 2018; ROßMANN et al., 2018), risk management (ENGELSETH et al. 2018; 

IVANOV et al., 2019; MANI et al. 2017; ZHAO et al., 2017; WU et al., 2017) and theoretical 

construction aimed at future applications (HAZEN et al., 2014; 2016; SINGH; EL-KASSAR, 

2019; SMYTH, et al., 2018; ZHONG et al., 2016). In specific, the focus of this master research is 

on supply chain risk management associated with data analytics to improve performance. The 

studies abovementioned of Mani et al. (2017) on the sustainability sphere and social impact 

assessment, Engelseth et al. (2018) on the international supply chain import process optimization 

and Ivanov et. al. (2019) on the ripple effect control, demonstrate how effective data analytics is 

becoming on a wider framework of risk control. The access to data as a source of predictive 

actions to mitigate undesirable effects has proven to be a consistent path to improve performance. 

Last but not least, Artificial Intelligence Enable papers in Table 1 have a distinct framework 

focused on development of business process design (PIRAMUTHU, 2005c; PIRAMUTHU, 

2005b; SIURDYBAN; MØLLER, 2012; XU et al., 2006). As main technological enabler, IoT 

(Internet of Things) applications in supply chain management are also highlighted in Table 2 

(EHRET; WIRTZ, 2017; HIROMOTO et al., 2017; MA et al., 2018; TSANG, 2018; YUEN et 

al., 2018).  

In third place, Deliver SCOR category in Table 2 consist of papers that cover topics 

such as analytics to improve distribution practices (SINGH et al., 2018; SIMCHI-LEVI; WU, 

2018) and operations management (GIANNAKIS; LOUIS, 2018) using BDA methodologies. 

Conversely, Deliver papers in Table 1 are more focused on route and resource optimization 

(CURCIO et al., 2007; MOKHTARINEJAD et al., 2015; WIECZOREK; IGNACIUK, 2018), 

finished goods warehouse management (MAHROOF, 2019), inventory allocation (WANKE et 

al., 2017) and network design (ILIE-ZUDOR, et al., 2015).  

Finally, Source and Return SCOR areas were the least explored by the papers 

selected in this section. Source papers concentrated mainly on optimizing supplier selection 

(CAVALCANTE et al., 2019; CHEN XU, 2018; GUOSHENG; GUOHONG, 2008; KAR, 2015; 

MORETTO, 2017; ORJI ; WEI, 2015; RAUT, et al., 2017; ZHANG, et al., 2016; ZHANG, et 

al., 2004). As demonstrated by Engelseth et al. (2018), the international procurement process 

may benefit not only from better supplier selection prediction tools but by improving overall 

process control. As intended to be demonstrated by this research, the sole focus on supplier 
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selection indicates that the global optimization effort may not be fully achieved if the subsequent 

logistics processes are not comprised within the wider framework of data analysis. To conclude, 

selected Return papers consisted of works focused on supply chain sustainability (GARG and 

VISWANADHAM, 2010; HOPKINS; HAWKING, 2018; KAUR; SINGH, 2018; RAUT et al., 

2019; REN et al., 2019; RODRIGUEZ, 2018; SHUKLA; TIWARI, 2017; SINGH; EL-KASSAR, 

2019) 

Taking everything into consideration, AI and BDA application in sourcing and 

procurement is mostly related to improving supplier selection processes and can be clearly 

expanded to other areas of inbound operations (e.g. transportation). In addition, there is a 

concentration of works related to demand forecasting improvement in the Plan SCOR area which 

are still to be confirmed by future studies.  Last but not least, the Enable dimension analyses 

showed how critical is to consider this dimension when assessing the application of AI in SCM, 

especially for risk management capabilities development. Topics such as resources (including 

Human Resources), contracts, managing regulatory compliance and risk management have 

played a pivotal role in facilitating the implementation of models in real business situation. As 

discussed before, data driven supply chain and predictive logistics are key to achieve higher 

standards of results and costs in the future. Even though current literature review has shown that 

some progress has been made, there are areas that can be further explored such as delay 

prediction and mitigation.  

In order to further explore that investigation path, the concepts of data mining and 

intelligent algorithms are described in the next section. This theoretical reference is key as it will 

be the basis of this research discussion of air freight delay prediction as a risk management tool 

within the SCOR Enable dimension of operations. 

 3.2. CONCEPTS OF DATA MINING AND INTELLIGENT ALGORITHMS  
 

According to Han, Kamber and Pei (2011, p. 13), “powerful and versatile tools are 

badly needed to automatically uncover valuable information from the tremendous amounts of 

data and to transform such data into organized knowledge. This necessity has led to the birth of 

data mining”. Amo (2010) considers data mining as a step within the KDD methodology 
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(Knowledge Discovery from Data). The KDD can be described by the following sequence: the 

processes of (i) data cleaning, (ii) data integration, (iii) selection, (iv) data transformation, (v) 

data mining, (vi) pattern evaluation or post- processing and (vii) visualization of results or 

knowledge presentation (SHAFIQUE; QAISER, 2014). The process model of the KDD is shown 

in Figure 2 below: 

Figure 2: KDD Model Steps  

 

 

Source: Fayyad, Piatetsky-Shapiro e Smyth (1996) 

The data cleaning step targets the removal of noise and inconsistent data. Data 

integration objective is to consolidate data sources into a single data warehouse. Data Selection 

process retrieves relevant data for the analysis from the data warehouse. Data transformation 

consists of transformation and consolidation of data to allow appropriate mining operations. This 

step may include data reduction in order to obtain a smaller representation of the original dataset 

without losing integrity. Data mining is where intelligent methods are applied to extract data 

patterns. Pattern evaluation comprises of the identification of truly interesting patterns that 

represents knowledge. Finally, the knowledge presentation step encompasses techniques that 

provide visualization of present mined knowledge to users (HAN; KAMBER; PEI, 2011).    

The data mining models can be divided into two main categories, namely predictive 

and descriptive: 
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The purpose of a data mining effort is normally either to create a descriptive model or a 

predictive model. A descriptive model presents, in concise form, the main characteristics 

of the data set. It is essentially a summary of the data points, making it possible to study 

important aspects of the data set. The purpose of a predictive model is to allow the data 

miner to predict an unknown (often future) value of a specific variable; the target 

variable. If the target value is one of a predefined number of discrete (class) labels, the 

data mining task is called classification. If the target variable is a real number, the task is 

regression (JAIN; SRIVASTAVA, 2013, p. 116). 

The data mining classification task can be supported by different data mining 

techniques. A data mining technique consists of the definition of methods that aim at achieving 

the pattern and knowledge discovery goals (JAIN; SRIVASTAVA, 2013). Machine learning 

algorithms are one of the main current data mining techniques that can be used, for example, as 

classifiers for discrete target attributes based on an existing labeled training dataset (supervised 

learning). In specific, the binary classification task is one of the most common types of predictive 

problems in which the target attribute has only two possible classes as possible outputs 

(CANBEK et al., 2017).  

Different training and test options may be applied associated with those algorithms. 

One may mention the Cross-Validation test option that divides the database in different number 

of folds and alternates records between the test and training sets on each iteration to check the 

consistency of the prediction force. Conversely, in the Hold Out test strategy a fixed test and 

training group is defined without alternating data subsets between them (SCHAFER, 1993). 

Cross-validation is usually the preferred method for smaller datasets because it gives your model 

the opportunity to train on multiple train-test defined by the number of K-fold partitions. In spite 

of the bigger computational effort, this yields better indication of how well your model will 

perform on unseen data. Hold-out, on the other hand, is dependent on just one train-test split. 

That makes the hold-out method score dependent on how the data is split into train and test sets 

and is generally useful to segregate raw data for future validations of the training model 

(YADAV; SHUKLA, 2016).  

The Random Forest (RF), Support Vector Machines (SVM), Artificial Neural 

Networks (ANN) and K-Nearest Neighbors (KNN) algorithms are examples of machine learning 

techniques that can be applied in data mining prediction problems of this kind. The Random 

Forest algorithm consists of a set of decision trees combined to solve a problem. According to 

Quinlan (1986), a decision tree is a hierarchical classification system based on the partition of a 



28 
 

   
 

universe of objects into classes. Each decision tree can be built based on a random sample of the 

data and in each node the best split attribute (biggest gain of information) is chosen 

(DIETTERICH, 1998). According to Breiman (2001, p.6), random forest can be defined as “a 

classifier consisting of a collection of tree-structured classifiers {h(x,k ), k = 1, . . .} where the 

{k} are independent identically distributed random vectors and each tree casts a unit vote for the 

most popular class at input x.” After a large number of trees are generated, the most popular class 

is selected.  

In turn, Support Vector Machine uses a non-linear mapping to transform the original 

data (training) into a larger dimension. In the new dimension, SVM seeks a hyperplane that 

generates an optimal linear separation or with maximum margin (VAPNIK; CHERVONENKIS, 

1964; VAPNIK, 1989). Platt (1998) proposed an algorithm called SMO (Sequential Minimal 

Optimization) for training support vector machines in order to avoid the very large quadratic 

programming (QP) optimization problem. Basically, the SMO breaks the QP problem into a 

series of smallest problems which are solved analytically avoiding the matrix computation and 

decreasing substantially computation time.   

Artificial Neural Networks emulates the neural interconnections in the brain which 

are abstracted and implemented on digital computers. The multilayer perceptron (MLP) 

algorithm is an artificial neural network structure and is a nonparametric estimator that can be 

used for classification tasks (MUBAREK; ADALI, 2017). A typical multilayer perceptron (MLP) 

neural network and a hidden neuron in the hidden layer are depicted in Figure 3. A hidden layer 

is required for MLPs to classify linearly inseparable data sets. 
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Figure 3: Artificial Neural Networks structure 

 

Source: (MUBAREK; ADALI, 2017) 

Gardner and Dorling (1998) further describe the MLP functioning: 

The nodes are connected by weights and output signals which are a function of the sum 

of the inputs to the node modified by a simple nonlinear transfer, or activation, function. 

It is the superposition of many simple nonlinear transfer functions that enables the 

multilayer perceptron to approximate extremely non-linear functions. The output of a 

node is scaled by the connecting weight and fed forward to be an input to the nodes in 

the next layer of the network. This implies a direction of information processing; hence 

the multilayer perceptron is known as a feed-forward neural network. The architecture of 

a multilayer perceptron is variable but in general will consist of several layers of 

neurons. The input layer plays no computational role but merely serves to pass the input 

vector to the network. The terms input and output vectors refer to the inputs and outputs 

of the multilayer perceptron and can be represented as single vectors (GARDNER; 
DORLING, 1998, p. 2). 

The KNN (K-Nearest Neighbors) utilizes the Euclidean distance between instances to 

classify attributes as demonstrated in the formula below (FIX; HODGES, 1951). 

 

The K parameter of the K-Neighbor algorithm is the number of neighbors to be 

considered in the classification iteration. Due to the fact that processing is delayed until a new 

element is classified, this method can also be characterized as "lazy" learning and requires 

additional storage and computational processing capacity. The number of K neighbors can be 
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defined by hyperparameter adjustment techniques in which the best accuracy levels are identified 

in successive simulations using cross validation test option. (AHA; KIBLER; ALBERT, 1991).  

In addition to the abovementioned algorithms, other data mining techniques such as 

attribute selection can be used to gain processing performance, simplify prediction models and 

provide a better study on the relationship between attributes. The statistical Chi-Square test 

evaluates the worth of an attribute by computing the value of the chi-squared statistic with respect 

to the class. Basically, it performs a hypothesis test to validate whether there is correlation 

between the attributes and target attribute. Variables with zero significance can be eliminated 

(LIU; SETIONO, 1995). The Wrapper method searches for an optimal feature subset tailored to a 

particular algorithm and a domain (KOHAVI; SOMMERFIELD, 1995). The best first search and 

hill climbing algorithms can be used within the Wrapper method to obtain optimal results. 

According to Kohavi (1994), best first search leads to better accuracy as it expands the search for 

better subsets. According to Kohavi and John (1997), “The idea behind the wrapper approach, is 

simple: the induction algorithm is considered as a black box.  The feature subset with the highest 

evaluation is chosen as the final set on which to run the induction algorithm”. In short, the best 

attributes to be chosen may vary according to the machine learning technique to be employed on 

the dataset.    

Finally, CFS (Correlation-based Feature Subset Selection) calculates a correlation 

matrix of attribute-class and attribute-attribute. Instead of focusing on individual variables, it 

seeks to find a subset of attributes that are highly correlated with the target attribute and which do 

not have strong correlation in between them. Thus, subsets of attributes are formed and through 

merit (S) the attributes with the greatest contribution are defined to describe the target attribute. It 

initializes with an empty subset and utilizes the best-first-search heuristics up to the halt criteria 

of 5 consecutive subsets which do not improve the merit level (HALL, 1998). 

In spite of the application of predictive and attribution selection techniques, results 

may not reach satisfactory levels. One of the reasons behind could be that the target attribute has 

unbalanced representation between the positive and negative classes. The positive class is the 

variable that has less representativeness in the dataset and is generally the goal of prediction 

analysis. Methods of undersampling and oversampling can be applied.  The NCL (Neighborhood 
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Cleaning Rule) is based on the KNN and is an undersampling technique (BATISTA; PRATI; 

MONARD, 2004). The K parameter of the K-Neighbor algorithm is the number of neighbors to 

be considered in the classification iteration. Based on the closest neighbors of the positive class, 

the NCL algorithm removes the records of the majority class as a way to balance the total 

sampling. On the other hand, Smote algorithm performs an oversampling by interpolating new 

records with respect to the positive or minority class (CHAWLA et al., 2002). Random 

undersampling may eliminate important instances causing loss of information. On the other hand, 

Random oversampling can lead to overfitting. Overfitting happens when  

…a learning algorithm fits the training data set so well that noise and the peculiarities of 

the training data are memorized. According to the result of learning algorithms 

performance drops when it is tested in an unknown data set…On the other hand, 

underfitting occurs when the model is incapable of capturing the variability of the data 

(ALLAMY, 2015).  

Finally, the use of intelligent algorithms can be evaluated by a wide range of 

performance indicators:  

In predictive analytics, a table of confusion (sometimes also called a confusion matrix) is 

a table with two rows and two columns that reports the number of false positives, false 

negatives, true positives, and true negatives. This allows more detailed analysis than 

mere proportion of correct classifications (accuracy). Accuracy will yield misleading 

results if the data set is unbalanced; that is, when the numbers of observations in 

different classes vary greatly. The precision is one important metric to be considered.  In 

pattern recognition, information retrieval and classification (machine learning), precision 

(also called positive predictive value) is the fraction of relevant instances among the 

retrieved instances, while recall (also known as sensitivity) is the fraction of relevant 

instances that were retrieved. Both precision and recall are therefore based on relevance. 
(GERON, 2019, p. 90). 

   

Finally, the ROC Curve is another common tool used with binary classifiers (PRATI 

et al., 2008). The ROC curve plots the True Positive Rate (TPR or recall) against the False 

Positive Rate (FPR). The FPR is the ratio of negative instances that are incorrectly classified as 

positive while the True Positive Rate is the correctly classified instances as shown in the formulas 

below: 

TPR=TP/(TP+FN) 

FPR=FP/(FP+TN)                          
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One additional way to compare classifiers is to measure the area under curve (AUC). 

A perfect classifier will have a ROC AUC equal to 1, whereas a purely random classifier will 

have a ROC AUC equal to 0.5 (GERON, 2019). Finally, the Kappa concordance test was 

proposed by Cohen (1960) in order to measure the degree of agreement between variables. 

Values above 0.8 are considered optimal, between 0,6 and 0,8 as good, between 0,4 and 0,6 as 

regular and below 0,4 as poor result. The next section presents how those intelligent algorithms 

are currently being applied to improve risk management capabilities mainly on supply chain 

operations. 

3.3. INTELLIGENT ALGORITHMS APPLIED TO SUPPLY CHAIN RISK MANAGEMENT  

 

Overall, Supply Chain Risk Management approaches can be classified by four main 

categories: disruption risk management (DRM), operational risk control (ORC), disaster and 

emergency management (DEM), and logistics service risk analysis (LSRA) (CHOI; CHIU; 

CHAN, 2016). In the LSRA field of research, “the arm length relationship between customers 

and Third-Party Logistics providers have positive influence on the supply chain performance” 

(GOVINDAN; CHAUDHURI, 2016). Freight forwarders are implementing Artificial 

Intelligence and Big Data Analytics solutions in order to mitigate risks for their customers (DHL, 

2021). The SCRM strategies also benefits directly from this collaborative approach as 

considerable amounts of operational data can be shared in order to predict possible supply chain 

glitches. Data mining techniques such as Machine Learning can be thus used to identify those 

potential threats by analyzing real-time information and proposing mitigation actions (HASSAN, 

2019). 

The benefits of adopting data analysis include the reduction of the bullwhip effect 

(negative effect of increasing the levels of average upstream stock), less frequent stock outs and a 

higher level of service offered to the final customer (CHOPRA; MENDL, 2016). The supply 

chain becomes more integrated, reducing uncertainties related to the transportation, storage or 

distribution of products, contributing to the reduction of the total logistical cost. (TIWARI; WEE; 

DARYANTO, 2018; WANG et al., 2016; WALLER; FAWCETT, 2013b). As an example, Ben-

Daya, Hassini and Bahroun (2017) showed that the use of information sent by products 
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throughout the stages of the production process using RFID positively impact the accuracy of the 

inventory and performance of the production plan execution. 

Machine Learning (ML) research has already a wide field of application in Supply 

Chain Risk Management (SCRM). The overall objective is to boost the supply chain capacity to 

handle and control risks before they impact daily business (BARYANNIS et. al., 2019b). 

Shahrabi, Mousavia and Heydar (2009) argues that Artificial Neural Networks and Support 

Vector Machines presented better results in terms of demand planning accuracy than moving 

average and exponential smoothing (with and without trend) laying the ground for better 

production performance and less deviations. Likewise, Mojaveri et al. (2009) applied the SVM 

and ANN algorithms to predict demand levels. ANN outperformed all the classical statistical 

methods and also the SVM methodology as more accurate forecasting tool.  

Cavalcante et al. (2019) used KNN and Logistic Regression algorithms to predict 

better supplier delivery performance based on a binary classification problem of two main 

dependent variable classes: deliveries on time and late deliveries. The main output of this study 

was that it was possible to create a risk profile that represents the probability of success in 

predicting the supplier behavior in the system regarding the target feature, which is the OTD (on 

time delivery) in this model. Based on the risk profile, it would be possible to structure 

continuous improvement strategies for supplier development (Cavalcante et al., 2019). Similarly, 

Guosheng and Guohong (2008) proposed a methodology to predict supplier performance and 

enhance the selection process using Artificial Neural Networks and Support Vector Machines. 

Based on expert ranking data on 22 variables ranging from production capacity to level of 

service, it was possible to predict best vendors to be contracted. The SVM algorithm has 

outperformed the ANN both in training and test scenarios.  

De Santis, De Aguiar and Goliatt (2017) proposed a different approach to deal with 

inventory stock out by applying Logistic Regression and Classification Tree (Cart) machine 

learning algorithms to identify materials at risk of backorder before the event occurs. One of the 

main conclusions of the paper was that the proposed predictive methodology exhibited a real 

potential of increasing service level in real inventory management systems. Artificial Neural 

Networks are also one of the major techniques currently used to increase demand forecasting 
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accuracy thus decreasing disruption risks (PEREIRA et al., 2018; SLIMANI; EL FARISSI; 

ACHCHAB, 2017). Lee (2017) proposed a model which combined clustering analysis from 

consumer behavior with GA (Genetic Algorithms) leading to potential transportation cost and 

risk reduction.  

Park, Yoon and Yoo (2018) developed a framework to assess supply chain risk and 

define main processes which could lead to disruption using PCA (Principal Component Analysis) 

based on simulated and real data. Giannakis and Louis (2011) proposed a multi-agent framework 

to statistically evaluate risks by assessing key performance indicators of the supply chain process 

such as On Time Delivery. Associates expertise over problematic suppliers can also be translated 

into Clustering algorithms in order to take appropriate mitigation decisions in the supply chain 

(ER KARA; OKTAY FIRAT; GHADGE, 2020).  

Further applications of ML using transportation data to improve Supply Chain Risk 

Management (SCRM) and avoid failures are also becoming increasingly valid (HO et al., 2015). 

Baryannis and Dani (2019) tested a combined framework of AI (Support Vector Machine and 

Decision Tree) with supply chain experts information to predict delays (binary classification 

problem) within a real world multi-tier aerospace manufacturing supply chain with focus on 

supplier attributes. Viellechner and Spinler (2020) used origin port, destination port and vessel 

data to test and validate whether there would happen delay in intercontinental container 

shipments using mainly Neural Networks. Wu et al. (2017) structured a decision tree analysis 

model to predict global supply chain cargo loss severity in terms of financial impact based on 

input attributes related to product, geographical information and transport data. The 

abovementioned studies have proved that data mining techniques are a key enabler for improving 

supply chain performance. Specifically in the automotive industry, there has been also research 

using machine learning techniques such as Support Vector Machine to identify supply chain risk 

using textual information from the internet (HASSAN, 2019). 

The application of machine learning techniques in the air freight cargo industry is 

growing as a whole (Chung et. al., 2020). One may mention Liu et. al. (2019) paper that proposed 

a model to predict how “regional convective weather” affects ground delay program (GDP). In 

order to build this useful technique for flight operators and other stakeholders, they applied SVM 



35 
 

   
 

(Support Vector Machine), logistics regression and RF (Random Forest) models. The Random 

Forest model outperformed the other algorithms and confirmed its high suitability for nominal 

variable as data inputs. Etani (2019) studied the application of Random Forest to predict delays 

based on Weather conditions in Japanese airports. As a result, on-time arrival fight is predicted at 

77% of the accuracy with using Random Forest Classifier of machine learning. Herrema et al. 

(2019) also used the Random Forest prediction algorithm for assessing runway capacity and 

utilization to avoid delays. The machine learning method obtained an accuracy of 79% and was 

used to observe key related precursors of unique data patterns.  

Yu B. et. al. (2019) researched commercial air transport micro influential factors (e.g. 

air route situation and crowdedness degree of airport) that influence flight delays using Neural 

Networks. The proposed method has proven to be highly capable of handling the challenges of 

large datasets and capture the key factors influencing delays. Congestion analysis is also a major 

field of study regarding delay causality in transport systems. Diana (2018), used different model 

approaches such as ensemble learning models (Random Forest) to confirm that machine learning 

can support on predictive operations control. Gui et. al. (2020) proposed a combined Random 

Forest model application based on Big Data related to flight delay factors such as Airport, Flight, 

Air Route and other operational information. Compared with the previous schemes, the proposed 

random forest-based model obtained higher prediction accuracy (90.2% for the binary 

classification) and could overcome the over-fitting problem. 

Taking everything into consideration, the application of intelligent algorithms has 

proven to be a powerful tool in predictive logistics. In specific, the Random Forest algorithm in 

data driven air freight transportation management and analyses, has generally outperformed the 

other techniques as the most efficient classifier. The algorithms from the literature review were 

considered as methodological reference for building and testing a new approach for predicting 

delays in international air freight supply chains in this research. The objective is to expand the 

current predictive logistics literature by applying a thorough data mining methodology that 

combines different sampling (Cross-Validation and Hold Out), attribute selection (Chi-Square, 

CFS, Wrapper), dimensionality reduction (NCL and SMOTE) and algorithm (SVM, KNN, MLP 

and RF) techniques. In short, this framework could be used as reference in future research or 
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practical work not only in transportation but also on other supply chain risk management 

fields.  Research methodology is described in the next section. 

4  MATERIALS AND METHODS 

 

The methodology applied on this research was based on the KDD process described 

in Section 3.2. Figure 4 illustrates the main methodological workflow adopted. Main research 

steps are described in the following subsections. 
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Figure 4: KDD Methodological Workflow  

 

* ANN Algorithm used additional criteria to select variables due to computational and results improvement assessment (Further details in 4.1.2. Section) 

Source: Own Elaboration
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4.1. MATERIALS 

 

4.1.1. Data Preparation (Cleaning / Integration / Selection) 

 

The research database was comprised of air freight intercontinental 

shipments to supply four automotive supply parts production plants in Latin America. 

The multinational company of the case study operates in Latin America and has 

approximately 80% of its revenue generated in Brazil. Main customers range from 

automakers to auto parts dealers from the aftermarket segment spread mostly in the 

Southern and Southeastern regions of the country. The major part of production 

components is imported leading to high operational complexity to meet revenue targets 

and market demand. The air freight modal is usually utilized to compensate delayed sea 

freight shipments and avoid production line stoppage and stock outs.   

In specific, the international air logistics pre-carriage process starts when the 

cargo is picked up at the supplier's factory or warehouse in the country of origin. The 

consolidated cargo is sent to the airport of origin and the main route between continents 

is carried out by airlines subcontracted by the air freight forwarder. Finally, in the 

destination country, the cargo is customs cleared by the broker and transported by road 

to the destination industrial plant.  

The initial air shipment historical database had 153 variables and one 

dependent variable. The target attribute contained the information of whether there was a 

delay for each shipment (binary classification problem). Amongst the main operational 

explanatory attributes one can mention: Country of Origin, Route, City of Origin, 

Region of Origin, Airport of Destination, Airport of Origin, Date of Shipment, Type of 

Service (Standard, Emergency), Supplier Name, Pick-up Address, Customer Name, 

Customer Address, Airline, Operational Dates (Authorization, Pick-up, Airport 

Departure, Airport Arrival, Plant Arrival) and Cargo Weight.  

All variables could be categorized as nominal with the exception of Weight, 

Customer Number, Supplier Number and Operational Dates. The target attribute was 

also nominal (Delayed / Not Delayed). Finally, the air shipment file had 2244 instances 

(flight data) related to the period from January to September 2019 considering flights 

that arrived from North America and Asia to Latin America in that period. Data was 
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gathered from the Logistics Service Provider database which controls and monitors 

import shipments. Figure 5 below represents overview information of the original 

dataset: 

 

Figure 5: Overview Dataset Information  

   

Source: Own Elaboration 

An initial analysis of the database was performed in the cleaning and 

integration phase of the KDD (Step 1) according to Figure 4. A few preprocessing tasks 

were necessary. A total of 108 redundant and not relevant attributes were removed. The 

final number of 45 attributes was obtained plus one target attribute with the information 

of occurrence or not of delay. Appendix 1 summarizes the attributes chosen for the 

future analyses.  

 The data was extracted from the freight forwarder database and converted to 

the format ARFF datafile of the Weka® software in the selection phase of the KDD 

(Step 2). According to Frank, Hall and Witten (2016), the main functions and 

applications of the Weka Software can be described as follows: 

The WEKA workbench is a collection of machine learning algorithms and 
data preprocessing tools that includes virtually all the algorithms described in 

our book. It is designed so that you can quickly try out existing methods on 

new datasets in flexible ways. It provides extensive support for the whole 

process of experimental data mining, including preparing the input data, 

evaluating learning schemes statistically, and visualizing the input data and 

the result of learning. As well as a wide variety of learning algorithms, it 

includes a wide range of preprocessing tools. This diverse and comprehensive 

toolkit is accessed through a common interface so that its users can compare 

different methods and identify those that are most appropriate for the problem 

Database: Jan-Sep 2019 
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at hand. WEKA was developed at the University of Waikato in New Zealand; 

the name stands for Waikato Environment for Knowledge Analysis… The 

system is written in Java and distributed under the terms of the GNU General 

Public License. It runs on almost any platform and has been tested under 

Linux, Windows, and Macintosh operating systems (FRANK; HALL; 

WITTEN, 2016). 

 

4.1.2. Data Transformation (w/ Feature Selection)  

  

 In the data transformation phase (Step 3), it was decided not to replace 

the missing values using the Mode technique or KNN algorithm since they were mostly 

related to shipment dates. This change could significantly affect the accuracy of the 

model. In addition, the Random Forest algorithm used is not impacted by attributes with 

missing values.  

 As a way to increase the performance of the MLP and SMO algorithms, 

the attribute selection approach was used (KUMAR; MINZ, 2014). It is worth 

mentioning that the Random Forest algorithm has this solution included in its logic and 

it is not necessary to perform the dimensionality reduction procedure. Specifically, Chi-

Square, Wrapper and CFS (Correlation Feature Selection) methods were used to select 

attributes. The attributes chosen in each variable reduction method are described in the 

Appendix 2 for the SMO algorithm, Appendix 3 for the MLP and Appendix 4 for the 

KNN. In addition to the attribute selection techniques abovementioned, it is noteworthy 

to highlight that an additional reduction criteria was performed within each Chi-Square, 

CFS and Wrapper techniques for the MLP algorithm. The nominal attributes with a high 

number of categories were eliminated in order to improve computational performance. 

This approach has proven to improve the results in spite of the loss of information. 

Appendix 3 depicts the final list of attributes used for the MLP algorithm training and 

testing.   

In addition to the attribute selection procedure, The NCL (Neighbor 

Cleaning Rule) and Smote (Synthetic Minority Oversampling Rule) algorithms were 

also applied to improve class balance for the target attribute and thereby overall results 

(TORGO et al., 2013). The positive or minority class represented 25% of the total 

number of instances (delayed shipments).  
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4.2. DATA MINING AND KNOWLEDGE EVALUATION METHODS 

 

4.2.1. Data Mining 

  

The algorithms of Random Forest, K-Nearest Neighbors, Support Vector 

Machine (SVM) and Multilayer Perceptron (MLP) were applied to the database (Step 4) 

in a binary classification problem with two classes: delayed or not delayed shipments. 

The main objective is to predict the positive class which corresponds to the minority 

class of delayed shipments. The KNN number K of neighbors was defined as 9 

neighbors after Hyperparameter adjustment using cross validation technique. In other 

words, the higher accuracy level for this dataset was achieved using 9 neighbors as 

reference. In addition to the 10-Fold Cross-Validation test option, the Hold Out 

methodology was used in a complementary manner. The main objective was to ensure 

the application of the classifiers in a more real training and testing situation as 

well.  Class balancing (SMOTE and NCL) was performed only for the training sample 

while the test subset remained unbalanced. Both methods were kept as reference for 

final analysis and model selection definition.  

4.2.2. Results Evaluation 

 

Based on the observation of the classifier global efficiency indicators (Kappa 

and Accuracy), it was initially defined if the classifier was sufficiently trained to be 

applied with new real data in order to support the improvement of future logistic 

performance (Step 5).  The precision of the positive class was also used as a specific 

indicator of the performance of the classifier considering the delay occurrence prediction 

capability. In addition to those metrics, TPR, FRP and AUC were applied to the dataset. 

The higher the TPR and AUC and the lower the FPR the better the performance of the 

classifier. The ROC (Receiver Operator Characteristic Curve) was used as final analysis 

criteria to define the best classifier. The Rocon® software was the tool applied for 

calculating the ROC curve. Basically, based on the inputs of TPR and FPR of the 

positive class, it plotted the results to identify the best classifier.  

4.2.3. Knowledge Validation 
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 The final results were presented in order to answer the research 

hypothesis of whether the use of supervised learning algorithms can contribute to 

improve predictability of international shipment delays and improve the supply chain 

performance. The main variables affecting air freight performance and how managers 

can act to mitigate supply chain risks were discussed on the Conclusion section.  

Next section describes the main results achieved through the KDD 

methodological application of Data Mining (Step 4 and 5). 

5  RESULTS AND DISCUSSION 

 The results shown in Table 3 below were obtained using the training option 

of 10-Fold Cross-Validation for the MLP, KNN, Random Forest and SVM algorithms. 

The objective of this initial testing was to provide reference results to be compared with 

the output of the proposed KDD methodology steps with attribute selection and class 

balancing.    

Table 3: Application of Machine Learning Algorithms (without attribute selection and class 

balancing)  

Classifier 
Results 

Accuracy Precision Kappa 

Random Forest 81.149 0,79 0,37 

SVM 76.871 0,53 0,36 

KNN 80.169 0,665 0,39 

MLP 77.133 0 0 

The best result was achieved by Random Forest with approximately 81% 

accuracy and 0.37 Kappa. Although the accuracy was greater for the Random Forest, all 

models presented a low result for the Kappa index. In specific, the MLP did not perform 

well mainly because of the complexity of the attributes which were mostly nominal 

variables (29 out of 45 attributes). The computational effort to construct the binary input 

layer for the neural network has proven to be an obstacle to the overall convergence of 

the algorithm. The 45 attributes summed up to 5255 categories of values which 

demanded a high number of neurons in the hidden layer leading up to poor results on 

Precision metric and the Kappa index.      

Thus, it was decided to carry out the process of variable selection (Chi-

Square, CFS and Wrapper) for SVM and MLP and also the class balancing procedure 
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(SMOTE, NCL and NCL + SMOTE) for all algorithms. For the SMO, the following 

attribute selection were performed: (i) chi-Square method, three attributes with zero 

statistical significance were removed, (ii) Wrapper the attributes with no 

representativeness were deleted and finally (iii) the CFS algorithm selected only one 

subset with three attributes with the highest correlation with the target attribute. The 

detailed attribute selection approach results are available in the Appendix 2. As 

mentioned before, the Appendix 3 shows the specific adapted attribute selection criteria 

within the Chi-Square, CFS and Wrapper for the MLP. That process was performed to 

increase algorithm computational performance and results. Finally, the Random Forest 

algorithm did not need the attribute selection approach as it has this built-in 

functionality.  

Table 4 below depicts the results achieved with 10-Fold Cross Validation for 

each attribute selection combined with SMOTE class balancing. It was kept the training 

option by cross-validation.  The same exercise displayed in Table 5 was done but 

considering the Hold Out test option with 90% of the original dataset for training and 

10% for test validation. Initially, the ratio of 75% (training) and 25% (test) was 

performed but has shown lower performance leading to the 90/10 ratio final decision. 

The Random Forest algorithm has a built-in feature selection solution in its algorithm 

and therefore was not subjected to Chi-Square, Wrapper and CFS methodologies as 

shown in Table 4. Conversely, the SVM, MLP and KNN utilized the former feature 

selection algorithms to improve performance as they do not possess attribute selection in 

their iterative logic. 

Table 4: Results with Attribute Selection and Class Balancing SMOTE (10 fold Cross-Validation 

Test Option)  

Method 
SVM  MLP  KNN RF 

Accuracy  Precision Kappa  Accuracy  Precision Kappa  Accuracy Precision Kappa Accuracy Precision Kappa 

2 80,799 0,757 0,59 75,945 0,698 0,49 84,261 0,781 0,67    

Wrapper 78,966 0,612 0,37 75,445 0,507 0,30 80,299 0,733 0,59    

CFS  74,768 0,691 0,47 70,449 0,646 0,37 77,551 0,700 0,53    

  Built-in          86,759 0,893 0,71 

Table 5: Results with Attribute Selection and Class Balancing SMOTE (Hold Out Test Option)  

Method 
SVM  MLP  KNN RF 

Accuracy  Precision Kappa  Accuracy  Precision Kappa  Accuracy Precision Kappa Accuracy Precision Kappa 

2 78,222 0,564 0,41 73.333 0,474 0,36 77,333 0,556 0,35    

Wrapper 78,222 0,578 0,37 75,555 0,507 0,38 77,333 0,581 0,28    

CFS  73,333 0,468 0,31 74,222 0,482 0,31 75,555 0,509 0,33    

  Built-
in 

      
   

84,000 0,763 0,52 
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Following the methodology, additional testing was conducted using the NCL 

Class Balancing approach combined with the abovementioned attribute selection 

approaches. Table 6 and 7 depict the results achieved: 

Table 6: Results with Attribute Selection and Class Balancing NCL (10 Fold Cross Validation Test 

Option)  

Method 
SVM  MLP  KNN RF 

Accuracy  Precision Kappa  Accuracy  Precision Kappa  Accuracy Precision Kappa Accuracy Precision Kappa 

2 94,634 0,658 0,59 97,030 0,767 0,69 94,179 0,704 0,45    

Wrapper 94,117 0,681 0,56 95,756 0,675 0,57 92,955 0,571 0,14    

CFS  92,434 0,429 0,07 97,239 0,571 0,44 93,870 0,583 0,43    

  Built-
in 

         
94,340 0,816 0,41 

 

Table 7: Results with Attribute Selection and Class Balancing NCL (Hold Out Test Option)  

Method 
SVM  MLP  KNN RF 

Accuracy  Precision Kappa  Accuracy  Precision Kappa  Accuracy Precision Kappa Accuracy Precision Kappa 

2 79,555 0,813 0,28 76,444 0,556 0,23 76,888 0,833 0,11    

Wrapper 78,666 0,9 0,21 76,889 0,559 0,28 76,000 1,00 0,05    

CFS  75,555 1,0 0,02 76,889 0,75 0,13 76,444 0,714 0,10    

  Built-
in 

         
76,888 0,833 0,11 

Finally, additional testing was conducted using the NCL+SMOTE Class 

Balancing approach. Table 8 and 9 depict the results achieved: 

Table 8: Results with Attribute Selection and Class Balancing NCL+SMOTE (10 Fold Cross 

Validation Test Option)  

Method 
SVM  MLP  KNN RF 

Accuracy  Precision Kappa  Accuracy  Precision Kappa  Accuracy Precision Kappa Accuracy Precision Kappa 

2 98,321 0,949 0,72 98,271 0,767 0,64 94,179 0,704 0,45    

Wrapper 96,621 0,707 0,45 98,101 0,842 0,58 96,231 0,455 0,06    

CFS  95,944 0,25 0,03 98,365 0,200 0,03 96,625 0,556 0,35    

  Built-
in 

         
96,863 0,926 0,32 

Table 9: Results with Attribute Selection and Class Balancing NCL+SMOTE (Hold out Test 

Option)  

Method 
SVM  MLP  KNN RF 

Accuracy  Precision Kappa  Accuracy  Precision Kappa  Accuracy Precision Kappa Accuracy Precision Kappa 

2 79,555 0,813 0,28 74,666 0,476 0,14 76,000 0,75 0,06    

Wrapper 78,666 0,900 0,21 75,111 0,500 0,16 75,555 1,00 0,02    

CFS  75,555 1,00 0,02 76,888 0,75 0,13 75,555 0,667 0,04    

  Built-
in 

         
76,444 1,00 0,07 

Distinct results were achieved on the test validations scenarios. Overall, the 

best results achieved were those combining SMOTE attribute reduction technique with 

Cross-Validation and Hold Out test options. It was considered the most suitable 
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methodological alternative to be replicated in real applications as the Hold Out test in 

comparison with the Cross-Validation technique did not lose as much as the other NCL 

and NCL + SMOTE techniques in terms of Accuracy, Kappa and Precision metrics. In 

addition to that, the NCL and NCL + SMOTE may have caused overfitting in the cross 

validation test scenario as the metrics achieved an excessive high level of accuracy and 

low performance in the hold out test option. None of these latter scenarios reached good 

Kappa metrics leading to the conclusion achieved of the SMOTE as the best balancing 

scenario. 

In specific, the Random Forest algorithm performed better than the SMO, 

MLP and KNN (both in cross validation and hold out test options) within the SMOTE 

methodological scenario. It achieved Kappa metric results in the cross-validation test 

option considered as good (0,71) and regular for the Hold Out (0,52). Furthermore, the 

precision level of the positive class was considered as adequate reaching 89% and 76% 

in the cross-validation and hold out scenarios respectively. The KNN algorithm ranked 

in second place achieving better results in comparison to the ANN and SVM algorithms 

in the cross validation test scenario due to the Hyperparameter Adjustment done to 

optimize the level of accuracy (k=9 neighbors). 

In order to further confirm the Random Forest Algorithm as the best suitable 

option of the SMOTE scenario, the ROC curve was plotted for both the Hold Out and 

Cross-Validation considering the best results of each algorithm. In order to build the 

ROC curve, the FPR, TPR and AUC values from the positive class were chosen 

(delayed shipments). Results are shown in the Table 10, 11 and Figures 6, 7.  

Table 10:  ROC Curve Metrics (SMOTE Cross-Validation) 

Algorithm/ Attribute 

Selection Method 

Data Matrix 

FPR TPR AUC 

MLP / Chi-Square  20 70 0,81 

RF / Built-in  6 75 0,91 

KNN / Chi-Square 15 84 0,90 

SVM/Chi-Square  16 76 0,80 

Table 11:  ROC Curve Metrics (SMOTE Hold Out) 

Algorithm/ Attribute 

Selection Method 

Data Matrix 

FPR TPR AUC 

MLP/Wrapper  19 60 0,72 

RF / Built-in 5 51 0,78 

KNN / Chi-Square 12 44 0,76 

SVM / Chi-Square 14 55 0,70 
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In addition to presenting the best combined result of Accuracy and Kappa, 

the RF algorithm also had the lowest false positive rate and the highest area value under 

the curve for both test options scenarios. The larger the area under the curve, the better 

the average classifier performance is. Having evaluated all the performance indicators, 

the RF algorithm was considered the best option, as detailed in Figure 6 and 7.  

Figure 6:  ROC Curve (SMOTE Cross-Validation) 

 

Figure 7:  ROC Curve (SMOTE Hold Out) 
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The achievement of satisfactory results owns to the consistency of model 

and validation metrics application. Similar  to the studies conducted by Liu et al. (2019), 

Etani (2019), Herrema et al. (2019) and Gui et al. (2020), the Random Forest algorithm 

outperformed others classifiers in the predictive transport delay binary classification 

problem. In addition, as shown by Gui et al. (2020), the use of a wider range of type of 

variables increased the model accuracy level in the binary classification task. The 

current study used not only data from origin or destination airports but rather expanded 

attribute selection to shipper, consignee and logistics service provider data increasing 

thereby the model predictability to 86% of accuracy.  

The main variables that influence supply chain delay in this case study were 

also unveiled. The Random Forest Algorithm ranked the main attributes that increase 

supply chain capacity to predict delays, namely: Destination City, Shipment Priority 

Level, Shipment Date (Month/Week) and Consignee Location (State).  That information 

could be used in mitigation actions and contribute to improve predictability of 

international shipment delays and the supply chain performance.  

The Kappa Index associated with the Accuracy, Precision, True Positive, 

False Positive and AUC rates (ROC Curve) were key to better assess the predictive 

performance of the binary classification problem on a wider validation scope. The use of 

the Kappa Index added to the existing literature by providing an additional metric to 

assess the results achieved. Similar papers have concentrated more on interestingness 

and performance measures that did not include the Kappa as an analysis reference (GUI 

et al; 2020).   This methodology has proven its applicability and is bound to provide 

supply chain practitioners a new tool of assessing and controlling risks in the 

international transportation processes. Conclusion remarks and future opportunities of 

research are presented in the next section as Step 6 of the KDD methodology 

(Knowledge Presentation). 

6 CONCLUSION  

 

Research on supply chain management combined with data analytics has 

significantly evolved in recent years. Many initiatives have been conducted to test and 

provide empirical evidence, in which the assessment of data mining models has taken 

the lead as the main source of comparative analysis. The challenge to expand this 
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current investigation to wider frameworks of analysis and new methodologies has great 

value for the supply chain research community and practitioners. To expand this 

knowledge, this paper gathered data from an automotive international supply chain and 

applied data mining methodologies to predict air freight delays. The research hypothesis 

has been covered by the confirmation of the efficiency of machine learning techniques to 

predict delays. 

The theoretical and managerial implications along with opportunities for 

future research were unveiled. First and foremost, the Random Forest algorithm has 

confirmed the literature as the most suitable classifier for prediction of transportation 

delay problems. Secondly, proactive actions could be performed when future shipments 

are classified by the algorithm as having the high probability of delay. A specific follow 

up could be done in each step of the process to guarantee that the risks are under control 

and early warning measures are taken avoiding supply chain impact. Thirdly, the key 

variables that influence the supply chain performance for each region were identified 

and could be used in mitigation actions that seek to optimize the possible outcomes of 

air freight transportation.  For instance, origin and destination information associated 

with service prioritization level were amongst the key input data to better predict the 

outcome of the classification models.  

This research also provided supply chain practitioners and researchers a new 

data mining approach regarding air freight delay management. The key element is to 

combine supplier, customer and transportation operational data to identify patterns 

which indicate higher probability of delay occurrence. Secondly, it was proposed a 

thorough data mining methodology that combines different sampling, attribute selection, 

dimensionality reduction and classification techniques. In short, this framework could be 

used as reference in future research or practical work not only in transportation but also 

on other supply chain risk management fields. Thirdly, the achievement of satisfactory 

results owns to the consistency of model and validation metrics application. Finally, this 

paper further expands current machine learning literature applied to air freight 

management which has been mostly focused on weather, airport structure, flight 

schedule, ground delay and congestion explanatory attributes. 
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 As limitations of the study, the focus was mainly on air freight shipments. 

Further research on other logistics modals such as sea freight may yield different results. 

In addition, different algorithms can be applied to the dataset and further expand the 

classification techniques employed. Different combinations may lead to improved 

results. Thirdly, the larger the database the more accurate the algorithm might evolve 

over time. The research has used data from 2019 and this could be expanded in order to 

gain further insights. Last but not least, different operational situations were not cross 

validated to assess possible outcomes related to different conditions such as the Covid-

19 impact in the international supply chain.  

 Taking everything into consideration, a consistent outlook of the main 

research as regards transportation management associated with data mining techniques 

has been provided. Companies are increasingly investing in freight initiatives that are 

bound to unleash unprecedented results based on the new concepts of innovation and 

optimization. However, this paper has brought evidence that there are potential niches of 

practical investigation in which there is widespread data available unexplored. As 

further research directions, it is advisable to expand the sample scope to other countries 

and continents in order to provide a wider overview of transportation management on a 

global level. The true impact of international shipping data mining applications will be 

reached when organizations commit their resources to fully capture the value of data 

inputs from different contexts of their entire supply chain and not only from their 

countries of operation. 
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APPENDIX 1 – ATTRIBUTES CLEANING RESULT  

 

 Number Attribute Name Attribute Description 

1 City Lane Origin City - Destination City Route 

2 Country Lane Origin Country - Destination Country Route 

3 Origin  Origin Airport 

4 Origin City Origin City Name 

5 Origin Country Origin Country 

6 Origin Country Reference Origin Consolidated Reference 

7 Origin Region Origin Macro Region  

8 Destination Destination Airport 

9 Destination City Destination City 

10 Ship Date Shipment Reference Date 

11 Priority Level Freight Forwarder Cargo Priority Level 

12 Service Type Type of Expedite Service Provided 

13 Shipper Account Supplier Identification Number 

14 Shipper Name Supplier Name 

15 Shipper City Supplier City 

16 Shipper State Supplier State 

17 Shipper Country Supplier Billing Country 

18 Consignee City Destination Customer City 

19 Consignee State Destination Customer State 

20 Consignee Country Destination Customer Country 

21 Customer Number Customer Number Identification 

22 Export Carrier Airline Company 

23 Carrier Code Airline Company Code Identification 

24 Freight Received Customer Shipment Authorization Date 

25 Docs From Shipper Customer Documents Availability Date 

26 Pickup Shipment Pick up Date 

27 ATD Actual Time of Departure Date 

28 ATA Actual Time of Arrival Date 

29 ETA Expected Time of Departure Date 

30 ETD Expected Time of Arrival Date 

31 Docs Received Destination Documents Hand Over Date 

32 Docs to Broker Broker Documents Availability Date 

33 POD Date Proof of Delivery Date 

34 Delivery Date Delivery Date 

35 Due Date Reference Contract Delivery Due Date 

36 Total Pieces Number of Shipment Handling Units 

37 Actual Weight (Kg) Cargo Weight 

38 Charge Weight (Kg) Cargo Chargeable Weight 

39 Service Level Airfreight Type of Service (expedite or standard service) 

40 US/CN Zone Identification United States and China Region Specification 

41 Week  Shipment Calendar Week 

42 Year/Month Shipment Calendar Week (with Year) 

43 Business Unit Division Customer Plant/Business Unit Identification 

44 Weekday of Pick Up Monday to Sunday Pick up Day Information 

45 Reference Pickup Day Customer authorization based on best day of pick up verification 

46 Delay (Target Attribute) Shipment delay occurrence (YES/NO) 
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APPENDIX 2 – ATTRIBUTE SELECTION ALGORITHMS RESULT SMO 

 

CFS (Correlation-based Feature Subset Selection)  

Attribute Number Attribute Name Attribute Description 

9 Destination City Destination City 

10 Ship Date Shipment Reference Date 

14 Shipper Name Supplier Name 

 

Chi-Square Statistical Test  

Attribute Number Attribute Name Attribute Description 

1 City Lane Origin City - Destination City Route 

2 Country Lane Origin Country - Destination Country Route 

3 Origin  Origin Airport 

4 Origin City Origin City Name 

5 Origin Country Origin Country 

6 Origin Country Reference Origin Consolidated Reference 

7 Origin Region Origin Macro Region  

8 Destination Destination Airport 

9 Destination City Destination City 

10 Ship Date Shipment Reference Date 

11 Priority Level Freight Forwarder Cargo Priority Level 

12 Service Type Type of Expedite Service Provided 

13 Shipper Account Supplier Identification Number 

14 Shipper Name Supplier Name 

15 Shipper City Supplier City 

16 Shipper State Supplier State 

17 Shipper Country Supplier Billing Country 

18 Consignee City Destination Customer City 

19 Consignee State Destination Customer State 

20 Consignee Country Destination Customer Country 

21 Customer Number Customer Number Identification 

22 Export Carrier Airline Company 

23 Carrier Code Airline Company Code Identification 

24 Freight Received Customer Shipment Authorization Date 

25 Docs From Shipper Customer Documents Availability Date 

26 Pickup Shipment Pick up Date 

27 ATD Actual Time of Departure Date 

28 ATA Actual Time of Arrival Date 

29 ETA Expected Time of Departure Date 

30 ETD Expected Time of Arrival Date 

31 Docs Received Destination Documents Hand Over Date 

32 Docs to Broker Broker Documents Availability Date 

33 POD Date Proof of Delivery Date 

34 Delivery Date Delivery Date 

35 Due Date Reference Contract Delivery Due Date 

39 Service Level Airfreight Type of Service (expedite or standard service) 

40 US/CN Zone Identification United States and China Region Specification 

41 Week  Shipment Calendar Week 

42 Year/Month Shipment Calendar Week (with Year) 

43 Business Unit Division Customer Plant/Business Unit Identification 

44 Weekday of Pick Up Monday to Sunday Pick up Day Information 

45 Reference Pickup Day Customer authorization based on best day of pick up verification 
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Wrapper Support Vector Machine  

  

Attribute Number Attribute Name Attribute Description 

1 City Lane Origin City - Destination City Route 

2 Country Lane Origin Country - Destination Country Route 

3 Origin  Origin Airport 

4 Origin City Origin City Name 

8 Destination Destination Airport 

9 Destination City Destination City 

10 Ship Date Shipment Reference Date 

11 Priority Level Freight Forwarder Cargo Priority Level 

12 Service Type Type of Expedite Service Provided 

13 Shipper Account Supplier Identification Number 

20 Consignee Country Destination Customer Country 

21 Customer Number Customer Number Identification 

22 Export Carrier Airline Company 

36 Total Pieces Number of Shipment Handling Units 

37 Actual Weight (Kg) Cargo Weight 

39 Service Level Airfreight Type of Service (expedite or standard service) 

40 US/CN Zone Identification United States and China Region Specification 

41 Week  Shipment Calendar Week 

42 Year/Month Shipment Calendar Week (with Year) 

44 Weekday of Pick Up Monday to Sunday Pick up Day Information 

45 Reference Pickup Day Customer authorization based on best day of pick up verification 
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APPENDIX 3 – ATTRIBUTE SELECTION ALGORITHMS RESULT MLP 

 

CFS (Correlation-based Feature Subset Selection) (Adapted to MLP)  

Attribute Number Attribute Name Attribute Description 

9 Destination City Destination City 

14 Shipper Name Supplier Name 

 

Chi-Square Statistical Test (Adapted to MLP) 
Attribute Number Attribute Name Attribute Description 

2 Country Lane Origin Country - Destination Country Route 

7 Origin Region Origin Macro Region  

8 Destination Destination Airport 

9 Destination City Destination City 

12 Service Type Type of Expedite Service Provided 

39 Service Level Airfreight Type of Service (expedite or standard service) 

42 Year/Month Shipment Calendar Week (with Year) 

43 Business Unit Division Customer Plant/Business Unit Identification 

44 Weekday of Pick Up Monday to Sunday Pick up Day Information 

45 Reference Pickup Day Customer authorization based on best day of pick up verification 

 

Wrapper Artificial Neural Network (Multilayer Perceptron) - Original 

Attribute Number Attribute Name Attribute Description 

1 City Lane Origin City - Destination City Route 

3 Origin  Origin Airport 

6 Origin Country Reference Origin Consolidated Reference 

7 Origin Region Origin Macro Region  

8 Destination Destination Airport 

9 Destination City Destination City 

10 Ship Date Shipment Reference Date 

11 Priority Level Freight Forwarder Cargo Priority Level 

12 Service Type Type of Expedite Service Provided 

13 Shipper Account Supplier Identification Number 

16 Shipper State Supplier State 

17 Shipper Country Supplier Billing Country 

19 Consignee State Destination Customer State 

20 Consignee Country Destination Customer Country 

36 Total Pieces Number of Shipment Handling Units 

38 Charge Weight (Kg) Cargo Chargeable Weight 

39 Service Level Airfreight Type of Service (expedite or standard service) 

40 US/CN Zone Identification United States and China Region Specification 

41 Week  Shipment Calendar Week 

42 Year/Month Shipment Calendar Week (with Year) 

43 Business Unit Division Customer Plant/Business Unit Identification 

44 Weekday of Pick Up Monday to Sunday Pick up Day Information 

45 Reference Pickup Day Customer authorization based on best day of pick up verification 
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Wrapper Artificial Neural Network (Multilayer Perceptron) - Adapted 

Attribute Number Attribute Name Attribute Description 

6 Origin Country Reference Origin Consolidated Reference 

7 Origin Region Origin Macro Region  

8 Destination Destination Airport 

9 Destination City Destination City 

11 Priority Level Freight Forwarder Cargo Priority Level 

12 Service Type Type of Expedite Service Provided 

19 Consignee State Destination Customer State 

38 Charge Weight (Kg) Cargo Chargeable Weight 

39 Service Level Airfreight Type of Service (expedite or standard service) 

42 Year/Month Shipment Calendar Week (with Year) 

43 Business Unit Division Customer Plant/Business Unit Identification 

44 Weekday of Pick Up Monday to Sunday Pick up Day Information 

45 Reference Pickup Day Customer authorization based on best day of pick up verification 
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APPENDIX 4 – ATTRIBUTE SELECTION ALGORITHMS KNN 

 

CFS (Correlation-based Feature Subset Selection)  

Attribute Number Attribute Name Attribute Description 

9 Destination City Destination City 

10 Ship Date Shipment Reference Date 

14 Shipper Name Supplier Name 

 

Chi-Square Statistical Test  

Attribute Number Attribute Name Attribute Description 

1 City Lane Origin City - Destination City Route 

2 Country Lane Origin Country - Destination Country Route 

3 Origin  Origin Airport 

4 Origin City Origin City Name 

5 Origin Country Origin Country 

6 Origin Country Reference Origin Consolidated Reference 

7 Origin Region Origin Macro Region  

8 Destination Destination Airport 

9 Destination City Destination City 

10 Ship Date Shipment Reference Date 

11 Priority Level Freight Forwarder Cargo Priority Level 

12 Service Type Type of Expedite Service Provided 

13 Shipper Account Supplier Identification Number 

14 Shipper Name Supplier Name 

15 Shipper City Supplier City 

16 Shipper State Supplier State 

17 Shipper Country Supplier Billing Country 

18 Consignee City Destination Customer City 

19 Consignee State Destination Customer State 

20 Consignee Country Destination Customer Country 

21 Customer Number Customer Number Identification 

22 Export Carrier Airline Company 

23 Carrier Code Airline Company Code Identification 

24 Freight Received Customer Shipment Authorization Date 

25 Docs From Shipper Customer Documents Availability Date 

26 Pickup Shipment Pick up Date 

27 ATD Actual Time of Departure Date 

28 ATA Actual Time of Arrival Date 

29 ETA Expected Time of Departure Date 

30 ETD Expected Time of Arrival Date 

31 Docs Received Destination Documents Hand Over Date 

32 Docs to Broker Broker Documents Availability Date 

33 POD Date Proof of Delivery Date 

34 Delivery Date Delivery Date 

35 Due Date Reference Contract Delivery Due Date 

39 Service Level Airfreight Type of Service (expedite or standard service) 

40 US/CN Zone Identification United States and China Region Specification 

41 Week  Shipment Calendar Week 

42 Year/Month Shipment Calendar Week (with Year) 

43 Business Unit Division Customer Plant/Business Unit Identification 

44 Weekday of Pick Up Monday to Sunday Pick up Day Information 

45 Reference Pickup Day Customer authorization based on best day of pick up verification 
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Wrapper KNN 

 

Number Attribute Name Attribute Description 

1 City Lane Origin City - Destination City Route 

2 Country Lane Origin Country - Destination Country Route 

8 Destination Destination Airport 

9 Destination City Destination City 

11 Priority Level Freight Forwarder Cargo Priority Level 

12 Service Type Type of Expedite Service Provided 

20 Consignee Country Destination Customer Country 

25 Docs From Shipper Customer Documents Availability Date 

26 Pickup Shipment Pick up Date 

28 ATA Actual Time of Arrival Date 

32 Docs to Broker Broker Documents Availability Date 

33 POD Date Proof of Delivery Date 

35 Due Date Reference Contract Delivery Due Date 

39 Service Level Airfreight Type of Service (expedite or standard service) 

40 US/CN Zone Identification United States and China Region Specification 
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APPENDIX 5 – PAPER INTERNATIONAL JOURNAL OF LOGISTICS 

SYSTEMS AND MANAGEMENT 

 

DAYRELL MENDONÇA, G.; LIMA JUNIOR, O.F. (xxxx) ‘Artificial intelligence 

applied to supply chain operations management: a systematic literature review’, Int. J. 

Logistics Systems and Management, Vol. X, No. Y, pp.000-000 (Approved to 
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1  Introduction 

 
Supply chain management frequently deals with operational instabilities caused by internal and 

external factors. Achieving good performance depends on the ability  to foster information 

sharing and analysis between companies (Green, 2001). However, the full potential of data 

analytics is still to be achieved as companies progressively implement projects in this area. The 

analytics capability has a direct effect on supply chain agility and competitive advantage. 

Organisational flexibility also plays an important moderation role on the path unifying the agility 

and competitive dimensions (Dubey et al., 2019d). Srinivasan and Swink (2018) analysed data 

from 191 global firms which indicated that both demand and supply visibility are associated with 

the development of analytics capability. Similarly, analytics capability is shown to be more 

strongly associated with operational performance when supply chain organisations also possess 

organisational flexibility that is needed to quickly and efficiently act according to analytics‐
generated insights. 

Research in artificial intelligence (AI) applied to the supply chain area is rapidly growing not 

only in supply and demand management but also in other application areas such as operations 

optimisation. The main objective is to increase performance and reduce operational uncertainty. 

AI, blockchain, cloud and data analytics technologies are driving the development of 

transformative business models with new platforms that automate processes, match demand and 

supply, dynamically define pricing and make real-time decisions (Akter et al., 2020). These 

methodologies have an intrinsic correlation with the enhanced use of information datasets to gain 

further insights into daily decision making. Hofmann and Rutschmann (2018) studied large 

retailers that implemented the technique of advanced shipment of products based on prescriptive 

models of demand forecasting. One of the main benefits achieved was to avoid the recurrence of 

inventory peaks of finished products through proactive mitigation actions. 

The development of internet of things (IoT) devices combined with greater data storage 

capacity, expanded data analytics and AI applications led to the development of the big data 

analytics (BDA) research field in SCM. The term big data was first coined by Cox and Ellsworth 

(1997) in an article that indicated the eminent limitation of information storage on hardware 

resources caused by the exponential growth of information available in computer systems. In 

addition, BDA was defined as the application of advanced techniques of data mining, statistical 

analysis, predictive and prescriptive analysis of very large databases aimed at generating value to 

the organisational decision-making process (Tiwari et al., 2018). Mikalef et al. (2018) argued that 

the main source of competitive edge, especially in highly dynamic and turbulent 
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environments, will result from the ability of companies to strengthen their organisational 

capabilities through the targeted use of big data and business analytics. In addition, to realise the 

value of BDA, it is necessary not only to put them into action by generating data-driven 

information for specific organisational capabilities, but also to take steps to harness the insights. 

In recent years, several literature review papers have addressed the adoption of AI in supply 

chain management. In Guo et al. (2011), the systematic review identified the main trend of AI 

application in the apparel industry. Min (2015) reviewed the application of GA algorithms in 

supply chain modelling. Buyukozkan and Gocer (2018) investigated  the state-of-the-art literature 

of digital supply chain not only in terms of big data but also new technologies such as cloud 

computing and robotics in SCM. Analyses have been carried out on BDA technology resources 

(Hu et al., 2014), development capabilities (Arunachalam et al., 2018), main research fields and 

data science techniques employed (Barbosa et al., 2018; Govidan et al., 2018; Nguyen et al., 

2018; Wang et al., 2016), combined with IoT (Aryal et. al., 2018), application in manufacturing 

(O’Donovan et al., 2015) related to SCM framework of value creation (Brinch, 2018; Wamba et 

al., 2015), clusters of practical (Mishra et al., 2018), process-oriented (Chehbi-Gamoura et al., 

2020) and operational (Choi et al., 2018; Lamba and Singh, 2017) applications. 

While these studies have been able to provide insight into the field through structured reviews 

and classification into future research themes, there is further potential to investigate the main SC 

operational areas. This paper considered the AI literature review regarding the six supply chain 

operations reference (SCOR®) management fields, namely: plan, source, make, deliver, return 

and enable. As illustrated in Figure 1, the business processes proposed by the SCOR® model 

embrace various tiers along the supply chain and include a set of management practices 

recognised by companies in many industries (Didehkhani et al., 2009; Lima-Junior and 

Carpinetti, 2016). 

 
Figure 1 Major management processes proposed by the SCOR® model 

                Source: SCC (2012) 

The plan processes aggregate demand and supply to develop a course of action which best 

meets sourcing, production, and delivery requirements. Source processes procure goods and 

services to meet planned or actual demand. Make processes transform product to a finished state 

to meet planned or actual demand. Deliver processes provide finished goods and services to meet 

planned or actual demand, typically including order management, transportation management, 

and distribution management. Return processes are associated with returning or receiving 

returned products for any reason. These processes extend into post-delivery customer support. 

Finally, enable processes are associated with the management of the supply chain. These 

processes include 
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management of: business rules, performance, data, resources, facilities, contracts, supply chain 

network management, managing regulatory compliance and risk management (SCC, 2012). 

Specifically, this paper examined a representative sample of works using a systematic literature 

review based on meta-synthesis methodology in order to address three research questions: 

a What are the main research methodologies used in AI SCM literature? 

b In what areas of SCM operations is AI (including BDA) mostly applied?  

c What are the most used AI models? 

The discussion addressing these three questions reveals a number of research gaps, which 

leads to future research directions. This study contributes to the SCM literature by identifying 

how supply chain operation processes through the lens of the SCOR model were developed using 

AI techniques (not only BDA), and which models were used to support value achievement. It also 

contributes to practitioners who may find potential benefits in such process investigation as it 

provides an integrated scope of analysis considering the entire supply chain. 

The paper is organised into six sections. Following this introduction, Section 2 presents an 

introductory concept review on AI and BDA applied to SCM. Section 3 describes the 

methodological approach utilised. Section 4 details the descriptive statistics of recent 

publications. Finally, Section 5 presents content analysis and Section 6 shows the conclusions and 

future research recommendations. 

 
 

2  Literature review 

 
According to Russell and Norvig (1995), AI is known for its ability to think like humans, act like 

humans, think rationally, and acts rationally. Thus, with respect to these distinctive features, AI 

can also be classified into a number of sub-fields: 

1 artificial neural networks (ANN) and rough set theory (‘thinking humanly’) 

2 machine learning, expert systems, and genetic algorithms (‘acting humanly’) 

3 fuzzy logic (‘thinking rationally’) 

4 agent-based systems (‘acting rationally’). 

Min (2010) defines the first group as the development of computational capacity based  on 

interconnected memory systems that are able to learn from experience, recognise patterns, group 

objects and process ambiguous and abstract information. In the logistics field, the ANN can be 

used in autonomous vehicles and self-driving-cars, applied in problems of lot-sizing and machine 

set-up time. These solutions have proven to outperform traditional optimisation algorithms in the 

field of operational research. The second category consists of machine learning, expert systems 

and genetic algorithms. The machine learning functionality is primarily intended to enable 

computers to learn without necessarily being programmed for such activity. Its application has 

already been used to predict collaborative behaviour in supply chain management. Conversely, 

expert systems are programs which emulate problems through logical reasoning based on human 
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knowledge and have already been used in traffic control, maintenance scheduling and other 

situations. Genetic algorithms simulate the natural evolutionary process generating new 

organisms for problem solving and have already been applied to problems in the design of 

transport networks. Thirdly, fuzzy logic system based on the input of experts, which defines the 

quality of a particular solution, can be used to support the process of choosing suppliers, 

inventory level control, among others. Finally, the main characteristic of agent-based systems is 

the division of problems into subgroups to be treated by a specific computational agent, and has 

been used in several processes of the supply chain planning. Tripathi and Gupta (2020) 

emphasised the important role AI plays in network planning, procurement, and consumer 

interaction. According to these authors, AI is a key enabler in the framework proposed for 

transforming supply chains to smarter systems. 

AI has evolved considerably in several areas of theoretical and practical development of the 

supply chain. A study conducted by DHL in conjunction with IBM identified the latest 

applications of AI in industry best practices (DHL, 2018). Applications include end user support 

solutions, voice interaction solutions with end consumers, machine learning applied to social 

networks, creation of expert content, identification of information standards, robots in the retail 

operation, autonomous vehicles, robots in manufacturing and predictive management of demand. 

Specifically, industrial and logistics AI applications in conjunction with technologies such as 

cloud enterprise resource planning have a positive correlation to resolve high uncertainties and 

gain more operational competitive advantages than other competitors in the dynamically changing 

market (Gupta et al., 2019). 

The adoption of such tools presupposes a more advanced stage of technological development, 

an entrepreneurial culture of investment and an adaptive thinking environment to cope with these 

transformative innovations (Rampersad, 2020; Dubey     et al., 2019a). The research by Dubey et 

al. (2019b) confirmed the importance entrepreneurial orientation has in allowing companies to 

sense dynamic market changes and enhance their performance by improving their decision-

making ability utilising BDA-AI. In general, a company’s ability to promote innovation in 

logistics is positively correlated with the generation of competitive advantage in the market in 

which it operates (Grawe, 2009). 

Albergaria and Jabbour (2020) suggest the vital importance of adopting BDA capabilities to 

deal with large amounts of real-world data in order to understand the complexities of the sharing 

economy. According to Tiwari et al. (2018), the biggest challenge for supply chain professionals 

today is finding the best way to deal with the growing availability of large information bases. 

Among the possible benefits of using this new BDA tool is the construction of agile operations 

with greater capacity to monitor events, thus increasing the possibility of performing adaptive 

actions (Dubey et al., 2019a). Wamba et al. (2020) suggest that BDA has positive effects on 

improving supply chain agility, supply chain adaptability and performance measures (cost and 

operational performance). 

Bowers et al. (2017) argued that for a company to benefit from the practice of supply chain 

BDA, it is necessary to reduce the reaction time after receiving the information. As an example, 

Hanesbrands Inc., a US capital goods company, decided to adjust its machine learning algorithms 

to better react when a supplier rescheduling occurs. Additionally, other possible reactions range 

from adjusting the freight rate to re-sequencing production schedules to avoid a line stop. 

However, these cases are exceptions, since according to the authors; few companies are able to 

transform the high 
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availability of information into competitive advantage and value for the end customer. The study 

by Kamble and Gunasekaran (2020) on big data-driven supply chain (BDDSC) proposes a new 

framework to better measure operational performance in real-time, with proactive decision-

making regarding shortcomings and better overall target and achieving added value. 

Within this context of value creation, according to Brinch (2018), the use of big data tools 

offers three possible dimensions of analysis: 

1 Discovery value that describes the company’s ability to structure a reliable database. 

2 Creation value which represents the capacity to transform information into a source of 

decision-making. 

3 Capture value in which the company achieves improvement in the operational or 

financial results through the use of big data. 

Based on these concepts an evaluation model can be created to see how the value is being 

managed in a company’s BDA process. Complementary to the above mentioned, important 

elements for gaining business value from big data investments include recruiting people with 

good technical and managerial understanding of big data and analytics,   fostering   a   culture   of   

organisational   learning,   and   embedding   big‐data decision‐making  into  the  organisation’s  

structure.  Hence,  it  is  the  combined  effect  of these resources that will enable a firm to develop 

a BDA and achieve value gains (Mikalef et al., 2019). 

In addition to companies, BDA can also be used for operational decisions related to the 

humanitarian supply chain, increasing coordination and integration by providing greater visibility 

of each agent’s capabilities in the temporary flow of supplies (Dubey    et al., 2018; Papadopoulos 

et al., 2017). Another possible positive impact advocated by Hazen et al. (2018), is the possibility 

to transform the supply chain into a more sustainable organisation by broadening the field of 

analysis for environmental and social issues of the process. Likewise, in Dubey et al. (2019c), the 

empirical results indicate that BDA offers significant benefits to both social and environmental 

related initiatives and performance in supply chains. 

Different sources can be used to build the database, such as IoT products or machines. 

Utilising these sources has proven to increase the companies’ ability to measure operational 

performance since it allows real-time analysis along the supply chain (Dweekat et al., 2017). For 

example, IoT applied to cargo vehicles is becoming a key source of information on drivers’ 

conduct and their relationship with fuel consumption and vehicle depreciation (Hopkins and 

Hawking, 2018). Yerpude and Singhal (2020) studied how IoT supported the smart supply chain 

management. According to the  authors, the data provided by these devices will play a crucial 

role in the supply chain management for online retail growth. Businesses will increase future 

growth based on automatically generated data from the IoT, which will help them become a much 

more agile and competitive supply chain. 

In summary, AI can create value in areas such as consumer behaviour, supply chain visibility 

and transparency, operational and maintenance efficiency, information management, 

responsiveness, and the generation of new business opportunities based on market trends. In Zhan 

et al. (2018) the findings reveal that big data can offer customer involvement so as to provide 

valuable input for developing new products, hence smaller market risks. Conversely, its 

development limitations are usually related to IT 
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infrastructure, human resources and knowledge, and openness to information exchange in the 

supply chain (Kache and Seuring, 2017). Urciuoli and Hintsa (2018) argue the importance of data 

to support risk management initiatives and any information sharing barrier may jeopardise all 

benefits of information sharing between companies. 

 
 

3  Methodology 

 
In the supply chain literature, several applications of AI (including big data) are described and 

validated in different operational, tactic and strategic levels of management. However, there is 

still a shortage of studies that summarise all these initiatives into a single literature review 

framework of analysis combining the main AI research methodologies, supply chain areas of 

application and main analytical models used. In the present paper the main research objective is to 

fill this gap and provide researchers and practitioners a broader overview of AI in supply chain 

management in line with the SCOR model. The model’s main management areas (plan, source, 

make, deliver, return, enable) will be used as a conceptual reference for assessing and classifying 

the papers according to their content and area of impact. As a result, a broader overview of the 

evolution of the field in the last two decades will be provided considering a technical cross-

referenced literature review process with descriptive findings. 

The search methodology was a systematic literature review and meta-synthesis. For Kamal 

and Irani (2014) the objective of a systematic and structured literature review is to observe and 

understand the past trends and existing patterns/themes in the research area, evaluate 

contributions and summarise knowledge, thereby identifying limitations, implications and 

potential directions of further research. The systematic literature review approach ensures it is 

auditable and repeatable, so that this method overcomes the perceived weaknesses of a narrative 

review (Wong et al., 2012a). 

This approach covers the following research steps: step 1 – define the research question, 

providing the drivers for the literature review; step 2 – set the search strategy – define the 

databases and search period; step 3 – define the inclusion or exclusion criteria 

– choose the appropriate keywords for selecting the papers; step 4 – search the articles – select the 

first group of papers according to the strategy (step 2) and based on inclusion/exclusion criteria 

(step 3); step 5 – analyse the papers – in-depth review of the papers selected in step 4 and 

categorisation of research fields; step 6 – conclusion and observation of findings (Soni and 

Kodali, 2011). 

A schematic representation of literature review methodology adopted in the paper is shown in 

Figure 2 and described below: 

 Step 1: based on the research objectives, the main research questions to be answered were: 

a What are the main research methodologies used in AI SCM literature? 

b In what areas of SCM operations is AI (including BDA) mostly applied?  

c What are the most used AI models? 

 Step 2: time horizon ranging from year 2000 until year 2020; Scopus and Web of 

Science were the databases chosen. 

 Step 3: the following keywords were used as query inputs: ‘AI’, ‘BDA’. 
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 Step 4: paper selection based on articles titles/abstracts, which use one or more keywords 

defined in step 3 combined with addition keyword ‘supply chain’, considering the time 

horizon in step 2 and research applicability to the article topic. 

 Step 5: papers were classified under the following classes: 

a Research methodologies: model, framework, case study, survey, theoretical and 

empirical. 

b Areas of SCM operations: plan, source, make, deliver, return and enable (SCOR model). 

c AI models: machine learning, ANN, fuzzy logic, genetic algorithms, 

reinforcement learning, multi-agent and miscellaneous. 

 Step 6: the objective of this paper is dominantly descriptive in nature. Thus, it is not suitable 

for applying statistical methodologies in deductions or for any inferential purpose using 

hypothesis testing. In this step, all efforts are directed towards critically analysing the 

classified articles so as to identify research gaps in AI content in SCM as well as to present 

significant findings from the existing literature. 

 
Figure 2 Schematic representation of literature review methodology 
 

 

A total of 542 papers were identified in Scopus and 412 in Web of Science databases (step 4). All 

abstracts were reviewed to ensure suitability to the research objectives in the present paper. The 

final dataset was composed of 144 articles. As the main literature review papers were discussed in 

the Introduction section, they were not considered for  the purpose of descriptive and analytical 

statistics. The detailed paper classification and analysis are shown in the next section of the paper 

(step 5). Research gaps will be provided in the conclusion section (step 6). 
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4  Analysis 
 
The findings are presented in two distinct areas of analysis: 

1 time distribution 

2 main journals. 

By means of statistical analysis, we considered AI papers all works that discussed and applied AI 

in SCM not using big data. BDA papers are those that actually investigated AI in SCM within the 

context of big data application. The purpose of this classification is to include in the literature 

review process papers that either focuses on AI or BDA. We believe that an integrated analytical 

review of both AI and BDA papers could shed more precise and broader light on the evolution of 

AI within SCM as a whole. 

 

4.1 Time distribution 

The selected articles range from the years 2002 until 2020. This time frame is divided into two 

different periods of distinct research trends: 

1 predominance of AI papers, which accounts for approximately 20 % of published 

material (2002–2013) 

2 rampant growth of BDA publications which outnumbered AI publications from 2014 until 

the present time. 

Figure 3 represents the evolution of the number of publications over the years. It suggests that the 

application of BDA in the SCM area is a fast-growing and fruitful research field. 

 
Figure 3 Amount of publications per year (AI and BDA) 
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Main journals 2 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Total 

Expert Systems with Applications 0 0 2 0 0 0 2 0 0 0 0 0 0 0 2 1 0 0 7 

International Journal of Production Research 1 0 0 0 0 0 0 0 0 0 0 0 1 0 3 1 1 0 7 

International Journal of Logistics Systems and Management 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 1 0 2 6 

Computers and Industrial Engineering 0 0 0 0 0 1 0 0 0 0 0 0 1 3 0 0 1 0 6 

Journal of Cleaner Production 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 3 0 6 

International Journal of Information Management 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 2 1 5 

Transportation Research Part E: Logistics and Transportation Review 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 1 0 4 

International Journal of Physical Distribution and Logistics Management 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 4 

Journal of Business Research 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 1 4 

International Journal of Production Economics 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 4 

Journal of Business Logistics 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 3 

IFAC-PapersOnLine 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 0 0 3 

European Journal of Operational Research 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 3 

International Journal of Logistics Management 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 3 

Production and Operations Management 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 3 

Annals of Operations Research 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 3 

Decision Support Systems 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 2 

Production Planning and Control 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 2 

Neural Computing and Applications 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 2 

The International Journal of Advanced Manufacturing Technology 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 2 

Journal of Applied Sciences 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 2 

Benchmarking 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 2 

Jisuanji Jicheng Zhizao Xitong/Computer Integrated Manufacturing Systems, 

CIMS 

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 2 

Total 2 1 3 0 1 5 3 0 0 0 1 2 4 8 20 20 9 5 84 
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4.2 Journals 

The selected 144 papers are from 77 different journals, of which only 23 published more than one 

paper. Table 1 illustrates the distribution of the reference papers in these 23 journals. AI research 

has attracted real interest from highly regarded academics as most of these papers have been 

published by journals with high impact factors in recent years. 

 
 

5  Results and discussion 
 

5.1 What is the main research methodologies used in AI SCM literature? 

In order to answer the first research question, a methodological classification was applied to all 

selected articles based on six different categories: model application, framework development, 

case study, survey, theoretical discussion and empirical investigation. 

Figure 4 shows that model development tops the ranking with approximately half of total 

publications (46 %). That is, most of the literature discussion focuses on developing mathematical 

approaches and applications in supply chain research problems. The main areas of concentration 

of the model papers are supply chain planning and operational optimisation. The former group 

consists of papers concentrated on demand forecasting (Carbonneau et al., 2012), inventory 

management (De Santis et al., 2017), bullwhip effect mitigation (Aggarwal and Dave, 2018) and 

predictive and adaptive management approach for Omnichannel retailing supply chains (Pereira et 

al., 2018). However, operational optimisation is represented mostly by studies that focus on 

improving transportation routing decisions (Mokhtarinejad et al., 2015), lead time shop floor 

prediction (Gyulai et al., 2018) and dynamic lot-sizing (Wong et al., 2012b). 

 
Figure 4 Methodological classification 
 

 

The second group of publication concentrates on case studies and framework development, which 

could be an indication of increasing practical application of developed models and concepts. 

Similarly to the model papers, case studies are largely applied to supply chain planning 

(Andersson and Jonsson, 2018) and operational optimisation areas (Borade and Sweeney, 2015). 

Conversely, framework papers are mainly focused on conceptual development regarding data 

driven supply chains (Chavez et al., 2017), sustainable manufacturing (Dubey et al., 2016), supply 

chain risk analytics (Ivanov et al., 2019) and disaster resilience (Papadopoulos et al., 2017). 
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Figure 5 shows the evolution of methodological approaches over the years. Since 2016, there 

has been a clear increase of papers dedicated to practical investigation such as surveys, case 

studies and model development. Finally, theoretical development and empirical investigation are 

the lowest ranked approaches. 

 
Figure 5 Methodological classification over the years. 

 

5.2 In what areas of SCM operations is AI (including BDA) mostly applied? 

Tables 2 and 3 illustrate, respectively, all AI and BDA papers divided by research methodology 

and area of classification regarding the SCOR model, namely: enable, source, make, deliver, plan 

and return. While AI papers are mostly concentrated on  model application, BDA research spans 

over other areas such as survey, empirical and theoretical investigation and is more equally 

distributed. This may well show that BDA is still developing its conceptual and practical 

background as a recent area of study in supply chain. 

Regarding SCOR classification, plan and enable areas are the most representative. Enable 

ranks first in BDA papers (Table 3) and second for AI publications (Table 2). Conversely, plan 

ranks first in AI papers (Table 2) and second in BDA only studies (Table 3). Overall, the SCOR 

plan area is the most representative if we consider both BDA and AI papers. 

The plan category consists of papers essentially focused on further understanding and 

applying AI and BDA on demand management. The main plan papers in Table 2 highlight: 

predictive approaches (Pereira et al., 2018), Bullwhip effect mitigation (Mojaveri et al., 2009; 

Singh and Challa, 2016), demand forecasting improvement (Amirkolaii et al., 2017; Carbonneau 

et al., 2008; Efendigil et al., 2009), development of vendor management inventory technique (Chi 

et al., 2007) and inventory management optimisation (Giannoccaro and Pontrandolfo, 2002). 

Furthermore, the majority of BDA 
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papers in Table 3 are related to demand forecasting (Hofmann and Rutschmann, 2018; Lau et al., 

2018; Lee, 2017; Nita, 2015; Yu et al., 2019). 

               Table 2 Most relevant research fields (AI) regarding SCOR model categories 
 

Research method/authors Enable Source Make Deliver Plan Return 

Case study 5 2 1 3 4 0 

Borade and Sweeney (2015) 0 1 0 1 1 0 

Ma et al. (2018) 1 0 1 0 0 0 

Mahroof (2019) 1 0 0 1 1 0 

Orji and Wei (2015) 1 1 0 0 0 0 

Slimani (2017) 0 0 0 1 1 0 

Tsang et al. (2018) 1 0 0 0 1 0 

Urciuoli and Hintsa (2018) 1 0 0 0 0 0 

Framework 7 2 1 0 6 1 

Garg and Viswanadham (2010) 1 0 0 0 0 1 

Kartal et al. (2016) 0 1 0 0 1 0 

Piramuthu and Sikora (2005) 0 0 0 0 1 0 

Piramuthu (2005a) 1 1 0 0 1 0 

Piramuthu (2005b) 1 0 0 0 0 0 

Pontrandolfo et al. (2002) 0 0 1 0 1 0 

Rampersad (2020) 1 0 0 0 0 0 

Siurdyban and Moller (2012) 1 0 0 0 1 0 

Tripathi and Gupta (2020) 1 0 0 0 0 0 

Xu et al. (2006) 1 0 0 0 1 0 

Model 26 16 6 22 42 0 

Aggarwal and Dave (2018) 0 0 0 0 1 0 

Amirkolaii et al. (2017) 0 0 0 1 1 0 

Carbonneau et al. (2007) 0 0 0 1 1 0 

Carbonneau et al. (2008) 0 0 0 1 1 0 

Carbonneau et al. (2012) 0 0 0 1 1 0 

Castillo-Villar and Herbert-Acero (2013) 1 0 1 1 1 0 

Cavalcante et al. (2019) 1 1 0 0 1 0 

Chaharsooghi et al. (2008) 0 0 0 0 1 0 

Chen and Xu (2018) 1 1 0 0 0 0 

Chi et al. (2007) 0 1 0 1 1 0 

Cui et al. (2018) 1 0 0 1 1 0 

Curcio et al. (2007) 0 0 0 1 1 0 

De Santis et al. (2017) 0 1 0 0 1 0 

Efendigil et al. (2009) 0 0 0 1 1 0 

Fu and Fu (2015) 0 1 0 0 1 0 

Giannakis and Louis (2011) 1 1 1 1 1 0 
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              Table 2 Most relevant research fields (AI) regarding SCOR model categories (continued) 
 

Research method/authors Enable Source Make Deliver Plan Return 

Model 26 16 6 22 42 0 

Giannoccaro and Pontrandolfo (2002) 0 1 1 1 1 0 

Guosheng and Guohong (2008) 1 1 0 0 0 0 

Gyulai et al. (2018) 0 0 1 0 1 0 

Hiromoto et al. (2017) 1 0 0 0 0 0 

Hong and Ha (2008) 1 1 0 0 1 0 

Ilie-Zudor et al. (2015) 1 0 0 1 1 0 

Jafarzadeh-Ghoushchi and Rahman (2016) 1 0 0 1 1 0 

Kar (2015) 1 1 0 0 0 0 

Kazemi and Fazel Zarandi (2008) 1 0 1 0 1 0 

Kiekintveld et al. (2009) 0 0 0 0 1 0 

Kong and Li (2018) 0 0 0 0 1 0 

Kumar et al. (2013) 0 1 0 0 1 0 

Mojaveri et al. (2009) 0 0 0 0 1 0 

Mokhtarinejad et al. (2015) 0 0 0 1 1 0 

Moraga et al. (2011) 1 0 0 0 1 0 

Park et al. (2018) 1 0 0 0 1 0 

Pereira et al. (2018) 1 1 0 1 1 0 

Raut et al. (2017) 1 1 0 0 1 0 

Shahrabi et al. (2009) 0 0 0 1 1 0 

Shokouhyar et al. (2019) 1 0 0 0 0 0 

Singh and Challa (2016) 1 0 0 1 1 0 

Slimani et al. (2015) 0 0 0 0 1 0 

Sun et al. (2008) 0 0 0 1 1 0 

Tse et al. (2009) 1 0 0 0 1 0 

Vahdani et al. (2014) 0 0 0 0 1 0 

Valluri et al. (2009) 1 0 0 0 1 0 

Wanke et al. (2017) 0 0 0 1 1 0 

Wieczorek and Ignaciuk (2018) 1 1 0 1 1 0 

Wong et al. (2012b) 0 0 1 0 1 0 

Wu et al. (2017b) 1 0 0 1 1 0 

Yuen et al. (2018) 1 0 0 1 1 0 

Zhang et al. (2004) 1 1 0 0 0 0 

Zhang et al. (2016) 1 1 0 0 0 0 

Zhu et al. (2017) 1 0 0 0 0 0 

Total of papers 38 20 8 25 52 1 

In contrast to the previous SCOR category, BDA is more prominent in the enable research field. 

Enable papers in Table 3 are mostly surveys on service supply chains and 
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on the development of capabilities such as agility and preparedness (Fernando et al., 2018; 

Mandal, 2018; Roßmann et al., 2018), risk management (Engelseth and Wang, 2018; Ivanov et 

al., 2019; Mani et al., 2017; Zhao et al., 2017; Wu et al., 2017a) and theoretical construction 

aimed at future applications (Hazen et al., 2014, 2016; Singh and El-Kassar, 2019; Smyth et al., 

2018; Zhong et al., 2016). AI enable papers in Table 2 have a distinct framework focused on 

development of business process design (Piramuthu, 2005a, 2005b; Siurdyban and Møller, 2012; 

Xu et al., 2006). As main technological enabler, IoT applications in supply chain management are 

also highlighted in Table 2 (Ehret and Wirtz, 2017; Hiromoto et al., 2017; Ma et al., 2018; Tsang 

et al., 2018; Yuen et al., 2018). 

              Table 3 Most relevant research fields (BDA) regarding SCOR model categories 
 

Research method/author Enable Source Make Deliver Plan Return 

Case study 6 3 0 8 9 1 

Andersson and Jonsson (2018) 0 0 0 1 1 0 

Boldt et al. (2016) 0 0 0 1 1 0 

Engelseth and Wang (2018) 1 1 0 0 1 0 

Gravili et al. (2018) 0 0 0 0 1 0 

Hopkins and Hawking (2018) 1 0 0 1 0 1 

Matthias et al. (2017) 1 1 0 1 1 0 

Moktadir et al. (2019) 1 0 0 0 0 0 

Moretto et al. (2017) 1 1 0 0 0 0 

Nita (2015) 0 0 0 1 1 0 

Singh et al. (2018) 0 0 0 1 1 0 

Yu et al. (2019) 0 0 0 1 1 0 

Zhan et al. (2018) 1 0 0 1 1 0 

Empirical 7 2 2 4 4 0 

Ittmann (2015) 1 1 0 1 1 0 

Niu et al. (2019) 1 0 0 1 1 0 

Richey et al. (2016) 1 0 0 0 0 0 

Sanders (2016) 1 1 1 1 1 0 

Sodero et al. (2019) 1 0 0 0 0 0 

Tsao (2017) 1 0 0 1 1 0 

Zhong et al. (2015) 1 0 1 0 0 0 

Framework 9 4 2 4 9 5 

Arya et al. (2017) 0 1 0 1 1 0 

Chavez et al. (2017) 0 1 0 0 1 0 

Cheng and Lau (2016) 1 0 0 0 1 0 

Dubey et al. (2016) 0 1 0 0 0 1 

Hu et al. (2014) 1 0 0 0 0 0 

Ivanov et al. (2019) 1 0 0 0 0 0 

Jeble et al. (2018) 1 0 0 1 1 0 
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              Table 3 Most relevant research fields (BDA) regarding SCOR model categories (continued) 
 

Research method/author Enable Source Make Deliver Plan Return 

Framework 9 4 2 4 9 5 

Papadopoulos et al. (2017) 1 0 0 1 1 1 

Rehman et al. (2016) 1 0 0 0 1 0 

Ren et al. (2019) 1 0 1 0 1 1 

Rodriguez and Da Cunha (2018) 1 0 0 0 0 1 

Shukla and Tiwari (2017) 0 1 1 1 1 1 

Wang et al. (2016) 1 0 0 0 1 0 

Model 12 5 3 6 12 5 

Choi (2018) 1 0 0 1 1 0 

Côrte-Real et al. (2017) 0 1 0 0 1 1 

Ehret and Wirtz (2017) 1 0 1 0 1 0 

Giannakis and Louis (2016) 1 1 1 1 1 0 

Hofmann (2017) 1 1 0 0 1 0 

Jiang and Sheng (2009) 1 0 0 1 1 0 

Kaur and Singh (2018) 0 1 0 0 1 1 

Lau et al. (2018) 0 0 0 1 1 0 

Lee (2017) 1 0 0 1 1 0 

Prasad et al. (2018) 1 0 0 0 0 1 

Simchi-Levi and Wu (2018) 1 0 0 1 1 0 

Bumblauskas et al. (2017) 0 0 1 0 0 0 

Waller and Fawcett (2013) 1 0 0 0 0 0 

Wamba et al. (2017) 0 0 0 0 1 0 

Wu et al. (2017a) 1 0 0 0 1 1 

Wu and Lin (2018) 1 0 0 0 0 0 

Zhao et al. (2017) 1 1 0 0 0 1 

Survey 15 0 1 0 6 2 

Chen et al. (2015) 0 0 0 0 1 0 

Dubey et al. (2019a) 1 0 0 0 0 0 

Dubey et al. (2019b) 1 0 0 0 0 0 

Dubey et al. (2019c) 1 0 0 0 0 1 

Dubey et al. (2019d) 1 0 0 0 0 0 

Fernando et al. (2018) 1 0 0 0 1 0 

Gunasekaran et al. (2017) 1 0 0 0 1 0 

Gupta et al. (2019) 1 0 0 0 0 0 

Lai et al. (2018) 1 0 0 0 0 0 

Mandal (2018) 1 0 0 0 1 0 

Mandal (2019) 1 0 0 0 1 0 

Mani et al. (2017) 1 0 1 0 1 0 
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              Table 3 Most relevant research fields (BDA) regarding SCOR model categories (continued) 
 

Research method/author Enable Source Make Deliver Plan Return 

Survey 15 0 1 0 6 2 

Mikalef et al. (2019) 1 0 0 0 0 0 

Raut et al. (2019) 1 0 0 0 0 1 

Roßmann et al. (2018) 1 0 0 0 0 0 

Schoenherr and Speier-Pero (2015) 1 0 0 0 0 0 

Wamba et al. (2020) 1 0 0 0 0 0 

Theoretical 6 0 1 1 2 2 

Albergaria and Jabbour (2020) 1 0 0 0 0 0 

Hazen et al. (2014) 1 0 1 0 0 0 

Hazen et al. (2016) 1 0 0 0 0 0 

Hazen et al. (2018) 0 0 0 0 1 0 

Hofmann and Rutschmann (2018) 0 0 0 1 1 0 

Li et al. (2015) 0 0 0 0 0 1 

Singh and El-Kassar (2019) 1 0 0 0 0 1 

Smyth et al. (2018) 1 0 0 0 0 0 

Zhong et al. (2016) 1 0 0 0 0 0 

Total 55 14 9 22 41 15 

In third place, deliver SCOR category in Table 3 consist of papers that cover topics such as 

analytics to improve distribution practices (Singh et al., 2018; Simchi-Levi and Wu, 2018) and 

operations management (Giannakis and Louis, 2016) using BDA methodologies. Conversely, 

Deliver papers in Table 2 are more focused on route and resource optimisation (Curcio et al., 

2007; Mokhtarinejad et al., 2015; Wieczorek and Ignaciuk, 2018), finished goods warehouse 

management (Mahroof, 2019), inventory allocation (Wanke et al., 2017) and network design (Ilie-

Zudor et al., 2015). 

Finally, source and return SCOR areas were the least explored, indicating further potential for 

future research. Source papers concentrated mainly on optimising supplier selection (Cavalcante 

et al., 2019; Chen and Xu, 2018; Guosheng and Guohong, 2008; Kar, 2015; Moretto et al., 2017; 

Orji and Wei, 2015; Raut et al., 2017; Zhang et al., 2004, 2016). Selected return papers consisted 

of works focused on supply chain sustainability (Garg and Viswanadham, 2010; Hopkins and 

Hawking, 2018; Kaur and Singh, 2018; Raut et al., 2019; Ren et al., 2019; Rodriguez and Da 

Cunha, 2018; Shukla and Tiwari, 2017; Singh and El-Kassar, 2019). 

 
5.3 What are the most used AI models? 

Model methodology accounted for 67 papers out of a total 144 selected for literature review in 

this paper (Figure 4). Within this category, Figure 6 shows that considerable research has been 

developed to apply machine learning (27 papers) and ANN (ten papers) in supply chain 

management. Miscellaneous category (ten papers), which comprise multiple algorithm 

application, fuzzy logic (nine papers), genetic algorithms (five 
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papers), reinforcement learning (four papers) and multi-agent (two papers) were also used as AI 

investigation techniques. 

 
Figure 6 AI models – techniques 

 

Machine learning papers are more concentrated in supply chain planning, operational 

optimisation and supplier selection areas. Supervised learning methods such as support vector 

machines (Guosheng and Guoghong, 2008) are the most employed. ANN are growing also as 

main analytical tool with applications in transportation (Jafarzadeh-Ghoushchi and Rahman, 

2016), supplier selection (Kar, 2015) and monitoring of supply chain behaviour (Moraga et al., 

2011). 

Figure 7 shows a growth trend of machine learning and miscellaneous algorithm application 

mainly from 2015 to 2018. The potential for applying other techniques such as reinforcement 

learning is yet to be explored. Papers on reinforcement learning are mostly concentrated on 

operational optimisation topics such as dynamic inventory control (Jiang and Sheng, 2009) and 

general supply chain management (Valluri et al., 2009). 

 
Figure 7 AI models – techniques over the years 



97 
 

   
 

 

6 Conclusions, scope for future work and limitations 
 
Research on AI in supply chain management has significantly evolved in recent years. Many 

initiatives have been conducted to test and provide empirical evidence, in which the predictive 

approach has taken the lead as the main source of competitive advantage, especially in AI 

applications. The challenge to expand this investigation to wider frameworks of analysis and new 

methodologies has great potential for the supply chain research community and practitioners. To 

consolidate this knowledge, this paper examined a representative sample of works, using a 

systematic review with meta-syntheses methodology. 

The main contributions of the paper to the literature on AI applied to supply chain operations 

are to: 

a Provide an unprecedented integrated literature review which combined both BDA and AI 

papers applied to SCM in a comparative methodological framework of research analysis 

since the year 2000. 

b Investigate AI in SCM operations considering the six areas of the SCOR model, 

including enable, which has not been done before. 

c Review AI model implementation based on the main categories of application and 

techniques employed in SCM. 

d Propose an integrated conceptual analysis that provided a cross-referenced outlook of main 

practices not only in supply chain management areas but also regarding the use of 

modelling and algorithm. 

The theoretical and managerial implications along with opportunities for future research were 

also unveiled. First and foremost, there is a need to further increase research on source and return 

SCOR areas, especially when considering only AI papers. Secondly, AI application in sourcing 

and procurement is mostly related to improving supplier selection processes and can be expanded 

to other areas of inbound operations. Thirdly, there is a concentration of works related to 

improving demand forecasting in the plan SCOR area. New practices such as anticipatory 

shipping, which could revolutionise the industry, have not yet been fully tested and validated. 

Fourth, enable analysis showed how critical is to consider this dimension when assessing the 

application of AI in SCM. Topics such as resources (including human resources), contracts, 

managing regulatory compliance and risk management have played a pivotal role in facilitating 

the implementation of models in real business settings. This literature review has proven this 

statement, as the enable area ranked second in the overall analysis and has the potential to be 

further addressed. Fifth, AI techniques with proven efficiency such as reinforcement learning 

could be further applied along with machine learning and neural networks. Sixth, IoT combined 

with AI were addressed by only six papers, indicating that this integration is in its early days. Last 

but not least, quantitative research is concentrated in model  application, mainly in planning and 

operational optimisation areas. 

As limitations of the study, our review was based on the literature of AI and BDA using 144 

articles published from 2000 to 2019. The results may vary depending on the keywords chosen. 

Secondly, the conceptual framework was based on meta synthesis methodology from Soni and 

Kodali (2011). Different methodologies could be used in future works to avoid recurrent results. 

Finally, the classification proposed could vary 
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according to the researcher’s interpretation of results. The main limitations of this approach are 

related to the selected scientific databases, (i.e., Scopus and Web of Science), document type, 

(i.e., articles), language, (i.e., English) and phrases researched, which can exclude some papers. 

The papers not included in the dataset could be pertinent to the field, but it is not likely they 

would change the results of this review. 

Taking everything into consideration, a consistent outlook of the main research as regards AI 

and big data has been provided. Companies are increasingly investing in analytics solutions that 

are bound to unleash unprecedented results based on the new concepts of smart and data driven 

supply chains. However, this paper has brought evidence that there are niches of excellence in 

which these new techniques have already been broadly applied, (e.g., demand planning) while 

others still lack further research and practical implementation (e.g., sustainability and reverse 

logistics). The true impact of digital firms will be reached when organisations commit their 

resources to fully capture the value of data management in the entire supply chain. Processes 

related to source, make, deliver, return, plan and enable management should be considered as a 

unified data analysis approach from which patterns and predictive actions should be performed. 

This literature review paper, organised in the light of the SCOR model, illustrates how 

unbalanced these AI and big data supply chain initiatives are currently being applied. Corporate 

leadership should invest in training, culture change management, centralised information 

technologies and supply chain and business strategy alignment to amplify the outreach of AI, thus 

bring the digital transformation to the forefront of supply chain daily activities. 
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Purpose 

The air freight cargo industry is increasingly facing operational challenges due to tougher global 

competition and higher service level requirements from customers. Machine Learning techniques 

are consequently being applied as an aviation supply chain risk management (SCRM) approach 

in order to predict delays, reduce operational uncertainty and reduce costs (Chung et. al., 2020).  

 

Etani (2019) studied the application of Random Forest (RF) algorithm to predict delays based 

on weather conditions in Japanese airports. Herrema et al. (2019) also used RF for assessing 

runway capacity and utilization to avoid delays. Yu et. al. (2019) researched commercial air 

transport micro influential factors (e.g. air route situation and crowdedness degree of airport) 

that influence flight delays using Deep Learning algorithms. Congestion analysis was also a 

major field of study regarding delay causality in transport systems (Diana, 2018). Gui et. al. 

(2020) proposed a combined RF model application based on Big Data associated with flight 

delay factors such as airport, flight, air route and other operational information. 

 

This study proposes the application of a supervised machine learning model that uses 

transportation data to predict intercontinental air freight import delivery performance in a 

Latin American automotive industry case study. The specific objective is to predict supply 

chain delay prior to cargo pick up at the supplier based on previous similar shipments. Overall, 

the research also adds to the current literature as both transport and supplier data is used in a 

specific machine learning application. 

 

Design/Methodology/Approach 

The KDD process (Knowledge Discovery Database) was applied as research methodology 

(Shafique and Qaiser, 2014). After data cleaning process, the air shipment database remained 

with 45 explanatory variables such as country, shipper and consignee information. The target 

attribute contained the information of whether there was a delay for each shipment (binary 

classification problem). Because the positive class (delayed shipments) represented only 25% of 

the total number of instances, the NCL (Neighbour Cleaning Cleaning) and Smote (Synthetic 
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Minority Oversampling Rule) algorithms were also applied to guarantee the positive class 

balance. 

 

As the problem was characterized by being predictive, the task chosen in the data mining 

phase was of Classification using RF, SVM and KNN (K-Nearest Neighbours) algorithms 

with 10-fold Cross-Validation and Hold Out test options. In order to increase the performance 

of the KNN and SVM algorithms, the attribute selection approach with Chi-Square, Infogain, 

Gain Ratio and CFS (Correlation Feature Selection) methods was performed. Finally, the main 

criteria chosen to determine the best algorithm were Accuracy, Kappa Index, TPR (True 

Positive Rate), FPR (False Positive Rate), AUC (Area Under Curve) and ROC (Receiver 

Operator Characteristic Curve).  

 

Findings 

The SVM algorithm achieved the best result after a combined class balancing procedure (Smote) 

reaching an accuracy rate of 79% and a Kappa index of 0.44. Table 1 depicts the overall results: 

 
Table 1-Application of Machine Learning Algorithms (with positive class balancing and feature selection) 

Method Random Forest SVM KNN 

 Accuracy Kappa Accuracy Kappa Accuracy Kappa 

NCL 76.888 0.11 80.888 0.35 77.777 0.25 

SMOTE 80.444 0.30 79.555 0.44 78.222 0.39 

NCL + SMOTE 77.777 0.15 80.888 0.33 79.111 0.28 

 

In addition to presenting the best combined result of Accuracy and Kappa, the SVM algorithm 

also had a higher TPR and the second highest AUC value (Table 2): 

 
Table 2- Algorithm Performance Criteria  

Algorithms 
Performance Criteria 

 FPR TPR AUC 

KNN 
13 52 0,69 

Random Forest 
6 23 0,77 

SVM 
13 57 0,72 

 

Having evaluated all the performance indicators, the SVM algorithm was considered the best 

option as detailed in Figure 1 representing the ROC curve: 
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Figure 1-ROC curve (KNN, Random Forest and SVM) 

 

Relevance/Contribution 

As first main contribution, this paper aims to provide supply chain practitioners and researchers a 

new data mining approach regarding air freight delay management. The key element is to 

combine supplier, customer and transportation operational data to identify patterns which indicate 

higher probability of delay occurrence. Secondly, we propose a thorough data mining 

methodology that combines different sampling, attribute selection, dimensionality reduction and 

classification techniques. In short, this framework could be used as reference in future research or 

practical work not only in transportation but also on other supply chain risk management fields. 

Thirdly, the achievement of satisfactory results owns to the consistency of model and validation 

metrics application. Finally, this paper further expands current machine learning literature applied 

to aviation which has been mostly focused on weather, airport structure, flight schedule, ground 

delay and congestion explanatory attributes. 
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