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"To show or to be shown?" is a question never, even not known by many to exist - The

Residents



Resumo

Nesse trabalho nós estudamos fibrados vetoriais estáveis de posto 2 com primeira classe de

Chern -1 analizando seus espectros. Além disso procuramos possíveis mônadas de acordo

com cada espectro, seguindo o trabalho feito por Hartshorne e Rao em "Spectra and

Monads of Stable Bundles".

Palavras-chave: Geometria Algébrica. Fibrados Vetoriais Estáveis. Mônadas.



Abstract

In this work we study rank 2 stable vector bundles with first Chern class -1 by analyzing

their spectra, In addition we search for possible monads according with each spectrum,

following the work done by Hartshorne and Rao in "Spectra and Monads of Stable Bundles".

Keywords: Algebraic Geometry. Stable Vector Bundles. Monads.
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Introduction

Let E be a vector bundle of rank 2 on P3 and c1 and c2 denotes the first and

second Chern classes of E . Associated to E are its spectrum and its minimal monad.

Monads were introduced by Horrocks in 1964 [6, Horrocks]. It is defined to be

a complex of vector bundles

V‚ : V0

α
Ñ V1

β
Ñ V2 (1)

such that α is injective and β surjective as morphism of sheaves. We say V‚ is associated

to E if its cohomology kerβ{imα is isomorphic to E . A monad associated to E is minimal

in the sense that it comes from a minimal free resolution of M “ H1

˚pEq :“
à

kPZ

H1pEpkqq,

the first cohomology module [18, Rao]. A method for constructing minimal monads is

given by Rao in [18, Rao], essentially it depends on the minimal generators of the module

M over S :“ krx0, x1, x2, x3s and their respective degrees:

Let

0 Ñ L4 Ñ L3 Ñ L2 Ñ L1 Ñ L0 Ñ M Ñ 0 (2)

be a minimal free resolution of M over S where rkpL0q “ t and rkpL1q “ s. Then t is

the number of minimal generators for M and s is the number of minimal relations among

them. A minimal monad for E is given by

L̃˚
0pc1q Ñ L̃1 Ñ L̃0 (3)

Here L̃ means the sheafification of an S-module L.

[18, Rao] also gives two important results:

Theorem. Let M :“ H1

˚pEq, then all rank two bundles on P3 that have M as their

cohomology module have same Chern classes c1 and c2

and

Proposition. If M is the cohomology module of a stable rank 2 bundle on P3 with Chern

classes c1 and c2, then there is an irreducible subset of Mpc1, c2q that parametrises those

rank 2 bundles with first cohomology module equal to M

Here Mpc1, c2q denotes the coarse moduli space parametrising the stable rank

2 vector bundles with Chern classes c1 and c2.

Inspired in the previous works of Horrocks [12, Horrocks] and Serre [22, Serre],

Hartshorne proves the so called Hartshorne-Serre correspondence which states that there
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is a bijective correspondence between nonsingular subcanonical varieties of codimension 2

in Pn and vector bundles E on Pn of rank 2, n ě 3. Moreover, the variety occurs as the

zero-set of E . The case n “ 3 was later generalized by Hartshorne [10, Hartshorne] to give

a correspondence between reflexive sheaves of rank 2 and more general curves.

The spectrum of E (stable with c1 “ 0) was first defined by Barth and Elencwajg

in [3, Barth & Elencwajg], it is a sequence of integers tkiui“1,...,c2
satisfying specific condi-

tions, the two principal conditions being:

(1) tkiu is symmetric around 0;

(2) tkiu is a connected sequence of integers;

In [10, Hartshorne] Hartshorne generalized the definition of spectrum to include

reflexive sheaves F of rank 2 on P3, c1 “ 0 or ´1 and H0pFp´1qq “ 0.

In [11, Hartshorne & Rao] Hartshorne and Rao studied the possible spectra and

minimal monads for c1 “ 0 and for low values of c2 (c2 “ 1, ..., 8q. They constructed families

of curves on P3, each family via Hartshorne-Serre correspondence gives a family of vector

bundles. Together with the associated spectrum and minimal monad they summarized

this data in a table [11, Hartshorne & Rao, Table 5.3].

This dissertation is structured in three chapters:

The first chapter contains the necessary concepts which will be necessary in

the later chapters.

In chapter 2 we present the study of two papers, [13, Jardim] and [14, Jardim

& Martins]. Which serves as an introduction to the study of monads and vector bundles

using cohomology.

In chapter 3 we introduce the Hartshorne-Serre correspondence and the spec-

trum of a sheaf. Fixed a spectrum χ we then give a curve, which will correspond to a

stable vector bundle E with spectrum χ and c1 “ ´1, and finally we search for possible

monads with cohomology E .

We obtain a table of possible spectra depending on the values of c2, we also describe the

following examples:

-A disjoint union of conics corresponds to a normalized vector bundle with only

p0’s in the spectrum

-A disjoint union of a plane curve of degree 2m´ 2 and a complete intersection

of surfaces of degree m and m ´ 1 for m ě 2 gives a normalized bundle with spectrum of

the form p0p1...pm´2

-The disjoint union of two plane curves of degree 4 and a complete intersection

of surfaces of degree 3 and 2 gives a normalized bundle with spectrum p3

0
p2

1
, this example
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also shows that we can generate other bundles with higher second Chern class with only

p0 and p1 appearing in the spectrum.
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1 Preliminaries

In this chapter we will recall the necessary concepts and results about coherent

sheaves, monads, curves and Chern classes, including the Hirzebruch-Riemann-Roch

theorem, which we will need throughout this dissertation.

1.1 Basic definitions and results

X denotes a scheme, from now on whenever we write F I for a sheaf F we mean

the direct sum
à

iPI

Fi where Fi “ F . If r P N we will write F r to denote the direct sum of

r copies of F . The base field k is an algebraically closed field of characteristic 0.

Definition 1.1.1. A sheaf of OX-modules F is

(i) finitely generated, or of finite type if every point x P X has an open neighbourhood

such that there is a surjective morphism

On
X |U Ñ F |U (1.1)

with n finite

(ii) coherent if it is finitely generated and for every open U , every finite p P N and every

morphism

O
p
X |U Ñ F |U (1.2)

of OX |U -modules has a finitely generated kernel.

(iii) finitely presented if there is an exact sequence of the form

O
p
X Ñ On

X Ñ F Ñ 0 (1.3)

with p and n finite. Every finitely presented OX-module is finitely generated.

(iv) quasi coherent if it is locally presentable, i.e. there is an open cover tUiu of X and for

every i an exact sequence

OIi

X |Ui
Ñ OJi

X |Ui
Ñ F |Ui

Ñ 0 (1.4)

where Ii and Ji may be infinite.

If X is locally noetherian, those concepts become intertwined :

Lemma 1.1.2. [24, Stacks, 29.9.1] Let X be a locally noetherian scheme. Let F be an

OX-module. The following are equivalent

(i) F is coherent,
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(ii) F is a quasi-coherent, finite-type OX-module,

(iii) F is a finitely presented OX-module,

(iv) for any affine open SpecpAq “ U Ă X we have F |U “ M̄ with M a finite A´module,

(v) there exists an affine open covering X “
ď

Ui, Ui “ SpecpAiq such that each F |Ui
“ M̄i

with Mi a finite Ai-module.

We will always deal with locally noetherian ringed spaces. So (1.1.2) could be

taken as a definition.

Another useful lemma for locally noetherian schemes is the following:

Lemma 1.1.3. [24, Stacks, 29.9.5] Let X be a locally noetherian scheme. Let F ,G be

coherent OX-modules. Let φ : F Ñ G be a morphism and x P X.

(i) If Fx “ 0 then there is an open neighbourhood U Ă X of x such that F |U “ 0,

(ii) if φx : Fx Ñ Gx is injective, then there is an open neighbourhood U Ă X of x such that

φ|U is injective,

(iii) if φx : Fx Ñ Gx is surjective, then there is an open neighbourhood U Ă X of x such

that φ|U is surjective,

(iv) if φx : Fx Ñ Gx is bijective, then there is an open neighbourhood U Ă X of x such that

φ|U is an isomorphism.

Lemma 1.1.4. A coherent sheaf F on a locally noetherian scheme X with free stalks is a

locally free sheaf.

Proof. Being locally free is a local concept, so assume X “ SpecpAq and F “ M̄ . By

Lemma (1.1.2) M is a finitely generated module over A. Then M̄ is locally free if and only

if M is projective. But a finitely generated module M is projective if and only if all its

localizations Mp are Ap free modules.

From now on every scheme X will be locally noetherian, Lemma (1.1.4) gives

a proposition which will be frequently used:

Proposition 1.1.5. Let β : F Ñ G be a surjective morphism of locally free sheaves, then

kerβ is a locally free sheaf.

Proof. Let x P X. Gx is free since G is locally free. In particular it is a projective module.

Then the sequence of modules

0 Ñ kerβx Ñ Fx Ñ Gx Ñ 0 (1.5)

splits. Hence Fx “ kerβx ‘ Gx, and kerβx is projective since Fx is free. A projective

module over a local ring is free which implies that kerβx is free. The kernel of a morphism

between coherent sheaves on a locally noetherian scheme is also coherent, and a coherent

sheaf with free stalks is locally free by Lemma (1.1.4).
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Definition 1.1.6. Let F be a coherent sheaf on a projective variety X. We define its

support to be the closed set SupppFq “ tx P X| Fx “ 0u where Fx denotes the stalk of F

at x. The singular locus of F is the closed set SingpFq “ tx P X| Fx is not a free OX,x ´

modu.

The next theorem tells us we can look at the sheaves ExtppF ,OXq to see where

F fails to be free

Theorem 1.1.7. The singular locus of F is
dimX
ď

p“1

Supp ExtppF ,OXq

Proof. [16, Okonek, Schneider & Spindler, Lemma 1.1.4]

We are going to introduce some essential concepts of nonsingular varieties.

They are going to be extensively used through the rest of this dissertation.

Definition 1.1.8 (Sheaf of relative differentials). Let f : X Ñ Y be a morphism of

schemes. Consider the diagonal morphism ∆ : X Ñ X ˆY X, the diagonal morphism

gives an isomorphism between X and ∆pXq so we can consider ∆pXq as a locally closed

subscheme of X ˆY X, i.e. a closed subscheme of an open set of X ˆY X. Let I be the

ideal sheaf of ∆pXq. We define the sheaf of relative differentials of X over Y to be the

sheaf ΩX{Y “ ∆˚pI{I2q on X. It is a quasi-coherent sheaf of OX-modules and if Y is

noetherian and f is of finite type then ΩX{Y is coherent.

Proposition 1.1.9 (The Euler sequence). Let A be a ring, let Y “ SpecpAq and X “ PnA.

Then there is an exact sequence of sheaves on X.

0 Ñ ΩX{Y Ñ OXp´1qn`1 Ñ OX Ñ 0 (1.6)

Proof. [8, Hartshorne, Theorem II.8.13]

If X is a nonsingular variety of dimension n over k we define the tangent sheaf

TX “ HomOX
pΩX{k,OXq and the canonical sheaf ωX “

n
ľ

ΩX{k. The tangent sheaf is

locally free of rank n and the canonical sheaf is invertible. If Y i
Ñ X is a nonsingular

subvariety we define the conormal sheaf of Y on X as CY {X “ i˚pI{I2q where I is the

ideal sheaf of Y in X. Its dual NY {X “ HomOY
pCY,X ,OY q is the normal sheaf of Y in

X. Both are locally free.

We need one more theorem from [8, Hartshorne]:

Theorem 1.1.10. Let X be a nonsingular variety over k and Y Ă X an irreducible closed

subscheme defined by a sheaf of ideals I. Then Y is nonsingular if and only if

(i) ΩY {X is locally free and

(ii) the sequence 0 Ñ I{I2 Ñ ΩX{k b OY Ñ ΩY {k Ñ 0 is exact
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Proof. [8, Hartshorne, theorem II.8.17]

Proposition 1.1.11. Let Y be a nonsingular variety of codimension r in a nonsingular

variety X over k. Then ωY – ωX |Y b
r

ľ

NY {X .

Proof. Since Y is nonsingular 1.1.10 gives an exact sequence

0 Ñ I{I2 Ñ ΩX{k b OY Ñ ΩY {k Ñ 0 (1.7)

Taking the highest exterior powers gives ωX b OY – ωY b
r

ľ

pI{I2q. Applying bNY {X

and commuting the highest exterior power with the dual yields ωY – ωX b
r

ľ

NY {X .

Proposition 1.1.11 gives a way to compute the canonical sheaf of nonsingular

varieties:

Example 1.1.12 (The canonical sheaf of a hypersurface). Let X “ Pnk for n ě 2 and Y be

a nonsingular hypersurface of degree d. Taking the highest exterior power from the Euler

sequence gives ωX – OXp´n ´ 1q, so by (1.1.11) ωY – OXp´n ´ 1q b NY {X . Since Y is a

hypersurface of degree d we have the exact sequence 0 Ñ OXp´dq Ñ OX Ñ OY Ñ 0 so

I{I2 – I b OY – Op´dq|Y and hence NY {X – OY pdq which implies ωY – OY pd´ n´ 1q.

1.2 Curves and Chern classes

In this section a curve will be an integral scheme of dimension 1, proper over k

with regular local rings.

Definition 1.2.1. Let X be a projective scheme of dimension r over k and F be a coherent

sheaf on X. The Euler characteristic of F is defined by

χepFq “ Σr
i“0

p´1qihipX,Fq (1.8)

Here hipX,Fq denotes the dimension of H ipX,Fq as a k-vector space

Note that if 0 Ñ F1 Ñ F2 Ñ F3 Ñ 0 is an exact sequence of coherent sheaves

on X, then we have an exact sequence of finite dimensional k-vector spaces

0 Ñ H0pX,F1q Ñ H0pX,F2q Ñ H0pX,F3q Ñ H1pX,F1q Ñ ... (1.9)

which implies χepF2q “ χepF1q ` χepF3q. In other words, χe is additive.

Definition 1.2.2. Let X be a projective scheme of dimension r over k. We define the

arithmetic genus papXq of X by:

papXq “ p´1qrpχepOXq ´ 1q (1.10)
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If X is a curve we also define the geometric genus pgpXq “ h0pX,ωXq, where ωX is the

canonical sheaf.

If X is a curve then hrpOXq “ 0 for r ě 2 so papXq “ p´1qph0pOXq ´

h1pOXq ´ 1q. Since X is integral it corresponds to a projective variety, hence H0pOXq “ k

which implies papXq “ h1pOXq. Serre duality implies H0pX,ωXq – Ext1pωX , ωXq˚ –

Ext1pOX ,OXq˚ – H1pX,OXq˚ because ωX is invertible, so h0pX,ωXq “ h1pX,OXq. This

leads to the definition of an important number

Definition 1.2.3. Let X be a curve, then papXq “ pgpXq “ h1pX,OXq is called the genus

of X. We denote it by g.

Since we have only defined those numbers for projective schemes, it is important

to notice that a curve X is necessarily projective since X is proper over k. [8, Hartshorne

II.6.7].

We will briefly recall some basic definitions on divisors.

Let X a notherian integral separated scheme which is regular on codimension one [8,

Hartshorne, p.130]. A Weil divisor on X is an element of the free abelian group DivpXq

generated by prime divisors, in other words generated by closed integral subscheme Y

of X. We can write a divisor D “ Σr
i“1
niYi with ni P Z. The degree of the divisor D is

defined to be degpDq “ Σr
i“1
ni. A divisor D is called effective if ni ě 0 for every i.

Since X is integral it has a generic point ξ P X. The function field of an integral scheme is

defined as the stalk at its generic point KpXq “ OX,ξ. An element of KpXq is called a

rational function. A prime divisor Y is integral so we can consider the stalk at its generic

point OX,η which has quotient field KpXq and it is a discrete valuation ring (this comes

from the fact that a ring A is a discrete valuation ring if and only if it is noetherian,

normal and it has only two prime ideals : 0 and m). So it makes sense to talk about the

evaluation vY pfq of f P KpXq˚ “ KpXq ´ t0u at Y . We define the divisor of f to be

divpfq “ ΣvY pfqY , where Σ runs over all prime divisors. It is well defined because any

proper closed subset of X can contain only a finite amount of prime divisors. [8, Hartshorne,

II.6.1]

Given two divisors D,D1 we say D is linearly equivalent to D1 if D´D1 “ divpfq for some

rational function f . The quotient group DivpXq modulo linear equivalence is called the

divisor class group ClpXq and it is isomorphic to the group PicpXq of invertible sheaves

on X modulo isomorphism [8, Hartshorne, II.6.10], the image of rDs P DivpXq{ „ in

PicpXq{ „ is denoted LpDq. A divisor K corresponding to the invertible sheaf ωX is said

to be a canonical divisor.

The Riemann-Roch theorem was originally proven by Riemann in 1857 [19,

Riemann] and later generalized by Roch in 1865 [20, Roch], it was first developed in



Chapter 1. Preliminaries 19

an analytic context. We present here a version of Riemann-Roch concerning curves in

algebraic geometry.

Theorem 1.2.4. [8, Hartshorne, Riemann-Roch Theorem p.295] Let D be a divisor on a

curve X of genus g. Then

h0pLpDqq ´ h0pLpK ´ Dqq “ degpDq ` 1 ´ g (1.11)

where K is a canonical divisor.

Theorem (1.2.4) is an important tool used to compute cohomology of invertible

sheaves. The divisor K ´ D corresponds to an invertible sheaf ωX b LpDq˚, using Serre

duality we conclude H0pωX b LpDq˚q – H1pLpDqq˚. Thus the Riemann-Roch theorem

simply states χepLpDqq “ degpDq ` 1 ´ g.

Example 1.2.5. Let Y i
Ñ X “ P3 be a conic. It is of the form V pf1, f2q where f1 P

H0pOP3p1qq and f2 P H0pOP3p2qq and it has degree degpf1qdegpf2q “ 2. The canonical

sheaf ωY is isomorphic to OY p´1q by Proposition (1.1.12) thus K is linearly equivalent to

´L where L is the divisor corresponding to i˚OXp1q, it has degree degpLq “ 2 because the

intersection of a general hyperplane with Y has two points. Apply Theorem (1.2.4) we get:

h0pωY q ´h0pOY q “ degpKq ` 1 ´ g. By definition h0pωY q “ g so g “ p´degpHq ` 2q{2 “ 0.

Now let r P Z and let D “ rL. LpDq “ OY prq so h0pOY prqq ´ h1pOY prqq “ 1 ` 2r.

We won’t use theorem (1.2.4), but we will use one of the many generalizations,

the Hirzebruch-Riemann-Roch. But first we need a few definitions.

Definition 1.2.6. (Chern class of a vector bundle) [8, Hartshorne, p.429] Let E be a locally

free sheaf of rank r on a nonsingular quasi-projecive variety X. For each i “ 0, ..., r we

define the ith Chern class cipEq P AipXq (AipXq is the ith Chow group) by the requirement

c0pEq “ 1 and

Σr
i“0

p´1qiπ˚cipEq.ξr´i “ 0 (1.12)

in ArpPpEqq where π : PpEq Ñ X is the projection from the associated projective bundle

of E and ξ P A1pPpEqq is the class of the divisor corresponding to OPpEqp1q.

We will be most interested in the case X “ Pn. In this case AipXq – Z

is generated by Hd where H is the hyperplane class associated to OPnp1q. So ApXq “
à

iě0

AipXq is just ZrHs{Hn`1 as a group since An`1pXq “ 0. It is possible to define a product

in ApXq, making it isomorphic to ZrHs{Hn`1 as a ring. The product AdpXq ˆ AepXq Ñ

Ad`epXq can be seen as the general intersection of varieties. So we can identify cipEq with

an integer for every i and make computations with them as if they were in ZrHs{Hn`1.

The Chern polynomial ctpEq is just 1 ` c1pEqt ` ... ` crpEqtr. The Chern polynomial is

multiplicative in the sense that if 0 Ñ E 1 Ñ E Ñ E2 Ñ 0 is exact then ctpEq “ ctpE
1qctpE

2q
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At some point we will be talking about the Chern class of a coherent sheaf, this

is possible because since ct is multiplicative, it can be defined on the Grothendieck group of

vector bundles onX [8, Hartshorne, p.435] and for a nonsingular varietyX the Grothendieck

groups of all vector bundles and of all coherent sheaves coincide [8, Hartshorne, III Ex.

6.9]. Using this isomorphism we can define the Chern class of a coherent sheaf on X.

Let ctpEq “
r

ź

i“1

p1`aiHq considering ct in ApXqbQ where ai are formal symbols,

the exponential Chern character of E is chpEq “ Σr
i“1
eai where ex “ 1`x`

x2

2
` ... and the

Todd class is defined to be tdpEq “
r

ź

i“1

ai

1 ´ e´ai
where

x

1 ´ e´x
“ 1 `

x

2
`
x2

12
´

x4

720
` ....

Theorem 1.2.7. (Hirzebruch-Riemann-Roch) For a locally free sheaf E of rank r on a

nonsingular projective variety X of dimension n,

χepEq “ degpchpEq.tdpTXqqn (1.13)

where pqn denotes the component of degree n in ApXq b Q

The Hirzebruch-Riemann-Roch theorem will be used in chapter 3 to develop

the formula (3.8).

Let E be a vector bundle of rank 2 on P3. We have the following formulas:

(i) c1pEprqq “ c1pEq ` 2r

(ii) c2pEprqq “ c2pEq ` c1pEqr ` r2

(iii) cipE˚q “ p´1qicipEq

If E has first Chern class c1 P t´1, 0u we say E is normalized. Furthermore we can

always normalize a vector bundle E , in other words we can always find a r P Z so that

c1pEprqq P t´1, 0u.

We end this section with the notion of stability of torsion-free sheaves

Definition 1.2.8 (Stability of torsion-free sheaves). Let F be a torsion-free coherent

sheaf on X, a normal projective variety with fixed very ample divisor H. We define the

slope of F to be µpFq :“ degpc1pFqq{rkpFq where we are considering c1 as an element of

PicpXq and deg is the degree with respect to H. F is stable if and only if µpHq ă µpFq

for all proper non-zero coherent subsheaves H of F (and is semistable if µpHq ď µpFq).

A normalized vector bundle E of rank 2 on P3 is stable if and only if H0pEq “ 0

[16, Okonek, Schneider & Spindler, p. 167].

1.3 Monads

In this section we will define one of the main objects of this dissertation.
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Definition 1.3.1. A monad V‚ on X is a complex of locally free sheaves on X

V‚ : V0

α
Ñ V1

β
Ñ V2 (1.14)

such that α is injective and β is surjective as morphisms of sheaves. The sheaf E “

kerβ{imα is called the cohomology of V‚.

The degeneration locus of V‚ is the set ΣV‚
“ tx P X| αpxq is not injectiveu

Monads were introduced by Horrocks, who proved that every vector bundle on

Pn is the cohomology of a minimal monad ( [6, Horrocks] or [4, Barth]). In fact Horrocks

shows that every rank 2 vector bundle on P3 is the cohomology of a monad V0

α
Ñ V1

β
Ñ V2

where Vi are sums of line bundles. We are only interested in this particular situation. But

before moving on we need an important theorem given by Beilinson.

Theorem 1.3.2. [16, Okonek, Schneider & Spindler, p. 240] For any locally free sheaf

E on Pn there exists a spectral sequence Ep,qr for E whose E1-term is given by (q “ 0, ..., n

and p “ 0,´1, ...,´n):

E
p,q
1 “ HqpEppqq b Ω´p

Pn p´pq (1.15)

which converges to

E i “

$

&

%

E , if p ` q “ 0

0 otherwise
(1.16)

Theorem 1.3.3. [16, Okonek, Schneider & Spindler, p. 245] For any locally free sheaf

E on Pn there exists a spectral sequence Ep,qr for E whose E1-term is given by (q “ 0, ..., n

and p “ 0,´1, ...,´n):

E
p,q
1 “ HqpE b Ω´p

Pn p´pqq b OPnppq (1.17)

which converges to

E i “

$

&

%

E , if p ` q “ 0

0 otherwise
(1.18)

In addition with theorems such as the Serre duality and Riemann-Roch the

Beilinson spectral sequence is an important tool for characterizing vector bundles on Pn.

We conclude the chapter giving an example on how to use the Beilinson spectral

sequence. This result will also be used in chapter 2.

Lemma 1.3.4. Let F be a coherent sheaf on Pn and tFp,q
r u its Beilinson spectral sequence.

If F
p,q
1 “ 0 for q “ 1 and for q “ 1, p ď ´3 then the spectral sequence degenerates at the

F2-term and the monad

0 Ñ F´2,1
8 Ñ F´1,1

8 Ñ F0,1
8 Ñ 0 (1.19)

has F as its cohomology.
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Proof. We have the following diagram on F1 :

q

0 0 0 0

0 F
´2,1
1 F

´1,1
1 F

0,1
1

0 0 0 0 p

The differentials dpq1 : F
p,q
1 Ñ F

p`1,q
1 give the complex

F
´2,1
1

α
Ñ F

´1,1
1

β
Ñ F

0,1
1 (1.20)

Let K “ ker α, L “ ker β{im α, M “ coker β, then the diagram of the F2-term looks

as follows :

q

0 0 0 0

0 K L M

0 0 0 0

p

All the differentials dpq2 : F
p,q
2 Ñ F

p`2,q´1

2 vanish and so K “ F´2,1
8 , L “ F´1,1

8 , M “ F0,1
8 .

But by Beilinson’s theorem K “ M “ 0 and L “ F . In particular

0 Ñ F´2,1
8 Ñ F´1,1

8 Ñ F0,1
8 Ñ 0 (1.21)

is a monad whose cohomology is F .
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2 Linear and Horrocks monads

This chapter contains the main goal of the first year of the master’s degree:

to study and understand the demonstrations from the first sections of [13, Jardim]

and [14, Jardim & Martins] serving as an introduction to the study of monads, vector

bundles and cohomology.

In the first section of [13, Jardim] it is studied the cohomology of linear monads,

including a theorem that guarantees a given torsion-free sheaf to be linear provided some

conditions on its cohomology.

In the first two sections of [14, Jardim & Martins] it is given a bijective correspondence

between isomorphism classes of monads and collections of homogeneous elements of H1

˚pEq

and H1

˚pE b ωXq where E is locally free and X is an ACM variety. It is also studied the

cohomology functor that associates to each Horrocks monad its cohomology sheaf.

2.1 Linear monads

Let V‚ : V0

α
Ñ V1

β
Ñ V2 be a monad, it is worth noticing that its cohomology E

is not always locally free, but conditions on α can be set to guarantee it. Next proposition

states that E is locally free if and only if αpxq is injective for every x.

Proposition 2.1.1. The degeneration locus of V‚ coincides with the singular locus of its

cohomology E. In other words ΣV‚
“ SingpEq “ SupppExt1pE ,OXqq

Proof. Consider the short exact sequence :

0 Ñ V0 Ñ K Ñ E Ñ 0 (2.1)

where K “ kerβ. Applying the functor Homp´,OPnq the sequence yields:

0 Ñ E˚ Ñ K˚ α˚

Ñ V˚
0

Ñ Ext1pE ,OXq Ñ 0 (2.2)

K being locally free by 1.1.5, and V0 is locally free by hypothesis which implies ExtppE ,OXq “

0 for p ě 2. Thus SingpEq “ SupppExt1pE ,OXqq.

The first equality follows from the fact that surjectivity on the stalks happens if and only

if the morphism of fibers is surjective.

Then αpxq is injective if and only if α˚pxq is surjective if and only if α˚
x is surjective if and

only if x R ΣV ‚.

In 1977 [1, Atiyah, Hitchin, Drinfeld & Manin] introduced the notion of a

mathematical instanton bundle on P3. Instantons are self-dual solutions of the Yang-Mills
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equations in the compactified euclidean 4-space S4 which corresponds to certain real

algebraic bundles on P3

C. In 1986 [17, Okonek & Spindler] generalized this idea to define

mathematical instanton bundles on P2n`1.

Each instanton bundle appears as the cohomology of a monad of the form

OP2n`1p´1qr
α

Ñ O2n`2r
P2n`1

β
Ñ OP2n`1p1qr (2.3)

This motivates the following definition

Definition 2.1.2. [13, Jardim] A monad is said to be linear if it is of the form :

V b OPnp´1q
α

Ñ W b OPn
β

Ñ U b OPnp1q (2.4)

Where V,W,U are finite dimensional vector spaces, and the product V b OX denotes the

locally free sheaf of rank dimpV q with fiber V .

A coherent sheaf will be called linear if it can be represented as the cohomology of a linear

monad.

The next theorem will give some necessary conditions for a sheaf E to be linear.

Theorem 2.1.3. [13, Jardim] If E is a linear sheaf, then:

(i) for n ě 2, H0pEpkqq “ H0pE˚pkqq “ 0, @k ď ´1

(ii) for n ě 3, H1pEpkqq “ 0, @k ď ´2

(iii) for n ě 4, HppEpkqq “ 0, 2 ď p ď n ´ 2 and @k

(iv) for n ě 3, Hn´1pEpkqq “ 0, @k ě ´n ` 1

(v) for n ě 2, HnpEpkqq “ 0 for k ě ´n

(vi) for n ě 2, Ext1pE ,OPnq “ cokerα˚ and ExtppEpkq,OPnq “ 0 for p ě 2 and all k

Proof. Since E is a linear sheaf, we can write it as the cohomology of a monad:

V b OPnp´1q
α

Ñ W b OPn
β

Ñ U b OPnp1q (2.5)

First note that kernel K “ kerβ is locally free (1.1.5), and there are two sequences for

every integer k:

0 Ñ Kpkq Ñ W b OPnpkq Ñ U b OPnpk ` 1q Ñ 0 (2.6)

and

0 Ñ V b OPnpk ´ 1q Ñ Kpkq Ñ Epkq Ñ 0 (2.7)

From the first sequence writing the long exact sequence of cohomology:

0 Ñ H0pKpkqq Ñ H0pW b OPnpkqq Ñ H0pU b OPnpk ` 1qq Ñ ... (2.8)
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If k ď ´1 then H0pW b OPnpkqq “ 0 so that H0pKpkqq “ 0. Continuing the long sequence:

H0pU b OPnpk ` 1qq Ñ H1pKpkqq Ñ H1pW b OPnpkqq Ñ ... (2.9)

If k ď ´2 then H0pU b OPnpk ` 1qq “ 0. Furthermore if n ě 2 then H1pOPnpkqq “ 0 and

therefore H1pW b OPnpkqq “ 0, implying H1pKpkqq “ 0.

Consider now 2 ď p ď n ´ 1 and the sequence

Hp´1pU b OPnpk ` 1qq Ñ HppKpkqq Ñ HppW b OPnpkqq (2.10)

If p ´ 1, p ď n ´ 1 then the extremities are 0, thus HppKpkqq “ 0.

Finally if p “ n, HppOPnpkqq “ p
1

T0 . . . Tn
Cr

1
T0

, . . . ,
1
Tn

sqk, if k ě ´n this group is 0 which

implies HnpKpkqq “ 0.

Now for the second sequence, again looking at the long exact sequence of cohomology:

HppV b OPnpk ´ 1qq Ñ HppKpkqq Ñ HppEpkqq Ñ Hp`1pV b OPnpk ´ 1qq (2.11)

The extremities are zero when p “ 0 and k ď ´1, 1 ď p ď n ´ 2 @k, p “ n and

k ě ´n (because we are on the projective space). Under these conditions we have

HppKpkqq » HppEpkqq. All these results gives the first half of (i) through (v).

Dualizing both sequences yields:

0 Ñ U b OPnp´k ´ 1q Ñ W b OPnp´kq Ñ K˚p´kq Ñ 0 (2.12)

0 Ñ E˚p´kq Ñ K˚p´kq Ñ V b OPnp´k ` 1q Ñ Ext1pEpkq,OPnq Ñ Ext1pKpkq,OPnq Ñ ...

(2.13)

Writing the long exact sequence for the first sequence :

H0pW b OPnp´kqq Ñ H0pK˚p´kqq Ñ H1pU b OPnp´k ´ 1qq (2.14)

We conclude that H0pK˚pkqq “ 0 for k ď ´1.

For the second sequence, K locally free implies Ext1pKpkq,OPnq “ 0. Thus

0 Ñ E˚ Ñ K˚ α˚

Ñ V b OPnp1q Ñ Ext1pE ,OPnq Ñ 0 (2.15)

So that cokerα˚ “ Ext1pE ,OPnq, H0pEpkqq “ 0 for k ď ´1 and

ExtppEpkq,OPnq “ 0 for p ě 2 @k.

If E is a torsion-free sheaf, with some of the conditions on Theorem (2.1.3) we

can guarantee it to be linear. Even further, we can explicitly give its monad:
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Theorem 2.1.4. [13, Jardim] If E is a torsion-free sheaf on Pn satisfying:

(i) for n ě 2, H0pEp´1qq “ HnpEp´nqq “ 0;

(ii) for n ě 3, H1pEp´2qq “ Hn´1pEp1 ´ nqq “ 0;

(iii) for n ě 4, HppEpkqq “ 0, 2 ď p ď n ´ 2 and @k P Z;

then E is linear and can be represented as the cohomology of the monad:

H1pE b Ω2

Pnp1qq b OPnp´1q Ñ H1pE b Ω1

Pnq b OPn Ñ H1pEp´1qq b OPnp1q (2.16)

Proof. Let H Ă Pn be a hyperplane defined by a homogeneous polynomial f of degree 1.

By a known result [24, Stacks Project Lemma 08A0] there is an exact sequence

0 Ñ E b OPnpk ´ 1q Ñ E b OPnpkq Ñ E b OPnpkq|H Ñ 0 (2.17)

By hypothesis H0pEp´1qq “ 0, so for k “ ´1 the long exact sequence yields

0 Ñ H0pEp´2qq Ñ H0pEp´1qq “ 0 (2.18)

And thus H0pEp´2qq “ 0. Using the same process, by induction results

H0pEpkqq “ 0, k ď ´1.

For k “ ´n ` 1 we have

0 “ HnpEp´nqq Ñ HnpEp´n ` 1qq Ñ HnpEp´n ` 1q|Hq (2.19)

But HnpEp´n ` 1q|Hq “ 0 because Hn vanishes on any Noetherian topological space

of dimension n ´ 1, and H ipPn´1, E |Hq “ H ipPn, i˚E |Hq [8, Hartshorne, Lemma III.2.10],

hence HnpEpkqq “ 0 for k ě ´n.

Since H0pEp´1qq “ H1pEp´2qq “ 0, the long sequence yields

0 “ H0pEp´1qq Ñ H0pEp´1q|pq Ñ H1pEp´2qq “ 0 (2.20)

So H0pEp´1q|Hq “ 0 and therefore H0pEpkq|Hq “ 0 for k ď ´1 . Then for k ď ´1

0 “ H0pEpkq|Hq Ñ H1pEpk ´ 1qq Ñ H1pEpkqq (2.21)

By induction H1pEpkqq “ 0 for k ď ´2.

By hypothesis HnpEp´nqq “ Hn´1pEp1 ´ nqq “ 0 then Hn´1pEp1 ´ nq|Hq “ 0.

We apply the Beilinson spectral sequence on Ep´1q to obtain a spectral sequence with

E
p,q
1 “ HqpE b Ω´p

Pn p´pq b OPnppqq

Now, suppose we had

HqpEp´1q b Ω´p
Pn p´pqq “ 0 for q “ 1 and for q “ 1, p ď ´3. (2.22)

Lemma (1.3.4) gives a monad

0 Ñ H1pEp´1q b Ω2

Pnp2qq b OPnp´2q

Ñ H1pEp´1q b Ω1

Pnp1qq b OPnp´1q Ñ H1pEp´1qq b OPn Ñ 0



Chapter 2. Linear and Horrocks monads 27

With Ep´1q as cohomology. So twisting it by OPnp1q gives a monad with cohomology E .

The only thing left to do is to prove (2.22). Consider the Euler sequence for p-forms

0 Ñ Ω´p
Pn p´pq Ñ O‘m

Pn Ñ Ω´p´1

Pn p´pq Ñ 0 (2.23)

where p “ ´1, ...,´n and m “

ˆ

n ` 1
´p

˙

. and twist it by Epkq

0 Ñ Epkq b Ω´p
Pn p´pq Ñ Epkq‘m Ñ Epkq b Ω´p´1

Pn p´pq Ñ 0 (2.24)

We have the following vanishings

- H0pEpkq b Ω´p
Pn p´pqq “ 0 for every p and k ď ´1

- HqpEp´1q b Ωn
Pnpnqq “ HqpEp´2qq “ 0 for every q

- HqpEp´1qq “ 0 for every q “ 1

HnpEpkq b Ω´p
Pn p´pqq “ 0 for every p and k ě ´n. Indeed, by hypothesis H0pEp´1qq “ 0,

hence H0pEpkq b Ω´p
Pn p´pqq “ 0 for every p and k ď ´1. The second equation follows from

the fact that Ωn
Pnpnq – OPnp´1q.

Now that we have established a characterization of a linear monad, it is natural

to ask whether we can guarantee any further property. We already know E is locally free

precisely when its degeneration locus is empty. We will prove that the degeneration locus

of a monad is a subvariety.

Definition 2.1.5. Let M be a A-module where A is a ring, if M is finitely generated then

it has a projective resolution 0 Ñ Pn Ñ ... Ñ P0 Ñ M Ñ 0 with Pn “ 0. The homological

dimension (or projective dimension) of M is defined to be the smallest number n. We can

define a similar concept for coherent sheaves: let F be a coherent sheaf over X “ Pn and

x P X. The stalk Fx is a finitely generated module over the local noetherian ring OX,x.

Hence we can define the homological dimension dhpFxq over OX,x to be the minimal

length of a projective (thus free) resolution of Fx.

Let M be a module over a semi-local ring A and J the Jacobson radical of A. An M -

sequence is a sequence pa1, ..., apq, ai P J satisfying

- For every integer i with 1 ď i ď p we have: ai is not a zero divisor in M{pa1, ..., ai´1qM .

The cohomological dimension codhpFxq is defined as the maximal length of an Fx-sequence

in OX,x.The detailed discussion can be found in [21, Serre, IV-14].

The integer dhpFxq is the smallest number k so that for all finitely generated

OX,x-module M and all i ą k we have ExtiOX,x
pFx,Mq “ 0. We briefly explain it.

Let 0 Ñ Pn
dnÑ Pn´1 Ñ ... Ñ P1 Ñ P0

d0Ñ Fx be a minimal free resolution of Fx. Let M

be any OX,x-module (it is sufficient to consider M finitely generated). Consider the exact

sequences 0 Ñ Ki Ñ Pi Ñ Ki´1 Ñ 0 where Ki “ kerdi “ imdi`1 and apply the functor

HomOX,x
p´,Mq. Any ExtiOX,x

pPj,Mq vanishes for i ą 0, thus setting i “ n´ 1 we obtain
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Ext1OX,x
pKn´1,Mq – Ext2OX,x

pKn´2,Mq “ 0 because Kn´1 – Pn. This process implies

ExtiOX,x
pKn´i,Mq – Exti`1

OX,x
pKn´i´1,Mq until the last sequence 0 Ñ K0 Ñ P0 Ñ Fx.

Hence Extn`1

OX,x
pFx,Mq “ 0, while ExtnOX,x

pFx,Mq “ 0 comes from the minimality of the

resolution.

Lemma 2.1.6. [16, Okonek, Schneider & Spindler, Lemma 1.1.1] dhpFxq ď q if and

only if for all i ą q we have pExtipF ,OXqqx “ 0 for all x P X

Lemma 2.1.7. [13, Jardim] Let E be a linear sheaf, then

(i) E is locally free if and only if its degeneration locus is empty

(ii) E is reflexive if and only if its degeneration locus is a subvariety of codimension at

least 3

(iii) E is torsion free if and only if its degeneration locus is a subvariety of codimension at

least 2

Proof. Let Σ be its degeneration locus. We have already proved (i).

To prove (ii) and (iii) we use the concept of the m-th singularity set of a coherent sheaf F :

SmpFq “ tx P Pn|codh Fx ď mu “ tx P Pn|dhpFxq ě n ´ mu where dhpFxq denotes the

homological dimension of Fx as an Ox-module. [16, Okonek, Schneider & Spindler, Lemma

1.1.3]. Lemma (2.1.6) tells us that

dhpFxq “ d ðñ

$

&

%

ExtdpFx,OX,xq “ 0

ExtppFx,OX,xq “ 0 @p ą d
(2.25)

Back to our case, x P Σ implies dhpExq “ 1, and x R Σ implies dhpExq “ 0. Then

S0pEq “ ... “ Sn´2pEq “ H and Sn´1 “ Σ.

Recall that a coherent sheaf F is a k-th syzygy sheaf if there is an exact sequence

0 Ñ F Ñ O
p1

X Ñ O
p2

X Ñ ... Ñ O
pk

X (2.26)

[23, Siu, Proposition 1.20] states that:

(i) if codim Σ ě 2 then dim SmpEq ď m ´ 1 @m ă n, hence E is a locally 1st-syzygy sheaf

(ii) if codim Σ ě 3 then dim SmpEq ď m´ 2 @m ă n, hence E is a locally 2nd-syzygy sheaf.

Finally we use that E is torsion free if and only if it is a locally 1st-syzygy sheaf, and E is

reflexive if and only if it is a locally 2nd-syzygy sheaf. [16, Okonek, Schneider & Spindler,

p.148-149]

2.2 Horrocks monads

In this section X is a projective variety over k with a given very ample invertible

sheaf OXp1q. From this section and until the end of the dissertation a monad will always
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have cohomology E with SingpEq “ H (thus it is always locally free).

It is interesting to notice that if E is locally free then α˚ is surjective, so a monad

V‚ : V0

α
Ñ V1

β
Ñ V2 (2.27)

gives another monad by dualizing V‚ :

V˚
‚ : V˚

2

β˚

Ñ V˚
1

α˚

Ñ V˚
0

(2.28)

Denote H1

˚pFq “
à

kPZ

H1pFpkqq. We will now define a Horrocks monad as follows

Definition 2.2.1. [14, Jardim & Martins] A monad is said to be Horrocks if

(i) V0 “
r

à

i“1

ωXpkiq for ki P Z

(ii) V2 “
s

à

j“1

OXpljq for lj P Z

(iii) H1

˚pV1q “ Hn´1

˚ pV1q “ 0

We will now define an ACM variety

Definition 2.2.2. [?, Eisenbud] A projective variety X ãÝÑ Pr of pure dimension n

is arithmetically Cohen-Macaulay (ACM) if its homogeneous coordinate ring SpXq “

H0

˚pOXq is a Cohen-Macaulay ring

This is equivalent to saying that H1

˚pPr, IXq “ 0 and Hp
˚pOXq “ 0 for 1 ď p ď

n ´ 1 where IX is the saturated ideal sheaf of X.

Theorem 2.2.3. [14, Jardim & Martins, Theorem 2.3] Let X be an ACM variety

of dimension n ě 3 and let E be a locally free sheaf on X. There exists a bijective

correspondence between collections h1, ..., hr, g1, ..., gs with hi P H1pE˚ b ωXpkiqq and gj P

H1pEp´ljqq, for integers ki and lj, and isomorphism classes of monads of the form

V‚ :
r

à

i“1

ωXpkiq
α

Ñ F
β

Ñ
s

à

j“1

OXpljq (2.29)

whose cohomology is isomorphic to E. This correspondence is such that V‚ is Horrocks if

and only if the gj generate H1

˚pEq and the hi generate H1

˚pE˚ b ωXq as SpXq-modules.

Proof. Let Σihi P
à

i

H1pE˚ b ωXpkiqq – H1pE˚ b p
à

i

ωXpkiqq –

Ext1pOX , E
˚ b

à

i

ωXpkiqq – Ext1pE ,
à

i

ωXphiqq. This element defines an extension

0 Ñ
r

à

i“1

ωXpkiq
α

Ñ K Ñ E Ñ 0 (2.30)
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In particular we have, for every p, the following exact sequence in cohomology

r
à

i“1

HppωXpkiqq Ñ HppKq Ñ HppEq Ñ
r

à

i“1

Hp`1pωXpkiqq (2.31)

But 0 ACM
“ Hn´ppOXp´kiqq – HppωXpkiqq hence HppKpmqq – HppEpmqq

for 1 ď p ď n ´ 2 and any m.

Let g1
j P H1pKp´ljqq be the image through the isomorphism above for every gj. We

have the isomorphisms
à

j

H1pKp´ljqq – H1p
à

j

Kp´ljqq – Ext1pOX ,
à

j

Kp´ljqq –

Ext1p
à

j

OXpljq,Kq, so Σjg
1
j P

à

j

H1pKp´ljqq defines an extension :

0 Ñ K Ñ F
β

Ñ
s

à

j“1

OXpljq Ñ 0 (2.32)

Putting (2.30) and (2.32) together gives the monad :

r
à

i“1

ωXpkiq
α

Ñ F
β

Ñ
s

à

j“1

OXpljq (2.33)

Since K “ ker β and coker α “ E we have E as the cohomology of (2.33). Now, conversely

if we have an isomorphism class as in (2.29), then there are two exact sequences

0 Ñ
r

à

i“1

ωXpkiq Ñ K Ñ E Ñ 0 (2.34)

and

0 Ñ K Ñ F Ñ
s

à

j“1

OXpljq Ñ 0 (2.35)

with K “ kerβ. The first one corresponds to an element h P Ext1pE ,
à

i

ωXpkiqq –

Ext1pOX , E
˚ b

à

i

ωXpkiqq – H1pE˚ b
à

i

ωXpkiqq, while the second sequence corresponds

to an element g P Ext1p
s

à

j“1

OXpljq,Kq –
à

j

H1pKp´ljqq –
à

j

H1pEp´ljqq. Set h “ Σihi

and g “ Σjgj, we still need to prove the last statement.

First notice that conditions (i) and (ii) of (2.2.1) are satisfied automatically. Since X is

ACM, H1

˚p
à

j

OXpljqq “ 0. But then using the exact sequence (2.35) we have the following

exact sequence :

H0p
à

j

OXplj ` kqq
δkÑ H1pKpkqq ։ H1pFpkqq Ñ 0 (2.36)

Hence δk is surjective for every k if and only if H1

˚pFq “ 0. Those morphisms are defined

by construction taking Σfj to Σfjg1
j, each fj P OXplj `kq has degree lj `k, this is because

given an element ξ P Ext1pOX ,Kq corresponding to an extension

0 Ñ K Ñ F Ñ OX Ñ 0 (2.37)



Chapter 2. Linear and Horrocks monads 31

And an element g P H1pKq – Ext1pOX ,Kq. Then the morphism H0pOXq Ñ H1pKq has

to send 1 to g.

Surjectivity of each δk is equivalent to saying that g1
j generates H1

˚pKq as H0

˚pOXq-module.

Finally, using Serre duality Hn´1pFpkqq – Ext1pFpkq, ωXq˚ – Ext1pOX ,F
˚bωXp´kqq˚ –

H1pF˚ bωXp´kqq˚ hence Hn´1

˚ pFq “ 0 if and only if H1

˚pF˚ bωXq “ 0. Since E is locally

free the dual of V‚ is a monad, tensoring it by ωX gives

V˚
‚ :

s
à

j“1

ωXp´ljq Ñ F˚ b ωX Ñ
r

à

i“1

OXp´kiq (2.38)

Which gives

H0p
r

à

i“1

OXp´ki ` kqq
δkÑ H1p

s
à

j“1

ωXp´lj ` kqq Ñ H1pF˚ b ωXpkqq Ñ 0 (2.39)

The same argument shows that Hn´1

˚ pFq “ 0 if and only if hi generate H1

˚pE˚ b ωXq as

H0

˚pOXq-module.

The theorem leads to an interesting result not only concerning the case X “ Pn,

but this time considering X as an ACM variety of dimension ě 3.

Corollary 2.2.4. [14, Jardim & Martins] Every locally free sheaf E on an ACM variety

of dimension n ě 3 is the cohomology of a monad

V‚ :
r

à

i“1

ωXpkiq
α

Ñ F
β

Ñ
s

à

j“1

OXpljq (2.40)

such that

(i) H1

˚pFq “ Hn´1

˚ pFq “ 0

(ii) for n ě 4, Hp
˚pFpkqq – Hp

˚pEpkqq for 2 ď p ď n ´ 2

Proof. E is locally free so H1

˚pEq and H1

˚pE˚ b ωXq are finitely generated as H0

˚pOXq-

modules. Then we can pick any set of generators and apply last theorem to generate the

desired monad.

Since every Horrocks monad is a complex, and every morphism of Horrocks

monads is a morphism of complexes it is immediate to see that Horrocks monads on X

form a full subcategory HpXq of Ch‚pXq the abelian category of complexes of sheaves on

X. Since HpXq is a full subcategory of an abelian category, we also have that HpXq is

additive.

Remark 2.2.5. Let V‚ and W‚ be two monads and φ‚ : V‚ Ñ W‚ be a morphism of

monads. Then φ‚ defines a morphism of sheaves between the cohomologies of V‚ and W‚.

Moreover, this defines a functor C : HpXq Ñ VpXq from the category of Horrocks monads

to the category of locally free sheaves on X.
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Proof. Let E and F be the cohomology of V‚ and W‚ respectively. Considering both

monads as complexes over VpXq we obtain a morphism which we call Cpφq : E Ñ F . Any

composition of morphisms of complexes φ‚ ˝ ψ‚ goes to Cpφ‚ ˝ ψ‚q “ Cpφq ˝ Cpψq since

everything is done in Ch‚pXq.

Theorem (2.2.3) states that C is surjective on objects, but more can be asked

of it.

Theorem 2.2.6. [14, Jardim & Martins, Theorem 2.5] Let X be an ACM projective

variety and

M‚ : M0

α
Ñ M1

β
Ñ M2 (2.41)

N‚ : N0

α1

Ñ N1

β1

Ñ N2 (2.42)

be Horrocks monads. Consider the morphism

ρ : HompM1,N0q ‘ HompM2,N1q Ñ HompM‚,N‚q

pψ1, ψ2q ÞÑ pψ1α, α
1ψ1 ` ψ2β, β

1ψ2q

Then the sequence

0 Ñ Impρq
i

Ñ HompM‚,N‚q
π

Ñ HompCpM‚q,CpN‚qq Ñ 0 (2.43)

is exact, where i is the inclusion and π the natural morphism.

Proof. First we need to prove that ρ is well defined. Denote γ0 “ ψ1α, γ1 “ α1ψ1 ` ψ2β

and γ2 “ β1ψ2.

M0 M1 M2

N0 N1 N2

α

γ0

β

γ1 γ

α1 β1

But then γ1α “ α1ψ1α ` ψ2βα
βα“0

“ α1ψ1α “ α1γ0 and β1γ1 “ β1α1ψ1 ` β1ψ2β
β1α1“0

“ γ2β,

hence ρ is well defined.

The map i is injective by definition of image. To show πi “ 0 we can apply diagram

chasing because the category of sheaves on an abelian category is an abelian category: Let

E and F be the cohomology of M‚ and N‚ respectively, let x ` Imα P E “ kerβ{Imα.

If γ “ pγ0, γ1, γ2q “ ρpψ1, ψ2q then Hpγqpx` Imαq “ γ1pxq ` Imα1 “ α1ψ1pxq `ψ2βpxq `

Imα1 “ 0 because α1pψ1pxqq P Imα1 and x P kerβ hence βpxq “ 0.
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To establish the surjectivity of π, consider the exact sequences :

piq 0 Ñ kerβ
j

Ñ M1

β
Ñ M2 Ñ 0

piiq 0 Ñ kerβ1 j1

Ñ N1

β1

Ñ N2 Ñ 0

piiiq 0 Ñ M0

α
Ñ kerβ

p
Ñ E Ñ 0

pivq 0 Ñ N0

α1

Ñ kerβ1 p1

Ñ F Ñ 0

Let φ : E Ñ F , define φ̃ “ φ ˝ p : kerβ Ñ F . Applying the functor Hompkerβ,´q to the

sequence (iv) results

Hompkerβ, kerβ1q Ñ Hompkerβ,Fq Ñ Ext1pkerβ,N0q (2.44)

Now, Ext1pkerβ,N0q “ 0, indeed applying Homp´,N0q to the sequence (i) we get

Ext1pM1,N0q Ñ Ext1pkerβ,N0q Ñ Ext2pM2,N0q (2.45)

But Ext2pM2,N0q – Ext2pOX ,M
˚
2

b N0q – H2pM˚
2

b N0q “ 0 because M2 is a sum of

line bundles, N0 is a sum of twists of the canonical bundle, so we would have a sum of terms

H2pωXpkjqq which are zero since X is ACM. The same goes for Ext1pM1,N0q – H1pM˚
1

b

N0q “ 0 by definition of a Horrocks monad. But then Ext1pkerβ,N0q “ 0 and hence

Hompkerβ, kerβ1q Ñ Hompkerβ,Fq is surjective so there is a map Φ P Hompkerβ, kerβ1q

with φ̃ “ p1 ˝ Φ, in other words the right square in the diagram below is commutative :

0 M0 kerβ E 0

0 N0 kerβ1 F 0

α

Φ
φ̃

φ

α1

Applying HompM0,´q to the sequence (iv) results in

0 Ñ HompM0,N0q Ñ HompM0, kerβ
1q Ñ HompM0,Fq Ñ Ext1pM0,N0q “ 0 (2.46)

exact since since X is ACM . But p1 ˝Φ˝α “ φ̃˝α “ φ˝p˝α “ 0 because p˝α “ 0 so Φ˝α

is in the kernel of the second morphism. Therefore there exists a map g P HompM0,N0q

such that α1g “ Φα hence making the following diagram commutative.

0 M0 kerβ E 0

0 N0 kerβ1 F 0

α

g Φ
φ̃

φ

α1

The composition of Φ with the first map in (ii) gives a map Φ̃ : kerβ Ñ N1. Applying the

functor Homp´,N1q to the sequence (i) yields

HompM1,N1q Ñ Hompkerβ,N1q Ñ Ext1pM2,N1q “ 0 (2.47)

So there is a h : M1 Ñ N1 such that the left square in the diagram below commutes :
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0 kerβ M1 M2 0

0 kerβ1 N 1
1

N2 0

Φ
Φ̃

β

h

β1

Applying the functor Homp´,N2q to (i)

0 Ñ HompM2,N2q Ñ HompM1,N2q Ñ Hompkerβ,N2q Ñ Ext1pM2,N2q “ 0 (2.48)

Using the same argument as before we have that β1 ˝ h is in the kernel of the second map,

so there is a map l : M2 Ñ N2 with β1 ˝ h “ l ˝ β. Thus making the diagram commute

0 kerβ M1 M2 0

0 kerβ1 N 1
1

N2 0

Φ
Φ̃

β

h l

β1

By construction pg, h, lq is a morphism of complexes from M‚ to N‚.

Notice that πpg, h, lq “ φ : if x P E then πpg, h, lqpx ` Imαq “ hpxq ` Imα1 “ p1 ˝ hpxq “

p1 ˝ h ˝ jpxq “ p1 ˝ Φ̃pxq “ p1 ˝ j1 ˝ Φpxq “ p1 ˝ Φpxq “ φ ˝ ppxq “ φpx` Imαq, in which we

are considering jpxq “ x and j1pyq “ y since j, j1 are inclusions.

Therefore π is surjective. To prove exactness suppose pg, h, lq P kerπ, then we get the

following diagram :

0 M0 kerβ E 0

0 N0 kerβ1 F 0

α

g

p

h1 0

α1 p1

where we consider the restriction of h as h1 : kerβ Ñ kerβ1. Applying the functor

Hompkerβ,´q on the sequence (iv) yields

0 Ñ Hompkerβ,N0q Ñ Hompkerβ, kerβ1q Ñ Hompkerβ,Fq Ñ Ext1pkerβ,N0q “ 0

(2.49)

But the diagram above states that p1˝h1 “ 0 so h1 P kerpHompkerβ,N0q Ñ Hompkerβ, kerβ1qq

hence there exists a map ψ1 : kerβ Ñ N0 with α1ψ1 “ h1.

0 M0 kerβ E 0

0 N0 kerβ1 F 0

α

g

p

h1

ψ1

0

α1 p1

Applying the functor Homp´,N0q to (i)

0 Ñ HompM2,N0q Ñ HompM1,N0q Ñ Hompkerβ,N0q Ñ Ext1pM2,N0q “ 0 (2.50)
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Then there is a map Ψ1 : M1 Ñ N0 extending ψ1.

Since Imα Ă kerβ, Ψ ˝ α “ ψ ˝ α, by the last diagram h1 ˝ α “ α1 ˝ g hence α1 ˝ ψ1 ˝ α “

h1 ˝ α “ α1 ˝ g which by injectivity implies ψ1 ˝ α “ g hence Ψ1 ˝ α “ g (so g is the image

of ρ on the first coordinate).

Consider the map H “ h´α1˝Ψ1 : M1 Ñ N1, the restriction of H on kerβ is h1´α1˝ψ1 “ 0

so H lies in the kernel of the second map in the exact sequence

HompM2,N1q Ñ HompM1,N1q Ñ Hompkerβ,N1q (2.51)

obtained from (i). But then there is Ψ2 : M2 Ñ N1 such that H “ Ψ2 ˝ β hence

h “ Ψ2β ` α1Ψ1 (so h is the image of ρ on the second coordinate).

Finally, lβ “ β1h “ β1Ψ2β ` β1α1Ψ1 “ β1Ψ2β where the first equality comes from the fact

that pg, h, lq is a morphism of complexes, and the third is due to β1α1 “ 0. But this implies

l “ β1Ψ2 because β is surjective (so l is the image of ρ on the third coordinate).

Those three equalities prove pg, h, lq “ pΨ1α, α
1Ψ1 ` Ψ2β, β

1Ψ2q P Im ρ so the sequence is

exact.

Theorem 2.2.7. [14, Jardim & Martins, Theorem 2.6] Let X be an ACM variety of

dimension n ě 3. The functor C is additive, essentially surjective, full and exact.

Proof. It is essentialy surjective by Theorem (2.2.3), full by Theorem (2.2.6) and additive

because πpf ` gq “ πpfq ` πpgq (the same π in the last theorem).

Consider the following exact sequence of monads:

0 0 0

L0 L1 L2

M0 M1 M2

N0 N1 N2

0 0 0

g1

αL

h1

βL

l1

g2

αM

h2

βM

l2

αN βN

with E , F and G the cohomology of the first, second and third rows. Let h̄1 : E Ñ F and

h̄2 : F Ñ G be the induced maps. We have h̄2h̄1 “ 0 because Cpβαq “ Cp0q “ 0.

Using the same argument from the proof of Theorem (2.2.6), we can verify the injectivity

and surjectivity of h̄1, h̄2 respectively using diagram chasing : Let x̄ “ x ` imαL P E and

suppose h̄1px̄q “ h1pxq`imαM “ 0. Then h1pxq P imαM implies the existence of an unique

y P M0 with αMpyq “ x because αM is injective. Using injectivity of g1 gives another

unique z P L0 with g1pzq “ y. Since the diagram is commutative and αL is injective we
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have αLpzq “ x hence x̄ “ 0.

Let ȳ “ y ` imαN P F .Being the map h2 surjective, there is an element x P M1 with

h2pxq “ y P kerβN . Since every square is commutative, l2 ˝ βMpxq “ 0 so βMpxq P kerl2,

but then βMpxq P iml1 and thus there is an unique z P L2 with l1pzq “ βMpxq. Since

βL is surjective there is a (non unique) z1 P L1 such that βLpz1q “ z which implies

βM ˝ h1pz1q “ βMpxq.

Now the fact that αL is a monomorphism implies there is an unique z2 with αLpz2q “ z1

hence αM ˝ g1pz2q “ h1pz1q. But then h1pz1q P kerβM implies that 0 “ l1 ˝ βLpz1q “ l1pzq

which implies 0 “ l1pzq “ βMpxq hence x P kerβM so the element x̄ “ x ` imαM is well

defined and h̄2px̄q “ ȳ.

Finally if x̄ P kerh̄2 we have h2pxq P imαN so there is an element y P N0 with αNpyq “

h2pxq. But since g2 is an epimorphism so there exists z P M0 such that g2pzq “ y and

h2 ˝ αMpzq “ αN ˝ g2pzq “ αNpyq “ h2pxq. So h2pαMpzq ´ xq “ 0.

It is known [15, MacLane, Theorem 3 (vi), p.201] that implies αMpzq ´ x P imh1, which

implies the existence of an element z1 P L1 with h1pz1q “ αMpzq ´ x. Then l1 ˝ βLpz1q “

βMpαMpzq ´ xq “ 0 because βM ˝ αM “ 0 and x P kerβM . So βLpz1q P kerl1 implies

βLpz1q “ 0 hence z1 P kerβL and finally z̄1 “ z ` imαL is well defined with h1pz̄1q “ x̄ as

desired.

Corollary 2.2.8. If X is an ACM variety of dimension n ě 3 then the category VpXq

of locally free sheaves on X is equivalent to a quotient of the category HpXq of Horrocks

monads on X.

With Theorem (2.2.3) in hands we are ready to begin the study of the classifi-

cation of vector bundles.
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3 Toward the classification

In this chapter we will introduce the spectrum of a reflexive sheaf and the

Hartshorne-Serre correspondence. Then we will give a few families of curves which we can

use the correspondence to obtain families of vector bundles of rank 2 with c1 “ ´1, each

vector bundle has an spectrum and a monad associated.

3.1 Spectrum and its properties

In [3, Barth & Elencwajg] Barth and Elencwajg introduced the concept of the

spectrum of a stable vector bundle E of rank 2 on P3 with c1 “ 0, we recall their construction.

Let L be a general line on P3, p : X Ñ P3 the blowing-up of P3 along L and q : X Ñ P1 the

morphism determined by the pencil of planes through L. The sheaf H :“ R1q˚p
˚Ep´1q is

locally free of rank c2 on P1 [3, Barth & Elencwajg, Proposition 2.2.1 p.9]. Grothendieck’s

theorem states that H is a finite sum of line bundles OP1pk1q ‘ ... ‘ OP1pkc2
q for suitable

integers ki. The sequence ξ “ tkiui“1,...,c2
is called the spectrum of E .

In [10, Hartshorne, Theorem 7.1 p.151] Hartshorne generalized the concept of

spectrum for any reflexive sheaf F of rank 2 with c1 “ 0 or ´1 and H0pFp´1qq on P3.

In this chapter we won’t be interested in the case c1 “ 0 since it has already been

studied in [11, Hartshorne & Rao], but almost every result in this chapter is based

on [11, Hartshorne & Rao]. We start with some fundamental facts and definitions from

Hartshorne’s paper, starting from an equivalent definition for spectrum.

Theorem 3.1.1. [10, Hartshorne, Theorem 7.1] Let F be a rank 2 reflexive on X with

c1 “ 0 or ´1. Assume H0pFp´1qq “ 0. Then there is an unique sequence of integers (up

to ordering) χ “ tkiu, i “ 1, ..., c2 satisfying the following properties:

(1) h1pP3,Fplqq “ h0pP1,Hpl ` 1qq for l ď ´1

(2) h2pP3,Fplqq “ h1pP1,Hpl ` 1qq for l ě ´3 if c1 “ 0 or l ě ´2 if c1 “ ´1

Where H “ ‘OP1pkiq. This set of integers is called the spectrum of F .

In his proof Hartshorne gives a method on how to compute χ. Define nl “

h1pFp´lqq ´ h1pFp´l ´ 1qq for l ě 1, then nl “ #tkj P χ|kj ě l ´ 1u, which results

nl ´ nl´1 “ #tkj “ l ´ 1u. In other words

#tkj “ lu “ h1pFp´l ´ 1qq ´ 2h1pFp´l ´ 2qq ` h1pFp´l ´ 3qq, l ě 0 (3.1)

We present some results which will help us in the computation of the spectrum
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Proposition 3.1.2. [10, Hartshorne, Proposition 7.2] If F is locally free, then

t´kiu “ tkiu if c1 “ 0 (3.2)

t´kiu “ tki ` 1u if c1 “ ´1 (3.3)

Theorem 3.1.3. [10, Hartshorne, Theorem 7.5] Let F be as in the previous theorem and

χ “ tkju its spectrum.

(a) Assume H0pFp´1qq “ 0

1) If there is a k ě 1 in χ, then 1,2,...,k also occur in χ

2) If there is a k ď ´2 then -1,-2,..,k also occur if c1 “ 0 and -2,-3,...,k also occur if

c1 “ ´1

(b) Assume F is stable.

1) If there is a k ě 1 then 0,1,...,k also occur.

2) If there is a k ď ´1 then -1,-2,...,k also occur. Furthermore, if c1 “ 0, then either 0

also occurs, or -1 occurs at least twice.

Proposition 3.1.4. [10, Hartshorne, Proposition 5.1] Let F be a semistable rank 2

reflexive sheaf on P3 with c1 “ 0 or ´1. Let k “ maxt´kiu as ki runs over the spectrum

of F . Assume there is a r0 with ´k ă r0 ď ´2 which occurs only once in the spectrum.

Then each ki with ´k ď ki ď r0 occurs exactly once in the spectrum

Now, let F be a rank 2 locally free sheaf with c1 “ ´1, H0pFp´1qq “ 0 and χ

its spectrum. If kj P χ, by symmetry ´kj ´ 1 occurs in χ.

Define pj “ t´j ´ 1, ju for each integer. We will say that pj occurs in χ if ´j ´ 1 and j

are in χ. Note that pj “ p´j´1 so we will only deal with j ě 0.

For example, p0p
2

1
denotes the spectrum t´22,´1, 0, 12u.

By Theorem (3.1.3), if pj occurs in χ and j ě 1 then every pl with 1 ď l ď j also occurs,

if F is stable then every pl with 0 ď l ď j occurs.

With this in mind, given an integer c2 we can write a list of possible spectra a stable

bundle satisfying the hypothesis of (3.1.1) can have:

c2 χ

1 H

2 p0

3 H

4 p2

0
, p0p1

5 H

6 p3

0
, p1p

2

0
, p2

1
p0, p2p1p0

7 H

8 p4

0
, p1p

3

0
, p2

1
p2

0
, p3

1
p0, p2p

2

1
p0, p2p1p

2

0
, p3p2p1p0
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Notice that we don’t have p2

2
p1p0 in the line c2 “ 8, because Proposition (3.1.4) tells us

this case cannot happen. To see this notice that maxt´kiui“1,...,8 “ 3 and take r0 “ ´2,

we have ´3 “ maxtkiui“1,...,8 ă r0 “ ´2 and ´2 occurs only once in the spectrum, so

Proposition (3.1.4) states that any ki such that ´3 “ ´k ď ki ď ´2 must occur only once

in the spectrum, this includes ´3. But ´3 appears twice in χ “ p2

2
p1p0 so χ can’t happen.

Since any integer in χ must have another different integer associated with it we see there

is no rank 2 locally free sheaf with c1 “ ´1 satisfying H0pFp´1qq “ 0 with odd c2.

It is interesting to notice this is not the case for c1 “ 0. In this case 0 is not associated

with any other integer, so for instance it is possible to have a spectrum χ “ t´1, 03, 1u.

A general formula for any c2 is given by

c2

2
ź

i“1

pki

i with:

(i) Σ
c2

2

i“1 ki “ c2

(ii) If pk P χ then pj P χ for every 0 ď j ď k

(iii) If pk P χ is such that k “ maxtl | pl P χu and pj occurs only once with p1 ď pj ă pk

then any pj1 with pj ď pj1 ď pk occurs only once

Theorem (2.2.3) tells us that every locally free sheaf of rank 2 in P3 is the

cohomology of a monad of the form

V0 Ñ V1 Ñ V2 (3.4)

where V0,V1,V2 are sums of line bundles. Such monad can be chosen to be minimal in the

sense that it is built from a minimal resolution of the first cohomology module [18, Rao]

and [5, Decker].

In [5, Decker, Proposition 1], Decker shows that E is the cohomology of a monad of the

form
r

à

i“1

OP3p´ci ´ 1q Ñ
r`1
à

i“1

pOP3p´bi ´ 1q ‘ OP3pbiqq Ñ
r

à

i“1

OP3pciq (3.5)

Note that (3.5) is Horrocks, hence by Theorem (2.2.3) r coincides with the number of

generators of H1

˚pEq as a graded module over the ring of polynomials in four variables,

while ´ci are the degrees of these generators.

3.2 The Hartshorne-Serre correspondence

In [7, Hartshorne], Hartshorne, following the ideas of previous works of Horrocks

[12, Horrocks, 1968] and Serre [22, Serre, 1960] proved that a nonsingular subvariety Y of

codimension 2 in Pn with n ě 3 occurs as the zero-set of a section of a bundle E of rank 2

on Pn if and only if its canonical sheaf ωY is a multiple of the hyperplane sheaf OY p1q (if

this last condition is satisfied we say Y is subcanonical).

In [10, Hartshorne] Hartshorne provided a version of the correspondence between rank 2

reflexive sheaves on P3 and arbitrary curves in P3.
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Recall that a projective variety Y Ñ Pn of codimension r is a local complete

intersection if the ideal sheaf can be locally generated by r elements at every point.

Theorem 3.2.1. [9, Hartshorne, Theorem 1.1] Fix a line bundle L on P3, there is a

bijective correspondence between

(i) the set of triples pE , s, φq modulo equivalence relation „, where E is a vector bundle

of rank 2 on P3, s P H0pEq is a global section whose scheme of zeros Y has codimension

2, φ : ^2E Ñ L is an isomorphism and pE , s, φq „ pE 1, s1, φ1q if and only if there is

an isomorphism ψ : E Ñ E 1 and an element λ P k ´ t0u such that s1 “ λψpsq and

φ1 “ λ2φ ˝ p^2ψq´1.

(ii) the set of pairs pY, ξq where Y is a locally complete intersection curve in P3 and

ξ : L b ωP3 b OY Ñ ωY is an isomorphism.

If Y is a subcanonical curve with ωY – OY paq we can take L “ OP3pa`4q, thus

ωY – L b ωP3 b OY . The theorem then gives a bundle E , a section s and an isomorphism

detpEq – L. Since c1pdetpEqq “ c1pEq [8, Hartshorne, p.430] we get c1pEq “ a ` 4. We

also have c2pEq “ rY s “ degpY qrHs2 [8, Hartshorne, C6 p.431] so the second Chern class

corresponds to the degree of Y . From the proof of theorem 3.2.1 we get an exact sequence:

0 Ñ L˚ Ñ E˚ Ñ IY Ñ 0 (3.6)

Tensor it by OP3pa ` 4q and define F “ E˚pa ` 4q.

0 Ñ OPn Ñ F Ñ IY pa ` 4q Ñ 0 (3.7)

The Chern classes of F are c1pFq “ ´pa` 4q ` 2pa` 4q “ c1pEq and c2pFq “ c2pEq ´ pa`

4qc1pEq ` pa ` 4q2 “ c2pEq.

So from now on the vector bundle E corresponding to a subcanonical curve Y will

be the vector bundle satisfying sequence (3.7).

Now, let T be the tangent bundle of P3. From the sequence 0 Ñ OP3 Ñ OP3p1q4 Ñ T Ñ 0

we obtain tdpT q “ tdpOP3p1q4q where td is the Todd class, so tdpT q “ 1`2H`
11
6
H2 `H3.

Let F be a rank 2 bundle on P3 with Chern classes c1pFq “ c1 and c2pFq “ c2. The Chern

character chpFq is 2 ` c1H `
c2

1
´ 2c2

2
`
c3

1
´ 3c1c2

6
. Multiplying tdpT q with chpFq and

summing the degree 3 terms gives 2 `
11c1

6
` pc2

1
´ 2c2q `

c3

1
´ 3c1c2

6
. Rearranging terms

and using the Riemann-Roch theorem gives

χepFq “

ˆ

c1 ` 3
3

˙

´ 2c2 ´
c1c2

2
` 1 (3.8)

We will give a few examples of bundles corresponding to curves

Example 3.2.2 (Disjoint union of conics). Let Y “
r

ğ

i“1

Ci be a disjoint union of r conics in

P3 and i the inclusion morphism. We have degpY q “ 2r and ωY – OY p´1q. Let E 1 be the
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vector bundle corresponding to Y . We have an exact sequence 0 Ñ OP3 Ñ E 1 Ñ IY p3q Ñ 0

with c1pE 1q “ 3 and c2pE 1q “ 2r. Let E “ E 1p´2q, then c1pEq “ ´1 and c2pEq “ 2r ´ 2.

The sequence

0 Ñ OP3p´2q Ñ E Ñ IY p1q Ñ 0 (3.9)

shows that if r ě 2 then H0pEq “ 0 since Y is not contained in any hyperplane (this

implies H0pIY p1qq “ 0 ). Since E is normalized it means E is stable. Notice E˚ – Ep1q

because c1pEq “ ´1.

Now, since H0pEpkqq “ 0 for every k ď 0 using Serre duality we have H3pEp´k ´ 3qq “ 0

for k ď 0. In other words H3pEpkqq “ 0 for k ě ´3.

From sequence (3.9) twisted by k P Z we get H1pEpkqq – H1pIY pk ` 1qq. From

0 Ñ IY pkq Ñ OPnpkq Ñ OY pkq Ñ 0

since H0pOY pkqq “
r

à

i“1

H0pOCi
pkqq “ 0 for k ď ´1 we get H1pIY pkqq “ 0 for k ď ´1,

hence H1pEpkqq “ 0 for k ď ´2. By Serre duality H1pEpkqq – H2pEp´k ´ 3qq˚ so

H2pEpkqq “ 0 for k ě ´1.

We wish to compute the spectrum of E . Notice that the number of pi in the spectrum

where i ě 1 is zero since #pi “ h1pEp´1 ´ iqq ´ 2h1pEp´2 ´ iqq ` h1pEp´3 ´ iqq for i ě 1.

So χpEq can only have p0’s, which implies χpEq “ p
2r´2

2

0 “ pr´1

0
.

We could also use formula (3.1): Since H ipEp´1qq “ 0 for i “ 1 we can use equation

(3.8) to compute h1pEp´1qq. Since c1pEp´1qq “ ´1 ´ 2 “ ´3 and c2pEp´1qq “ 2r ´ 2 `

p´1qp´1q ` 1 “ 2r, using formula (3.8) we get h1pEp´1qq “ r ´ 1, hence #p0 “ r ´ 1, in

other words χpEq “ pr´1

0
.

Example 3.2.3. Let m ě 2 be an integer, Y1 a plane curve of degree 2m ´ 2 and

Y2 a complete intersection of surfaces of degree m and m ´ 1. Let Y “ Y1

ğ

Y2. Since

ωYi
– OYi

p2m´5q we have ωY – OY p2m´5q with degpY q “ mpm´1q`2m´2 “ m2`m´2.

The correspondence gives a vector bundle E 1 satisfying

0 Ñ OPn Ñ E 1 Ñ IY p2m ´ 1q Ñ 0 (3.10)

We wish to normalize E 1, so consider E “ E 1p´mq. Then c1pEq “ 2m ´ 1 ` 2p´mq “ ´1

and c2pEq “ degpY q ` p2m ´ 1qp´mq ` m2 “ 2m ´ 2. So the new exact sequence is

0 Ñ OPnp´mq Ñ E Ñ IY pm ´ 1q Ñ 0 (3.11)

E is stable because Y is not contained in any surface of degree m´1. Y has two components

so from the exact sequence 0 Ñ H0pOPnq Ñ H0pOY q Ñ H1pIY q Ñ 0 we get h1pIY q “ 1,

which implies H1pEp´m ` 1qq “ 0. But c2 “ 2m ´ 2 so H1pEp´
c2

2
qq “ 0 which implies

χpEq “ p0p1...p c2´2

2

.
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Example 3.2.4. Let Y1 be the disjoint union of two plane curves of degree 4 and Y2 be a

curve from the intersection of two surfaces of degree 3 and 2. We have ωYi
“ OYi

p1q. Let

E 1
i be the vector bundle corresponding to Yi.

0 Ñ OPn Ñ E 1
i Ñ IYi

p5q Ñ 0 (3.12)

c1pE 1
iq “ 5 and c2pE 1

iq “ degpYiq. Set Ei “ E 1
ip´3q so that c1pEiq “ ´1, c2pE1q “ 2 and

c2pE2q “ 0.

0 Ñ OPnp´3q Ñ Ei Ñ IYi
p2q Ñ 0 (3.13)

It only makes sense to talk about the spectrum of E1 since the spectrum is defined only if

c2 ą 0:

The number of ones in the spectrum is given by #1 “ h1pE1p´2qq ´ 2h1pE1p´3qq `

h1pE1p´4qq. From (3.13) we have H1pE1pkqq – H1pIY1
pk ` 2qq. We already know that

H1pIY1
pkqq “ 0 for k ă 0 since Y1 is a disjoint union of complete intersections, indeed if

Z is a complete intersection curve of surfaces of degree d1 and d2 then using the exact

sequence

0 Ñ OPnp´d1 ´ d2q Ñ OPnp´d2q ‘ OPnp´d1q Ñ IZ Ñ 0

we conclude H1pIZpkqq “ 0 for k ă 0. Looking at the exact sequence

0 Ñ IY1
Ñ OPn Ñ OY1

Ñ 0

and noticing that H0pIY1
q “ 0 and h0pOY1

q is the number of connected components, we

get h1pIY1
q “ 1. So the spectrum of Y1 is χpE1q “ p1. In particular this implies that E1 is

not stable (Theorem 3.1.3), hence Y1 is contained in a surface of degree 2.

Now consider Y “ Y1

ğ

Y2. Let E be the normalized vector bundle corresponding to

Y .Y is not contained in any surface of degree 2 so E is stable. We have c1pEq “ ´1 and

c2pEq “ 10 Using the same argument as before #1 “ 2 so p2

1
appears in χpEq. We can

only complete the spectrum with p0 because h1pEpkqq “ 0 for k ď ´3 so χpEq “ p3

0
p2

1
. We

could keep on adding those curves in order to generate other stable vector bundles with

only p1 and p0.

We now have three families of curves, each generating a family of vector bundles

with a specific spectrum, it is natural to ask what kind of monad we can get from each

family. We would like to use Theorem (2.2.3), but first we need to find the amount of

minimal generators of H1

˚pEq and their respective degrees.

Let E be a rank 2 stable vector bundle on P3 with c1 “ ´1 and call M :“ H1

˚pEq

the first cohomology module over S “ krx0, x1, x2, x3s with Mj being the degree jth

submodule of M . Given l P Z define ρplq to be amount of minimal generators for M

in degree l and let mj :“ h1pEpjqq “ dimpMjq. It has a spectrum of the form χpEq “

tp´k ´ 1qspkq, ...,´1sp0q, 0sp0q, ..., kspkqu, since spk ` 1q “ 0, spkq “ 0 and splq “ h1pEp´l ´

1qq ´ 2h1pEp´l ´ 2qq ` h1pEp´l ´ 3qq we have that M´k´1 is the lowest degree part of M
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such that it is nonzero. In particular this implies ρp´k ´ 1q “ m´k´1, using the fact that

ml “ #tkj P χpEq|kj ě l ´ 1u gives:

ρp´k ´ 1q “ spkq (3.14)

In other words, if we know how many times the greatest integer k appears in χpEq, then we

know the amount of minimal generators in degree ´k ´ 1 for M , which gives a summand

of our monad. Following the notation of equation (3.5) the number k` 1 will be the largest

number between the ci’s.

We still need to find the other ci ă k ` 1, the following proposition given by Hartshorne is

useful

Proposition 3.2.5. [11, Hartshorne & Rao, p.796] For 0 ď i ă k

spiq ´ 2Σjěi`1spjq ď ρp´i ´ 1q ď spiq ´ 1 (3.15)

Proof. Since we are in the case c1 “ ´1, the restriction of E to the general plane is stable

( [2, Barth, Theorem 3]). So the map M´l´1 Ñ M´l is injective for every l ě 0. Define

N´l by the exact sequence 0 Ñ M´l´1 Ñ M´l Ñ N´l Ñ 0 and call n´l the dimension of

N´l. Let x P H0pOP2p1qq, we have a natural map N´l´1

x
Ñ N´l, consider then the map

N´l´1 bH0pOP2p1qqÑN´l. From the proof of [10, Hartshorne, Theorem 5.3] we have that

this map has image of dimension ą n´l´1. Let N “
à

kPZ

Nk, then ρp´lq is also the number

of generators for N in degree ´l which results for l ě 1

ρp´lq “ n´l ´ n´l´1 ´ 1 (3.16)

But n´l ´ n´l´1 “ spl ´ 1q, hence

ρp´lq ď spl ´ 1q ´ 1 (3.17)

Notice that N´l´1 b H0pOP2p1qqÑN´l has image ď 3n´l´1 since h0pOP2p1qq “ 3. Hence

N´l must contain at least n´l ´ 3n´l´1 minimal generators for N , equation (3.1) gives the

inequality.

We have seen that the a monad for E must be of the form

r
à

i“1

OP3p´ci ´ 1q Ñ
r`1
à

i“1

pOP3p´bi ´ 1q ‘ OP3pbiqq Ñ
r

à

i“1

OP3pciq (3.18)

For the sake of simplicity denote it by

V˚
0

p´1q Ñ V1 Ñ V0 (3.19)

Next proposition gives us a tool to limit the negative degrees appearing in the summands

of V0:
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Proposition 3.2.6. Suppose V0 has r summands with degrees ď l. Then V1 must contain

at least r ` 3 summands with degrees ě ´l

Proof. V˚
0

p´1q has r summands with degrees ě ´l ´ 1, and since the monad is minimal

these must embed into the summand of V1 consisting of terms with degrees ě ´l. The

quotient of this embedding has rank 3 or more

With equation (3.14) we can construct a monad for the first three examples:

Example 3.2.7. (Disjoint union of conics) Let Y and E be the curve and the vector

bundle of example (3.2.2). We already know that χpEq “ pr´1

0
so using the notation from

equation (3.14) we have k “ 0 and spkq “ r ´ 1. Then ρp´1q “ r ´ 1 and hence we know

that there is a ci “ 1 which appears r ´ 1 times in V0. Since 0 was the largest integer in

the spectrum, there can be no integer greater than 1 in V0, so we can only complete it

with OP3 ’s. But if we had any summand OP3 in V0 the monad wouldn’t be minimal, hence

we have an unique monad

OP3p´2qr´1 Ñ OP3p´1qr ‘ Or
P3 Ñ OP3p1qr´1 (3.20)

Example 3.2.8. Let E be the vector bundle of example 3.2.3. We already have χpEq “

p0p1...pm´2 where c2 “ 2m´ 2 and m ě 2. Then k “ m´ 2 and ρp´m` 1q “ spkq “ 1, so

OP3pm´1q appears only once in V0. Using proposition (3.2.5) we get that V0 “ OP3pm´1q.

OP3p´mq Ñ OP3paq ‘ OP3p´a ´ 1q ‘ OP3pbq ‘ OP3p´b ´ 1q Ñ OP3pm ´ 1q (3.21)

We can compute a and b using the Chern polynomial ct: If V0 Ñ V1 Ñ V2 is a monad,

using the associated exact sequences

0 Ñ K Ñ V1 Ñ V2 Ñ 0 (3.22)

and

0 Ñ V0 Ñ K Ñ E Ñ 0 (3.23)

and using the fact that ct is multiplicative, we get ctpEq “
ctpV1q

ctpV0qctpV2q
, we can then

compare each coefficient since c1pEq “ ´1, c2pEq “ 2m´2. In our case the denominator will

be 1´t´mpm´1qt2, and its inverse is 1`t`p1`mpm´1qqt2`p1`2mpm´1qqt3. Multiplying

this last polynomial with the numerator gives the polynomial 1´t`pm2´m´b´b2´a´a2qt2,

using again that c2 “ 2m ´ 2 we are left with a diophantine equation

pm ´ 1qpm ´ 2q “ b ` b2 ` a ` a2 (3.24)

We already know the case m “ 2, so let m “ 3 pc2 “ 4q

2 “ b ` b2 ` a ` a2 (3.25)
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has 5 solutions, all of them give the same monad

OP3p´3q Ñ OP3p´2q ‘ OP3p´1q ‘ OP3 ‘ OP3p1q Ñ OP3p2q (3.26)

The case m “ 4 pc2 “ 6q gives

OP3p´4q Ñ OP3p´3q ‘ OP3p´1q ‘ OP3 ‘ OP3p2q Ñ OP3p3q (3.27)

which suggests that a general solution is given by

OP3p´mq Ñ OP3p´m ` 1q ‘ OP3p´1q ‘ OP3 ‘ OP3pm ´ 2q Ñ OP3pm ´ 1q (3.28)

In order to verify it just take a “ ´1 and b “ ´m ` 1.

Example 3.2.9. Let E be the vector bundle from example (3.2.4). χpEq “ p3

0
p2

1
, c2pEq “ 10

and ρp´2q “ sp1q “ 2. Using proposition (3.2.5) we get ρp´1q ď 2, so we need to analyze

three different cases.

Case 1: if ρp´1q “ 0 the monad will be

OP3p´3q2 Ñ OP3paq‘OP3p´a´1q‘OP3pbq‘OP3p´b´1q‘OP3pcq‘OP3p´c´1q Ñ OP3p2q2

(3.29)

The same computation gives the diophantine equation

a ` a2 ` b ` b2 ` c ` c2 “ 2 (3.30)

Which has 24 solutions, all of them giving the same monad

OP3p´3q2 Ñ OP3p´2q ‘ OP3p´1q2 ‘ O2

P3 ‘ OP3p1q Ñ OP3p2q2 (3.31)

Case 2: if ρp´1q “ 1 we have

OP3p´3q2 ‘ OP3p´2q Ñ OP3paq ‘ OP3p´a ´ 1q ‘ OP3pbq ‘ OP3p´b ´ 1q ‘ OP3pcq ‘ OP3p´c ´ 1q

‘OP3pdq ‘ OP3p´d ´ 1q Ñ OP3p1q ‘ OP3p2q2

(3.32)

which gives the diophantine equation

a ` a2 ` b ` b2 ` c ` c2 ` d ` d2 “ 4 (3.33)

it has 96 solutions giving the monad

OP3p´3q2 ‘OP3p´2q Ñ OP3p´2q2 ‘OP3p´1q2 ‘O2

P3 ‘OP3p1q2 Ñ OP3p1q‘OP3p2q2 (3.34)

Case 3: if ρp´1q “ 2 we have

OP3p´3q2 ‘ OP3p´2q2 Ñ OP3paq ‘ OP3p´a ´ 1q ‘ OP3pbq ‘ OP3p´b ´ 1q ‘ OP3pcq ‘ OP3p´c ´ 1q

‘OP3pdq ‘ OP3p´d ´ 1q ‘ OP3peq ‘ OP3p´e ´ 1q Ñ OP3p1q2 ‘ OP3p2q2

(3.35)
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gives the diophantine equation

a ` a2 ` b ` b2 ` c ` c2 ` d ` d2 ` e ` e2 “ 6 (3.36)

there are two monads satisfying the equation:

OP3p´3q2 ‘ OP3p´2q2 Ñ OP3p´3q ‘ OP3p´1q4 ‘ O4

P3 ‘ OP3p2q Ñ OP3p1q2 ‘ OP3p2q2

(3.37)

which cannot occur, since we are assuming the monad to be minimal, and

OP3p´3q2‘OP3p´2q2 Ñ OP3p´2q3‘OP3p´1q2‘O2

P3 ‘OP3p1q3 Ñ OP3p1q2‘OP3p2q2 (3.38)
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