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Resumo

Semigrupos de Weierstrass generalizados associados a vários pontos de uma curva algébrica

têm sido uma ferramenta importante no estudo de códigos algébricos-geométricos. Neste con-

texto este trabalho lida com a estrutura de semigrupos de Weierstrass generalizados em vários

pontos. Apresentamos uma descrição destes objetos que nos permite obter propriedades a

respeito da estrutura aritmética de divisores suportados nos pontos especiĄcados e seus es-

paços de Riemann-Roch correspondentes. Esta caracterização nos possibilita mostrar que as

séries de Poincaré associadas a semigrupos de Weierstrass generalizados carregam informação

essencial para descrever inteiramente seus respectivos semigrupos. Tratamos também de códi-

gos algébricos-geométricos construídos a partir de curvas satisfazendo condições relacionadas a

estes semigrupos, as curvas do tipo Castle. Desenvolvemos este conceito para curvas multipon-

tuadas e mostramos como os semigroupos de Weierstrass generalizados podem ser usados para

estudar os parâmetros de códigos multipontuais sobre tais curvas. Além disso, apresentamos

algumas aplicações das técnicas Castle para a construção de códigos quânticos e códigos com

localidade.

Palavras-chave: semigrupos de Weierstrass generalizados, séries de Poincaré, curvas Cas-

tle, códigos algébricos-geométricos.



Abstract

Generalized Weierstrass semigroups associated to several points of an algebraic curve have

been an important tool in the study of algebraic-geometric codes. In this setting, this work

deals with the structure of generalized Weierstrass semigroups at several points. We present

a description that enables us to derive properties concerned with the arithmetical structure of

divisors supported on the speciĄed points and their corresponding Riemann-Roch spaces. This

characterization allows us to show that the Poincaré series associated to generalized Weierstrass

semigroups carry essential information to describe entirely their respective semigroups. We

also address algebraic-geometric codes arising from curves satisfying conditions related to these

semigroups, the curves of Castle type. We develop this concept for multi-pointed curves and

show how the generalized Weierstrass semigroups can be used to study the parameters of

multipoint codes on such curves. In addition, we present some applications of Castle techniques

to the construction of quantum codes and codes with locality.

Keywords: generalized Weierstrass semigroups, Poincaré series, Castle curves, algebraic-

geometric codes.
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Introduction

Since the appearance of the theory of Weierstrass points in the 19th century to Riemann

surfaces and its generalization in the 1930s to curves deĄned over Ąelds of any characteristic,

its objects have contributed to the development of many areas, theoretical and applied. More

recently, with the successful construction of linear error-correcting codes through algebraic-

geometric tools by Goppa [Gop81], the Weierstrass semigroups at either one or several points

have played a crucial role in the study of these combinatorial objects. These codes are obtained

by evaluating functions of an algebraic curve 𝒳 (deĄned over a Ąnite Ąeld) at rational points

of 𝒳 , the so-called algebraic geometric code. When these functions are allowed to have only

a speciĄc pole on 𝒳 , the code obtained is said a one-point code. Otherwise, it is called a

multipoint code.

The notion of Weierstrass semigroups at several points appeared in [Arb+85] for pairs. They

were introduced as subsemigroups of N2
0, a natural extension of Weierstrass semigroups at a

point. Kim [Kim94] and Homma [Hom96] were the Ąrst to consider the arithmetical properties

of these semigroups. They studied the cardinality of the complement of these objects in N2
0

and developed a method to construct them by the knowledge of the Weierstrass numerical

semigroups at each point. Similar arithmetical questions were treated for more points; see

[BK98].

Later, Matthews [Mat01] used the arithmetical structure of the Weierstrass semigroups at

pairs given by the works [Hom96; Kim94] to study the two-point algebraic-geometric codes.

The techniques employed allowed improving the Goppa bound for the minimum distance of

such codes. Besides, they derived codes with better parameters than comparable one-point

codes constructed on the same curve and conclude that there exist multipoint codes that can

not be obtained as punctured one-point codes. The outcomes of this new approach became the

multipoint codes a central object of investigation and lead to the development of the theory

of Weierstrass semigroups at several points. Many works arose in this setting, we refer e.g. to

[HK01; Mat04; CT05]. In particular, Matthews [Mat04] formulated a method to constructed

Weierstrass semigroups, extending the construction of [Hom96; Kim94] to several points.

Another type of natural extension of the notion of Weierstrass numerical semigroups to

several points is due to Delgado [Del90], who introduced the generalized Weierstrass semigroup

at ℓ speciĄed points as a subsemigroup of Zℓ instead of Nℓ
0. Interpreting the Weierstrass
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numerical semigroups as a semigroup of orders of functions that are regular outside the ℓ points,

he observed that his deĄnition was more general than that given in [Arb+85]. Nevertheless,

his focus was on the consequences of a similar concept of symmetry for numerical semigroups,

and it was not connected applications until 2006 when Beelen and Tutaş [BT06] revisited the

deĄnition to introduce new objects in the approach and to study their properties. It was used

again by Beelen [Bee07] to formulate a bound of the order type on the minimum distance of

arbitrary algebraic geometric codes, which was later improved in the sequence of works [DK09],

[DP10], and [DKP11] by Duursma, Kirov, and Park.

However, despite the recent utilization of generalized Weierstrass semigroups, no method

related to their construction has been developed. Since this approach is more embracing than

the classical one from [Arb+85] and has been used to applications, is natural to ask whether

one can extend the known techniques to the general case.

In this work, we deal with the arithmetical structure of generalized Weierstrass semigroups

and issues that arise from this concept. In this direction, we also aim to provide a tool to the

study of classical and recent topics in coding theory as quantum codes and locally recoverable

codes under the perspective of the algebraic-geometric codes. These subjects have been trends

in coding theory mainly for their applications to new and sophisticated systems of communi-

cation, and have recently received much attention. With this purpose, our program is to use

the techniques developed for the classical setting from the aforementioned works to furnish a

characterization of the generalized Weierstrass semigroups and to thus explore related prob-

lems, as for instance the Poincaré series associated to these semigroups and their systematic

usage in the analysis of algebraic-geometric codes. Regarding applications to codes, we use

algebraic geometry techniques, specially those related to the Castle curves, to contribute to the

construction of these new objects in coding theory.

We now give an outline of the content of this thesis:

Chapter 1 contains a short introduction to the preliminaries that will be used throughout

this work. In Section 1.1 we recall some notions related to error-correcting codes. In Section 1.2

we present the background on algebraic curves, which we use in Section 1.3 to remember the

deĄnition of algebraic-geometric codes and their main properties. These themes are classical

and can be found e.g. in [TVN07].

Chapter 2 presents a study of some aspects of generalized Weierstrass semigroups, which is

a reĄnement of the classical notion of Weierstrass semigroups at several points. Section 2.1 is

preparatory to what will be used in the chapter. There we set up notation and terminology,

and discuss some properties of these objects. In Section 2.2 we develop a characterization of

generalized Weierstrass semigroups based on least upper bounds of absolute maximals (Theorem

2.2.5), establishing a notion of generating sets for such semigroups. While these generators

constitute an inĄnite set, we prove (Theorem 2.2.8) they can be Ąnitely determined. Section
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2.3 shows the consequences of the asserted properties from Section 2.2 to the Poincaré series

associated to the Weierstrass semigroups. We conclude (Theorem 2.3.3) that the Poincaré

series carry sufficient information to construct the whole semigroup, and furthermore can be

Ąnitely determined by their semigroup polynomials. Section 2.4 introduces a simple numerical

equivalence for symmetric generalized Weierstrass semigroups and derives functional equations

for their corresponding Poincaré series.

Chapter 3 gives the concept of multi-pointed curves of Castle type, which is a natural ex-

tension of the idea behind pointed curves that are Castle and weak Castle. Section 3.1 is

introductory and reviews some features of Castle and weak Castle curves, as well as proper-

ties of one-point algebraic geometric codes constructed from them, the so-called Castle and

weak Castle codes. In Section 3.2 we introduce the notion of multi-pointed curves of Castle

type (DeĄnition 3.2.1) and provide some examples of classical multi-pointed curves satisfying

such conditions. Multipoint algebraic geometric codes on multi-pointed curves of Castle type

conditions are considered in Section 3.3. There we use the properties (Proposition 3.2.5) to

show that the parameters of such codes can be studied through the generalized Weierstrass

semigroups

Chapter 4 addresses the use of weak Castle codes and their trace codes to produce quantum

error-correcting codes from the CSS constructions. Section 4.1 summarizes the mathematical

setting to quantum error-correction. We also recall the CSS constructions of quantum codes

from nested classical codes and give some procedures to obtain quantum codes from an in-

creasing sequence of linear codes. Since weak Castle codes have a natural sequence, in Section

4.2 we provide quantum codes from such sequences. We also give sufficient conditions to en-

sure the self-orthogonality of weak Castle codes (Proposition 4.2.5). In Section 4.3 we present

computational examples of quantum codes obtained from curves by CSS constructions. We

compare their parameters with codes from the literature. Once we have presented some weak

Castle codes deĄned over large Ąnite Ąelds, Section 4.4 explores the trace and subĄeld subcode

construction of such codes to produce quantum codes over smaller Ąelds through CSS construc-

tions. We show a sufficient condition to obtain the self-orthogonality of traces of Castle codes

(Proposition 4.4.6). The results of this chapter have been presented at the Third IMAC and

Singacom Day on Algebraic Applications to Information Theory, Castellón/Spain, May 2016,

and published in [MTT16].

Chapter 5 provides some contributions to the construction of locally recoverable codes from

algebraic curves. Section 5.1 is introductory. There we give the notion locality in coding

theory and present the construction of locally recoverable codes based on Reed-Solomon codes

whose local recovery procedure relies on polynomial interpolation. In Section 5.2 we review

the construction of locally recoverable codes arising from algebraic curves, which is a natural

extension of ideas of the Reed-Solomon-like construction given in Subsection 5.1.1, and give

a reĄnement of this approach that produces improvements in the parameters of such codes

(Theorem 5.2.5). We conclude the section by giving a family of locally recoverable codes derived
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from curves with a simpler local recovery procedure than polynomial interpolation (Proposition

5.2.14). The contents of this chapter have been submitted for publication [MT16].
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Chapter 1

Background

This chapter is dedicated to set up the terminology and notation, as well as to enunciate

the basic results that will be used throughout the thesis. Our exposition on this background

material follows [TVN07], [Mor91], and [Sti09].

A brief introduction to error-correcting codes is made in Section 1.1, where we specially

remember some aspects concerned to the class of linear codes. Section 1.2 presents a short

introduction to the theory of algebraic curves. We mostly focus to the arithmetical proprieties

mainly on account of our interest in their applications to error-correcting codes in the positive

characteristic case. The main results are the Riemann-Roch Theorem, the Residue formula,

and the Riemann-Hurwitz genus formula, which are classical and can be found e.g. in [HKT08]

and [Ser12]. The chapter ends with the Goppa construction of linear codes in Section 1.3,

which is based on algebraic curves deĄned over Ąnite Ąelds. This relates the subjects from the

preceding sections, yielding an arithmetic/algebraic-geometric viewpoint to the combinatorial

objects from the Ąrst section. For further references concerning these topics, we refer the reader

to [HKT08; Duu08; MO15; vv88; Ser12; HVP98].

As standard notation to be used throughout text, we will let Z denote the set of integers,

N0 denote set of non-negative integers, C denote the Ąeld of complex numbers, and F𝑞 denote

the Ąnite Ąeld with 𝑞 elements, for 𝑞 a power of a prime number.

1.1 Error-correcting codes

Let 𝐴 be a Ąnite set. For 𝑛 a positive integer, the Hamming distance between two elements

x = (𝑥1, ..., 𝑥𝑛) and y = (𝑦1, ..., 𝑦𝑛) in the set 𝐴𝑛 = 𝐴× ≤ ≤ ≤ × 𝐴⏟  ⏞  
𝑛 times

is deĄned by

𝑑(x,y) := #¶𝑖 : 𝑥𝑖 ̸= 𝑦𝑖♢.

Denote by 𝑞 the cardinality of 𝐴. A 𝑞-ary code 𝐶 of length 𝑛 over an alphabet 𝐴 is a non-empty

subset of 𝐴𝑛. The cardinality 𝑀 := #𝐶 and its log-cardinality 𝑘 := log𝑞 𝑀 are important
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parameters of 𝐶. The minimum distance of 𝐶 is

𝑑 = 𝑑(𝐶) := min¶𝑑(x,y) : x,y ∈ 𝐶, x ̸= y♢.

A code with these parameters is usually denoted by [𝑛,𝑀, 𝑑]𝑞, or [𝑛, 𝑘, 𝑑]𝑞. Its elements are

called codewords and its components are the coordinates, or symbols.

Since error-correcting codes are designed keeping in mind their effectiveness in applications,

it is appropriated to enhance the alphabet 𝐴 with some algebraic structure in order to obtain

improved methods in the treatment of the codes. In this way, we have the notion of a linear

code.

Let F𝑞 be the Ąnite Ąeld of cardinality 𝑞. A 𝑞-ary linear code 𝐶 of length 𝑛 is a linear

subspace of F𝑛
𝑞 . For a linear code 𝐶, its log-cardinality 𝑘 agrees with the F𝑞-dimension of the

subspace 𝐶, called in this case the dimension of 𝐶. The minimum distance 𝑑 of 𝐶 coincides

with

min¶wt(x) : x ∈ 𝐶, x ̸= 0♢,

where wt(x) := #¶𝑖 : 𝑥𝑖 ̸= 0♢ is said the weight of a vector x = (𝑥1, ..., 𝑥𝑛) ∈ F𝑛
𝑞 . The set

¶𝑖 : 𝑥𝑖 ̸= 0♢ is also called the support of x, denoted by supp(x).

The relationship among the parameters of an [𝑛, 𝑘, 𝑑]𝑞 linear code 𝐶 can be expressed by

the Singleton bound

𝑑 ⊘ 𝑛⊗ 𝑘 + 1; (1.1.1)

see [TVN07, Prop. 1.1.41]. A linear code attaining this bound is called a maximum distance

separable, or MDS code.

Denote by ⟨⊗,⊗⟩ the usual (Euclidean) inner product in F𝑛
𝑞 , ⟨x,y⟩ =

√︁
𝑥𝑖𝑦𝑖. Given a linear

code 𝐶 over F𝑞, the dual of 𝐶 is the orthogonal complement of 𝐶 in F𝑛
𝑞

𝐶⊥ := ¶y ∈ F𝑛
𝑞 : ⟨x,y⟩ = 0 for all x ∈ 𝐶♢. (1.1.2)

Observe that 𝐶⊥ is indeed a linear code. As an immediate consequence of the deĄnition, the

dimension of 𝐶⊥ is 𝑛 ⊗ 𝑘, with 𝑘 the dimension of 𝐶, and (𝐶⊥)⊥ = 𝐶. We say that 𝐶 is

self-dual if 𝐶 = 𝐶⊥, and self-orthogonal if 𝐶 ⊖ 𝐶⊥, that is if ⟨x,y⟩ = 0 for all x,y ∈ 𝐶.

Denote by * the coordinate-wise multiplication in F𝑛
𝑞 , x * y = (𝑥1𝑦1, . . . , 𝑥𝑛𝑦𝑛). Given an

𝑛-tuple x of nonzero elements in F𝑞, the map F𝑛
𝑞 ⊃ F𝑛

𝑞 , y ↦⊃ x * y, is linear and bijective.

Furthermore it is an isometry for the Hamming metric. For a linear code 𝐶 over F𝑞, we shall

write x * 𝐶 = ¶x * y : y ∈ 𝐶♢. Two codes 𝐶1, 𝐶2 ⊖ F𝑛
𝑞 are called formally equivalent if there
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exists x ∈ (F×
𝑞 )𝑛 such that 𝐶1 = x * 𝐶2. Similarly, we say that 𝐶 is formally self-dual if there

exists x ∈ (F×
𝑞 )𝑛 such that x * 𝐶 = 𝐶⊥, and formally self-orthogonal if there exists x ∈ (F×

𝑞 )𝑛

such that x * 𝐶 ⊖ 𝐶⊥.

As a notation, given a vector x ∈ F𝑛
𝑞 and an integer 𝑡, we let x𝑡 = (𝑥𝑡

1, . . . , 𝑥
𝑡
𝑛) (when this

makes sense). For 𝑋 ⊖ F𝑛
𝑞 , let 𝑋 𝑡 := ¶x𝑡 : x ∈ 𝑋♢.

Lemma 1.1.1. Let 𝐶 be a linear code over F𝑞 and x ∈ (F𝑞
×)𝑛. Then x * 𝐶⊥ = (x⊗1 * 𝐶)⊥.

Proof. Since both codes have equal dimension, it suffices to prove one inclusion. Let v ∈ x*𝐶⊥.

There exists a ∈ 𝐶⊥ such that v = x * a. Then v * x⊗1 = a ∈ 𝐶⊥, hence 0 = ⟨(v * x⊗1), c⟩ =

⟨v, (x⊗1 * c)⟩ for all c ∈ 𝐶, so v ∈ (x⊗1 * 𝐶)⊥.

Let us consider tr : F𝑞𝑟 ⊃ F𝑞 the trace map (associated to the Ąeld extension F𝑞𝑟 ♣F𝑞) given

by tr(𝑥) = 𝑥 + 𝑥𝑞 + ≤ ≤ ≤ + 𝑥𝑞𝑟⊗1
. Consider also its coordinate-wise extension tr : F𝑛

𝑞𝑟 ⊃ F𝑛
𝑞 by

tr(x) = (tr(𝑥1), . . . , tr(𝑥𝑛)). Both maps are F𝑞-linear and surjective.

Definition 1.1.2. Let 𝐶 ⊖ F𝑛
𝑞𝑟 be a code over F𝑞𝑟 . The subĄeld subcode of 𝐶 over F𝑞 is

𝐶♣F𝑞 := 𝐶 ∩ F𝑛
𝑞 .

The trace code of 𝐶 is

tr(𝐶) := ¶tr(x) : x ∈ 𝐶♢.

The above codes over F𝑞 arising from a code over F𝑞𝑟 are related by the following result.

Theorem 1.1.3 (Delsarte). For 𝐶 a code over F𝑞𝑟 holds

(𝐶♣F𝑞)
⊥ = tr(𝐶⊥).

Proof. See [Sti09, Th. 9.1.2].

1.2 Algebraic curves

Let k be a perfect Ąeld. By a projective algebraic curve 𝒳 deĄned over k, we mean a one-

dimensional projective variety deĄned over k, that is to say, the ideal of 𝒳 is generated by

homogeneous polynomials with coefficients in k. We say that 𝒳 is geometrically irreducible

if the ideal of 𝒳 is prime ideal in the ring of polynomials with coefficients in k̄, an algebraic

closure of k. A point on 𝒳 is called a rational point if there exists a representative for 𝑃 with

all homogeneous coordinates in k.

Let k(𝒳 ) be the Ąeld of k-rational functions of 𝒳 , that is, quotient of homogeneous poly-

nomials over k of same degree. This is a one-variable algebraic function Ąeld over k, that is, a
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Ąnite extension of some rational function Ąeld over k.

Let 𝑃 be a point on 𝒳 . Let 𝒪𝑃 be the set of k-rational functions that are regular at 𝑃 ,

which is in fact a local ring with maximal ideal denoted by m𝑃 . Let k(𝑃 ) = 𝒪𝑃/m𝑃 be the

residue class Ąeld of 𝑃 which is a Ąnite extension of k. A point 𝑃 is called non-singular if

dim(m𝑃/m
2
𝑃 ) = 1. Otherwise, 𝑃 is called singular. Equivalently, 𝑃 is non-singular if and only

if 𝒪𝑃 is a discrete valuation ring. In this case, an element 𝑡𝑃 such that m𝑃 = 𝑡𝑃 𝒪𝑃 is called

a local parameter of 𝒳 at 𝑃 , and we have associated to 𝑃 a valuation on k(𝒳 ), that is, a

surjective function 𝑣𝑃 : k(𝒳 )× ⊃ Z satisfying

(i) 𝑣𝑃 (𝑓𝑔) = 𝑣𝑃 (𝑓) + 𝑣𝑃 (𝑔);

(ii) 𝑣𝑃 (𝑓 + 𝑔) ⊙ min¶𝑣𝑃 (𝑓), 𝑣𝑃 (𝑔)♢;

(iii) 𝑣𝑃 (𝑐) = 0 for 𝑐 ∈ k×.

Moreover, any rational function has a unique expansion into a Laurent series in a local

parameter 𝑡𝑃 at 𝑃 . We thus have a Ąeld embedding k(𝒳 ) ⊃˓ k((𝑡𝑃 )). A curve is called non-

singular if every point on 𝒳 is non-singular.

Let 𝒳 be a non-singular, geometrically irreducible, projective curve deĄned over k. A divisor

𝐷 on 𝒳 is a formal Ąnite sum of points of 𝒳 , 𝐷 =
√︁
𝑛𝑃𝑃 , with 𝑛𝑃 integers. The support of a

divisor 𝐷 is the set

¶𝑃 ∈ 𝒳 : 𝑛𝑃 ̸= 0♢,

usually denoted by Supp(𝐷). We denote the set of divisor on 𝒳 by Div(𝒳 ), which is an Abelian

group with the natural addition of divisors. The degree deg(𝐷) of a divisor 𝐷 =
√︁
𝑛𝑃𝑃 ∈

Div(𝒳 ) is the integer
√︁
𝑛𝑃 deg(𝑃 ). We say 𝐷 is effective, 𝐷 ⊙ 0, if 𝑛𝑃 ⊙ 0 for each 𝑃 on 𝒳 .

This concept induces a partial order on Div(𝒳 ) given by 𝐷 ⊙ 𝐸 if 𝐷 ⊗ 𝐸 is effective.

We associate to any 𝑓 ∈ k(𝒳 )× a divisor by

div(𝑓) :=
∑︁

𝑃 ∈𝒳

𝑣𝑃 (𝑓)𝑃,

called principal divisor of 𝑓 . Since any 𝑓 has Ąnitely many zeroes and poles on 𝒳 , we thus

have Supp(div(𝑓)) is Ąnite. Observe also that div(𝑓) is a difference of two effective divisors

div(𝑓) = div0(𝑓) ⊗ div∞(𝑓),

where

div0(𝑓) =
∑︁

𝑣𝑃 (𝑓)>0

𝑣𝑃 (𝑓)𝑃 and div∞(𝑓) =
∑︁

𝑣𝑃 (𝑓)<0

𝑣𝑃 (𝑓)𝑃,
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called respectively of divisor of zeroes and divisor of poles of 𝑓 . It is easily seen that principal

divisors on 𝒳 form a subgroup of Div(𝒳 ), denoted by Princ(𝒳 ). Also, it enables us to say that

two divisors 𝐷,𝐸 ∈ Div(𝒳 ) are linearly equivalent and write 𝐷 ≍ 𝐸, if 𝐷 ⊗ 𝐸 ∈ Princ(𝒳 ).

The group Div(𝒳 )/Princ(𝒳 ) of divisor equivalence classes is called divisor class group. It is a

Ąnite group.

Theorem 1.2.1. The degree of a principal divisor is 0.

Given 𝐷 ∈ Div(𝒳 ), we can associate to it the set

ℒ(𝐷) := ¶𝑓 ∈ k(𝒳 )× : div(𝑓) +𝐷 ⊙ 0♢ ∪ ¶0♢,

called the Riemann-Roch space of 𝐷. The set ℒ(𝐷) is a k-vector space whose dimension we

shall denote by ℓ(𝐷).

Theorem 1.2.2. The dimension ℓ(𝐷) of ℒ(𝐷) is Ąnite for any 𝐷 ∈ Div(𝒳 ) and only depends

on the linear equivalence class of 𝐷.

Let 𝑓 : 𝒳 ⊃ 𝒴 be a non-constant 𝑘-morphism between projective curves. Hence we have a

Ąeld embedding 𝑓 * : k(𝒴) ⊃˓ k(𝒳 ) and thus the Ąnite Ąeld extension degree [k(𝒳 ) : 𝑓 *(k(𝒴))] is

called degree of 𝑓 , denoted by deg(𝑓). In case that 𝒳 and 𝒴 are non-singular curves, 𝑓 is said a

covering of curves. Let 𝑓 : 𝒳 ⊃ 𝒴 be a covering and 𝑃 ∈ 𝒳 any point. The ramiĄcation index

𝑒𝑃 of 𝑓 at 𝑃 is the integer 𝑣𝑃 (𝑓 *(𝑡𝑓(𝑃 ))), where 𝑡𝑓(𝑃 ) is a local parameter of 𝒴 at 𝑓(𝑃 ). Observe

that 𝑒𝑃 is well deĄned and 𝑒𝑃 ⊙ 1, since 𝑓 *(𝑡𝑓(𝑃 )) vanishes at 𝑃 . It satisĄes 𝑡𝑓(𝑃 ) = 𝑡𝑒𝑃

𝑃 𝑢, for

𝑢 ∈ 𝒪𝑃 and 𝑡𝑃 a local parameter of 𝒳 at 𝑃 . We say 𝑃 ∈ 𝒴 is a ramiĄcation point of 𝑓 if

𝑒𝑃 ⊙ 2. Otherwise, we say 𝑃 is unramiĄed.

Given a covering 𝑓 : 𝒳 ⊃ 𝒴 and a divisor 𝐷 =
√︁
𝑛𝑄𝑄 on 𝒴 , we deĄne the pullback of 𝐷

by the divisor on 𝒳
𝑓 *(𝐷) :=

∑︁

𝑄∈𝑆𝑢𝑝𝑝(𝐷)

∑︁

𝑃 ∈𝑓⊗1(𝑄)

𝑛𝑄𝑒𝑃𝑃.

We thus have a map 𝑓 * : Div(𝒴) ⊃ Div(𝒳 ).

Theorem 1.2.3. For any 𝐷 ∈ Div(𝒴), we have deg(𝑓 *(𝐷)) = deg(𝐷) deg(𝑓).

A derivation on 𝒳 is a k-linear map 𝑑 : k(𝒳 ) ⊃ k(𝒳 ) satisfying 𝑑(𝑓1𝑓2) = 𝑓1𝑑𝑓2 + 𝑓2𝑑𝑓1.

Denote by Der(𝒳 ) the set of derivations on 𝒳 .

Theorem 1.2.4. Let 𝑡 be local parameter at a point 𝑃 on 𝒳 . Then there exists a unique

derivation 𝑑𝑡 : k(𝒳 ) ⊃ k(𝒳 ) such that 𝑑𝑡𝑡 = 1. Moreover Der(𝒳 ) is a one-dimensional k(𝒳 )-

vector space and 𝑑𝑡 is a basis for every local parameter 𝑡 at 𝑃 .

A rational differential form on 𝒳 is a k(𝒳 )-linear map from Der(𝒳 ) to k(𝒳 ).
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Theorem 1.2.5. The set Ω(𝒳 ) of rational differential forms of 𝒳 is a one-dimensional k(𝒳 )-

vector space and 𝑑𝑡 is a basis for every local parameter.

For any point 𝑃 ∈ 𝒳 , let 𝑡𝑃 be a local parameter of 𝒳 at 𝑃 . Thus for any rational differential

form æ there exists an unique rational function 𝑓𝑃 such that æ = 𝑓𝑃𝑑𝑡𝑃 . We deĄne the divisor

of æ by

div(æ) :=
∑︁

𝑣𝑃 (æ)𝑃,

where 𝑣𝑃 (æ) := 𝑣𝑃 (𝑓𝑃 ).

The divisor class of a rational differential form on 𝒳 is called the canonical class of 𝒳 and

its divisors are called canonical divisors of 𝒳 . Notice that the canonical divisor class deĄni-

tion makes sense since the quotient of two rational differential forms is a rational function on 𝒳 .

Given 𝐷 a divisor on 𝒳 , deĄne the set of rational differential forms

Ω(𝐷) := ¶æ ∈ Ω(𝒳 )∖¶0♢ : div(æ) ⊗𝐷 ⊙ 0♢ ∪ ¶0♢,

which is a k-vector space whose dimension is denoted by 𝑖(𝐷), called speciality index of 𝐷.

Theorem 1.2.6 (of duality). Let 𝐷 be a divisor on 𝒳 and 𝐾 a canonical divisor on 𝒳 given

by a rational differential form æ. Then the map ℒ(𝐾 ⊗ 𝐷) ⊃ Ω(𝐷) given by 𝑓 ↦⊃ 𝑓æ is an

isomorphism of k-vector spaces. In particular, 𝑖(𝐷) = ℓ(𝐾 ⊗𝐷).

The integer 𝑖(0) = ℓ(𝐾) for all canonical divisor 𝐾 is called genus of 𝒳 , denoted by 𝑔(𝒳 ).

Theorem 1.2.7 (Riemann-Roch). For any 𝐷 ∈ Div(𝒳 ), we have

ℓ(𝐷) = deg(𝐷) + 1 ⊗ 𝑔(𝒳 ) + 𝑖(𝐷)
= deg(𝐷) + 1 ⊗ 𝑔(𝒳 ) + ℓ(𝐾 ⊗𝐷),

where 𝐾 is a canonical divisor on 𝒳 .

Proposition 1.2.8. (i) deg(𝐾) = 2𝑔(𝒳 ) ⊗ 2 for any canonical divisor 𝐾 on 𝒳 ;

(ii) ℓ(𝐷) = deg(𝐷) + 1 ⊗ 𝑔(𝒳 ) for any divisor 𝐷 on 𝒳 with deg(𝐷) ⊙ 2𝑔(𝒳 ) ⊗ 1;

(iii) 𝐾 is a canonical divisor on 𝒳 if and only if deg(𝐾) = 2𝑔(𝒳 ) ⊗ 2 and ℓ(𝐾) ⊙ 𝑔(𝒳 ).

Let 𝑃 be a point on 𝒳 . We deĄne the residue of a rational differential form æ at 𝑃 by

res𝑃 (æ) := Trk(𝑃 )♣k(𝑎⊗1)

where 𝑎⊗1 is given by the expansion of 𝑓𝑃 into the Laurent series
√︁
𝑎𝑖𝑡

𝑖
𝑃 and Tr is the trace

map from residue class Ąeld k(𝑃 ) to k.
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Proposition 1.2.9. (i) res𝑃 (æ) does not depend on the choice of a local parameter 𝑡𝑃 ;

(ii) res𝑃 is a k-linear functional on Ω(𝒳 );

(iii) res𝑃 (𝑑𝑓) = 0 for all 𝑓 ∈ k(𝒳 )×;

(iv) res𝑃 (𝑑𝑓/𝑓) = 𝑣𝑃 (𝑓) for all 𝑓 ∈ k(𝒳 )×.

Theorem 1.2.10. If æ is a rational differential form on a non-singular projective curve, then

∑︁

𝑃 ∈𝒳

res𝑃 (æ) = 0. (Residue formula)

Let 𝜙 : 𝒳 ⊃ 𝒴 be a covering of curves and let æ =
√︁

𝑖 𝑓𝑖𝑑𝑔𝑖 ∈ Ω(𝒴). DeĄne the pullback of

æ by

𝜙*(æ) :=
∑︁

𝑖

𝜙*(𝑓𝑖)𝑑𝜙
*(𝑔𝑖) ∈ Ω(𝒳 ).

This notion does not depend on the choice of a representation of æ. We thus have a k-linear

map 𝜙* : Ω(𝒴) ⊃ Ω(𝒳 ).

Let 𝑓 : 𝒳 ⊃ 𝒴 be a covering of projective curves. Suppose moreover 𝑓 is separable, that

is the Ąeld extension k(𝒳 )♣𝑓 *(k(𝒴)) is separable. For 𝑃 ∈ 𝒳 , let 𝑄 = 𝑓(𝑃 ), 𝑡𝑃 and 𝑡𝑄 their

respective local parameters on 𝒳 and 𝒴 . Consider the integer

𝑏𝑃 := 𝑣𝑃 (𝑓 *(𝑑𝑡𝑄)/𝑑𝑡𝑃 ).

Observe that if 𝑃 is a ramiĄcation point of 𝑓 then 𝑏𝑃 ̸= 0. DeĄne

𝐵𝑓 :=
∑︁

𝑏𝑃𝑃 ∈ Div(𝒳 )

the so-called ramiĄcation divisor of 𝑓 . (recall the set of ramiĄcation points of a separable

covering is Ąnite)

Theorem 1.2.11. (Riemann-Hurwitz-Zeuthen formula) Let 𝑓 : 𝒳 ⊃ 𝒴 be a separable covering

of curves of degree 𝑑. Then

2𝑔(𝒳 ) ⊗ 2 = 𝑑(2𝑔(𝒴) ⊗ 2) + deg(𝐵𝑓 ).

1.3 Algebraic-geometric codes

Let 𝒳 be a non-singular, projective, geometrically irreducible algebraic curve of genus 𝑔

deĄned over F𝑞. Take two rational divisors 𝐷 and 𝐺 on 𝒳 with disjoint supports and such that
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𝐷 is the sum of 𝑛 rational distinct points, 𝐷 = 𝑃1 + ≤ ≤ ≤+𝑃𝑛. For 𝒫 = Supp(𝐷), let us consider

the linear evaluation map at 𝒫

ev𝒫 : ℒ(𝐺) ⊗⊃ F𝑛
𝑞

𝑓 ↦⊃ (𝑓(𝑃1), ..., 𝑓(𝑃𝑛))
.

The algebraic geometry code (or AG code) deĄned by the triple (𝒳 , 𝐷,𝐺) via the ℒ-construction

is the image ev𝒫(ℒ(𝐺)), denoted by 𝐶ℒ(𝒳 , 𝐷,𝐺), or simply 𝐶ℒ(𝐷,𝐺) when the curve 𝒳 is clear

in the context. Its dimension is 𝑘 = ℓ(𝐺) ⊗ ℓ(𝐺⊗𝐷) and its minimum distance 𝑑 satisĄes the

so-called Goppa bound

𝑑 ⊙ 𝑛⊗ deg(𝐺). (1.3.1)

Remark 1.3.1. Observe that 𝐶ℒ(𝐷,𝐺) reaches the Goppa bound if and only if there exists

divisor 𝐷′ on 𝒳 such that 0 ⊘ 𝐷′ ⊘ 𝐷, deg(𝐷′) = deg(𝐺) and ℓ(𝐺⊗𝐷′) ⊘ 0; see [Sti09, Rmk.

2.2.5].

The so-called improved Goppa bound gives us

𝑑 ⊙ 𝑛⊗ deg(𝐺) + Ú𝑎+1, (1.3.2)

where 𝑎 = ℓ(𝐺 ⊗ 𝐷) is the abundance of 𝐶ℒ(𝐷,𝐺) and, for an integer 𝑟 ⊙ 1, Ú𝑟 is the 𝑟-th

gonality of 𝒳 deĄned by

Ú𝑟 := min¶deg(𝐴) : 𝐴 is a rational divisor on 𝒳 with ℓ(𝐴) ⊙ 𝑟♢.

The sequence (Ú𝑟)𝑟⊙1 is called the gonality sequence of 𝒳 .

Let us consider the linear residue map at 𝒫

res𝒫 : Ω(𝐺⊗𝐷) ⊗⊃ F𝑛
𝑞

æ ↦⊃ (res𝑃1(æ), ..., res𝑃𝑛
(æ)).

The algebraic geometry code deĄned by the triple (𝒳 , 𝐷,𝐺) via the Ω-construction is the

image res𝒫(Ω(𝐺⊗𝐷)), denoted by 𝐶Ω(𝒳 , 𝐷,𝐺), or simply 𝐶Ω(𝐷,𝐺) for short. The dimension

and minimum distance of 𝐶Ω(𝐷,𝐺) satisfy respectively

𝑘 = 𝑖(𝐺⊗𝐷) ⊗ 𝑖(𝐺) and 𝑑 ⊙ deg(𝐺) ⊗ (2𝑔 ⊗ 2). (1.3.3)

As consequence of residue formula, the constructions above are related by the following

result.

Theorem 1.3.2. The codes 𝐶ℒ(𝐷,𝐺) and 𝐶Ω(𝐷,𝐺) are dual of each other, that is

𝐶Ω(𝐷,𝐺) = 𝐶ℒ(𝐷,𝐺)⊥.
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Proof. Since by Riemann-Roch theorem 𝐶Ω(𝐷,𝐺) and 𝐶ℒ(𝐷,𝐺)⊥ have the same dimension, it

is equivalent to show that we have ⟨x,y⟩ = 0 for x = ev𝒫(𝑓) with 𝑓 ∈ ℒ(𝐺) and y = res𝒫(æ)

with æ ∈ Ω(𝐷⊗𝐺). Notice that ⟨x,y⟩ =
√︁𝑛

𝑖=1 𝑓(𝑃𝑖) res𝑃𝑖
(æ) =

√︁𝑛
𝑖=1 res𝑃𝑖

(𝑓æ). As div(𝑓) ⊙ ⊗𝐺
and div(æ) ⊙ 𝐺 ⊗ 𝐷, we get div(𝑓æ) ⊙ ⊗𝐷. Hence the differential form does not have poles

outside 𝒫 , and consequently it does not have non-zero residue outside 𝒫 . It follows from

Residue formula that
𝑛∑︁

𝑖=1

res𝑃𝑖
(𝑓æ) =

∑︁

𝑃 ∈𝒳

res𝑃𝑖
(𝑓æ) = 0.

The following result shows the equivalence between the ℒ and Ω constructions.

Proposition 1.3.3. The codes 𝐶Ω(𝐷,𝐺) and 𝐶ℒ(𝐷, div(æ) ⊗𝐺+𝐷) are formally equivalent.

Precisely, for any æ ∈ Ω(𝒳 ) with 𝑣𝑃𝑖
(æ) = ⊗1, the equality holds

𝐶Ω(𝐷,𝐺) = x * 𝐶ℒ(𝐷, div(æ) ⊗𝐺+𝐷)

where x = (res𝑃1(æ), . . . , res𝑃𝑛
(æ)) ∈ (F×

𝑞 )𝑛.

Proof. Notice that as 𝑣𝑃𝑖
(æ) = ⊗1, we have 𝐷 and div(æ) ⊗𝐺+𝐷 with disjoint supports. By

Theorem 1.2.6 (of duality) we have the isomorphism ℒ(div(æ) ⊗𝐺+𝐷) ⊃ Ω(𝐺⊗𝐷) given by

𝑓 ↦⊃ 𝑓æ. Since res𝑃𝑖
(𝑓æ) = 𝑓(𝑃𝑖) res𝑃𝑖

(æ), we have the assertion by using Theorem 1.3.2.

The previous result is reĄned as follows.

Proposition 1.3.4. There exists a differential form Ö ∈ Ω(𝒳 ) such that 𝑣𝑃𝑖
(Ö) = ⊗1 and

res𝑃𝑖
(Ö) = 1 for 𝑖 = 1, . . . , 𝑛, and in particular

𝐶Ω(𝐷,𝐺) = 𝐶ℒ(𝐷, div(Ö) ⊗𝐺+𝐷).

Proof. See [Sti09, Lem. 2.2.9, Prop. 2.2.10].

Proposition 1.3.5. (a) Suppose 𝐺1, 𝐺2 ∈ Div(𝒳 ) with 𝐺1 ≍ 𝐺2 and disjoint support from

𝒫 . Then 𝐶ℒ(𝐷,𝐺1) and 𝐶ℒ(𝐷,𝐺2) are formally equivalent. The same holds for 𝐶Ω(𝐷,𝐺1)

and 𝐶Ω(𝐷,𝐺2).

(b) Conversely, if a code 𝐶 ⊖ F𝑛
𝑞 is formally equivalent to 𝐶ℒ(𝐷,𝐺) (resp. 𝐶Ω(𝐷,𝐺)) then there

exists 𝐺′ ∈ Div(𝒳 ) with 𝐺′ ≍ 𝐺 and disjoint support from 𝒫 such that 𝐶 = 𝐶ℒ(𝐷,𝐺′)

(resp. 𝐶Ω(𝐷,𝐺′)).

Proof. See [Sti09, Prop. 2.2.14].
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Chapter 2

Generalized Weierstrass semigroups

and their Poincaré series

Weierstrass semigroups at a rational point on an algebraic curve is a classical matter in

the theory of Weierstrass points. They are related to dimensions of Riemann-Roch spaces

associated, and from this particular relation, we have their many applications. Theoretical

questions concerning these objects are still an active line of investigation as e.g. understanding

their role in the setting of numerical semigroups or when numerical semigroups arise from a

pointed curve.

The notion of Weierstrass semigroups admits interpretations that allow us to extend this

concept to several rational points of an algebraic curve in two different approaches so that we

also have the dimensions of the corresponding Riemann-Roch spaces involved, the so-called

Weierstrass semigroups and generalized Weierstrass semigroups at several points. These exten-

sions constitute a recent topic of research that has received substantial attention and developed

many techniques to understand their arithmetical structures, mainly because of their applica-

tions to coding theory.

On the other hand, the notion of Poincaré series arose as an arithmetic/combinatorial tool

to describe in a series the properties related to homogeneous components of a graded algebraic

object. In this setting, motivated by local structures associated to singularity curves, a deĄnition

of Poincaré series associated to generalized Weierstrass semigroups was introduced in [Moy11].

Since the generalized Weierstrass semigroups at several points have a natural multi-indexed

Ąltration structure by Ąnite dimensional vector spaces (the Riemann-Roch spaces associated),

their corresponding Poincaré series can be considered to codify theses spaces.

In this chapter, we study Poincaré series associated to Weierstrass semigroups at several

points as invariants of these semigroups. In particular, we show in Section 2.3 that these formal

multivariate series carry enough information to recover entirely the semigroups. For this, we

provide in Section 2.2 a description of generalized Weierstrass semigroups at several points in

terms of least upper bounds of absolute maximal elements in the semigroups and prove that
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these special elements in the semigroups belong to the support of the corresponding Poincaré

series.

The description from Section 2.2 enables us to formulate moreover that generalized Weier-

strass semigroups are determined Ąnitely by certain absolute maximal elements, and therefore

we obtain a method to construct these semigroups from Ąnite elements. As a consequence, we

establish a functional equation to the Poincaré series and prove that they are Ąnitely determined

by their semigroup polynomials, as shown in Section 2.3.

In Section 2.4 we present a general functional equation to Poincaré series associated to

symmetric generalized Weierstrass semigroups.

2.1 Generalized Weierstrass semigroups at several points

Let 𝒳 be a projective, non-singular, and geometrically irreducible algebraic curve of genus

𝑔 = 𝑔(𝒳 ) deĄned over a perfect Ąeld k with its function Ąeld k(𝒳 ). Given 𝑄 a point on 𝒳 , we

call an integer Ð a gap at 𝑄 if ℓ(Ð𝑄) = ℓ((Ð ⊗ 1)𝑄). Otherwise, Ð is called a non-gap at 𝑄.

Denote by 𝐻(𝑄) the set of non-gaps at 𝑄.

Theorem 2.1.1 (Weierstrass Gap Theorem). Suppose that 𝑄 is a k-rational point on 𝒳 . Then

𝐻(𝑄) is a subsemigroup of N0 with respect to the usual addition and its complement in N0 is

Ąnite with exactly 𝑔 gaps at 𝑄.

Proof. See [Sti09, Th. 1.6.8].

The set 𝐻(𝑄) is referred as the Weierstrass numerical semigroup of 𝒳 at 𝑄. We can express

it equivalently as

(2.1.1a)𝐻(𝑄) = ¶Ð ∈ N0 : ∃ 𝑓 ∈ k(𝒳 )× with div∞(𝑓) = Ð𝑄♢
(2.1.1b)= ¶⊗𝑣𝑄(𝑓) ∈ N0 : 𝑓 ∈ ℒ(∞𝑄)∖¶0♢♢,

where ℒ(∞𝑄) denotes the ring of rational functions of 𝒳 having poles only at 𝑄.

The characterizations above of 𝐻(𝑄) enable us to extend the notion of Weierstrass semi-

groups to several points in two different ways. The Ąrst idea in this direction was introduced by

Arbarello et al. in [Arb+85, p. 365] following the description (2.1.1a) and developed for many

authors; see e.g. [Kim94; Hom96; Mat04; CT05]. A more general extension to several points

based on (2.1.1b) appeared in the DelgadoŠs work [Del90] and was explored recently by Beelen

and Tutaş in [BT06]. Next we brieĆy describe these two approaches.

Assume 𝒳 as before. Let 𝑄1, . . . , 𝑄ℓ be ℓ ⊙ 2 pairwise distinct k-rational points of 𝒳 . The

subsemigroup of N𝑚
0

𝐻(Q) := ¶(Ð1, . . . , Ðℓ) ∈ Nℓ
0 : ∃ 𝑓 ∈ k(𝒳 )× with div∞(𝑓) =

ℓ∑︁

𝑖=1

Ð𝑖𝑄𝑖♢ (2.1.2)
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is called the (classical)Weierstrass semigroup at the ℓ-tuple Q = (𝑄1, . . . , 𝑄ℓ).

Remark 2.1.2. The complement Nℓ
0∖𝐻(Q), whose elements are also called gaps at Q, is

likewise a Ąnite set but now its cardinality depends on the choice of the ℓ-tuple Q; see [Hom96].

As mentioned, many works appeared in this direction dealing with methods to determine

Weierstrass semigroups and to estimate the number of gaps at several points. In particular,

it has been mainly studied due to their applications to error-correcting codes; see e.g. [HK01;

Mat01; Mat04; CT05].

Interpreted as in (2.1.1b), Weierstrass semigroups motivate a more embracing generalization

to several points which allows us to consider semigroups in Zℓ instead of in Nℓ
0 as in (2.1.2).

As we will see later, these semigroups codify not only effective divisors but all divisors on 𝒳
supported on points of the ℓ-tuple Q. With this purpose, let us denote by 𝑅Q the ring of

functions of 𝒳 that are regular outside ¶𝑄1, . . . , 𝑄ℓ♢. Considering 𝑣𝑄𝑖
the valuation of k(𝒳 )

associated to 𝑄𝑖, for 𝑓 ∈ k(𝒳 )×, denote by 𝜌Q(𝑓) the ℓ-tuple (⊗𝑣𝑄1(𝑓), . . . ,⊗𝑣𝑄ℓ
(𝑓)). The set

̂︁𝐻(Q) := ¶𝜌Q(𝑓) ∈ Zℓ : 𝑓 ∈ 𝑅Q∖¶0♢♢ (2.1.3)

is called the generalized Weierstrass semigroup of 𝒳 at Q; see [Del90; BT06].

From the valuation properties, ̂︁𝐻(Q) is a subsemigroup of Zℓ with respect to the usual

addition; moreover, it is shown in [BT06, Prop. 2] that the semigroups 𝐻(Q) and ̂︁𝐻(Q) are

related by

𝐻(Q) = ̂︁𝐻(Q) ∩ Nℓ
0.

From now on, we shall restrict ourselves to the study of generalized Weierstrass semigroups

since they contain the classical one by the relation above. In what follows we characterize their

elements in terms of dimensions of Riemann-Roch spaces associated. For this purpose, let us

Ąx some helpful notation:

• For α = (Ð1, . . . , Ðℓ) ∈ Zℓ, we set 𝐷(α) :=
√︁ℓ

𝑖=1 Ð𝑖𝑄𝑖, ♣α♣:= √︁ℓ
𝑖=1 Ð𝑖, ℒ(α) := ℒ(𝐷(α))

the Riemann-Roch space associated to 𝐷(α) and ℓ(α) its k-dimension.

• Let 𝐼 := ¶1, 2, . . . , ℓ♢. For α = (Ð1, . . . , Ðℓ) ∈ Zℓ, 𝐽 ( 𝐼 and 𝑖 ∈ 𝐼, we set

∇𝐽(α) := ¶(Ñ1, . . . , Ñℓ) ∈ Zℓ : Ñ𝑖 = Ð𝑖 ∀ 𝑖 ∈ 𝐽 and Ñ𝑗 < Ð𝑗 ∀ 𝑗 ̸∈ 𝐽♢

∇𝑖(α) := ∇¶𝑖♢(α)

∇ℓ
𝑖(α) := ¶(Ñ1, . . . , Ñℓ) ∈ ̂︁𝐻(Q) : Ñ𝑖 = Ð𝑖 and Ñ𝑗 ⊘ Ð𝑗 ∀ 𝑗 ̸= 𝑖♢.
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• For α ∈ Zℓ and a non-empty subset 𝐽 ( 𝐼, let

∇(α) :=
ℓ⋃︁

𝑖=1

∇𝑖(α), ∇(α) := ∇(α) ∩ ̂︁𝐻(Q) and ∇𝐽(α) := ∇𝐽(α) ∩ ̂︁𝐻(Q).

• For any subset 𝐽 ( 𝐼, denote by 1𝐽 the ℓ-tuple whose the 𝑗-th coordinate 1 if 𝑗 ∈ 𝐽 and 0

otherwise; for instance, 1𝐼 = 1 is the all 1 ℓ-tuple, 1∅ is the all zero ℓ-tuple, and e𝑖 = 1¶𝑖♢.

The next result was originally proved by Delgado [Del90, p. 629] in the case of algebraically

closed Ąelds. For the general case, it can be adapted by using ideas from Carvalho and Torres

in [CT05, Lem. 2.2] as follows.

Proposition 2.1.3. Let α ∈ Zℓ and suppose that #k ⊙ ℓ. Then

(1) α ∈ ̂︁𝐻(Q) if and only if ℓ(α) = ℓ(α ⊗ e𝑖) + 1 for all 𝑖 ∈ 𝐼;

(2) ∇ℓ
𝑖(α) = ∅ if and only if ℓ(α) = ℓ(α ⊗ e𝑖).

Proof. (1) If α ∈ ̂︁𝐻𝒳 (Q), then there exists 𝑓 ∈ 𝑅Q such that 𝑣𝑄𝑖
(𝑓) = ⊗Ð𝑖 for all 𝑖 ∈ 𝐼, and

consequently, 𝑓 ∈ ℒ(α)∖ℒ(α ⊗ e𝑖) for every 𝑖 ∈ 𝐼. Thus, ℓ(α ⊗ e𝑖) = ℓ(α) ⊗ 1 for all 𝑖 ∈ 𝐼.

Conversely, from ℓ(α) = ℓ(α ⊗ e𝑖) + 1 for all 𝑖 ∈ 𝐼, there exist 𝑓𝑖 ∈ ℒ(α)∖ℒ(α ⊗ e𝑖) for every

𝑖 ∈ 𝐼. Hence, 𝑣𝑄𝑖
(𝑓𝑖) = ⊗Ð𝑖 and 𝑣𝑄𝑗

(𝑓𝑖) ⊙ ⊗Ð𝑗 if 𝑗 ̸= 𝑖. Consider

𝑓𝑖 = 𝑎𝑖𝑗𝑡
𝑣𝑄𝑗

(𝑓𝑖)

𝑄𝑗
+ ≤ ≤ ≤ ∈ k((𝑡𝑄𝑗

))

the local expansion of 𝑓𝑖 at 𝑄𝑗 in Laurent series in 𝑡𝑄𝑗
. We claim that there exists (𝑏1, . . . , 𝑏ℓ) ∈

kℓ such that 𝑓 =
√︁ℓ

𝑖=1 𝑏𝑖𝑓𝑖 ∈ 𝑅Q and 𝑣𝑄𝑗
(𝑓) = ⊗Ð𝑗 for all 𝑗 ∈ 𝐼. Indeed, taking (𝑏1, . . . , 𝑏ℓ) ∈ kℓ

outside the union of ℓ hyperplanes, it guarantees that 𝑣𝑄𝑗
(𝑓) = ⊗Ð𝑗 for every 𝑗. But as #k ⊙ ℓ,

this choice of (𝑏1, . . . , 𝑏ℓ) ∈ kℓ can always be done.

(2) Note that ℓ(α) = ℓ(α ⊗ e𝑖) + 1 if and only if there exists 𝑓 ∈ ℒ(α)∖ℒ(α ⊗ e𝑖), which is

equivalent to 𝜌Q(𝑓) ∈ ∇ℓ
𝑖(α).

With the description of elements of ̂︁𝐻(Q) given above, we obtain the behaviour of Riemann-

Roch spaces of each divisor on 𝒳 supported on 𝑄1, . . . , 𝑄ℓ through the knowledge of the gen-

eralized Weierstrass semigroup at Q. As an immediate consequence, we obtain the following

property concerning trivial elements in ̂︁𝐻(Q).

Corollary 2.1.4. Let α ∈ Zℓ and assume that #k ⊙ ℓ. If ♣α♣< 0 then α ̸∈ ̂︁𝐻(Q). Furthermore,

α ∈ ̂︁𝐻(Q) whenever ♣α♣⊙ 2𝑔.

Proof. It follows from Theorem 2.1.3(a) and the Riemann-Roch theorem.

Remark 2.1.5. As observed in [CT05, p. 214] in case of Weierstrass semigroups in (2.1.2),

the assumption on the cardinality of k is indeed essential for this characterization.
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2.2 Determining generalized Weierstrass semigroups

In this section we investigate how to determine generalized Weierstrass semigroups. As a

conclusion, we present a description of them in terms of least upper bounds of special ele-

ments, an analogous approach to that introduced by Kim [Kim94] for pairs and generalized by

Matthews [Mat04] in the case of classical Weierstrass semigroups at several points. Moreover,

we show that it is possible to determine these generating elements from a Ąnite number of them.

With this purpose, let us assume 𝒳 a curve over k and Q = (𝑄1, . . . , 𝑄ℓ) an ℓ-tuple of

k-rational points of 𝒳 under the same assumptions as in the last section. We also suppose that

#k ⊙ ℓ ⊙ 2.

2.2.1 Generating sets for ̂︁𝐻(P)

We start by recalling the notion of maximality from [Del90]. It translates arithmetical

properties of Riemann-Roch spaces ℒ(α) into some subsets of Zℓ related to α.

An element α of ̂︁𝐻(Q) is said maximal if ∇(α) = ∅. If moreover ∇𝐽(α) = ∅ for every

non-empty subset 𝐽 ( 𝐼, α is called an absolute maximal. Denote respectively by ℳ(Q) and

Γ(Q) the sets of maximal and absolute maximal elements of ̂︁𝐻(Q).

Notice that when ℓ = 2, every maximal element is absolute maximal.

Example 2.2.1. This example elucidates the maximal elements of a generalized Weierstrass

semigroup of the Hermitian curve given by the affine equation 𝑥4 = 𝑦3 + 𝑦 over F9 at pair

(𝑄,𝑃 ), where 𝑄 is the point at inĄnity and 𝑃 = (0 : 0 : 1). In the Figure 2.1, the maximal

elements are represented by the circles ◇, whereas the remaining elements of the semigroup are

represented by the Ąlled circles ∙.

Denoting Λ0 := ¶α ∈ Zℓ : ♣α♣= 0♢, we follow [BT06] to consider the next interesting

functions.

Definition 2.2.2. For 𝑖 ∈ 𝐼, we deĄne for any α ∈ Λ0

à𝑖(α) := min¶Ú ∈ Z : (Ð1, . . . , Ð𝑖⊗1, Ú, Ð𝑖+1, . . . , Ðℓ) ∈ ̂︁𝐻(Q)♢.

When ℓ = 2, these functions play an important role in the description of the generalized

Weierstrass semigroup. Since elements in Λ0 are of type (𝑗,⊗𝑗) for 𝑗 ∈ Z, rewriting à𝑖 : Z ⊃ Z,

𝑖 = 1, 2 (see [BT06, Sec. 3] for details), it follows from [BT06, Prop. 14 (i)] that

à1(à2(𝑗)) = 𝑗 = à2(à1(𝑗)) for 𝑗 ∈ Z.

This allows us to see that the sets

¶(𝑗, à2(𝑗)) ∈ ̂︁𝐻(Q) : 𝑗 ∈ Z♢ = ¶(à1(𝑗), 𝑗) ∈ ̂︁𝐻(Q) : 𝑗 ∈ Z♢ (2.2.1)
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𝐻(𝑄)

𝐻(𝑃 )

Figure 2.1: Maximal elements of ̂︁𝐻(𝑄,𝑃 )

coincide exactly with the set of maximal elements ℳ(Q) of ̂︁𝐻(Q). Furthermore, adapting

ideas from [Kim94; Hom96], a straightforward veriĄcation shows that

̂︁𝐻(Q) = ¶(max¶Ð1, Ñ1♢,max¶Ð2, Ñ2♢) ∈ Z2 : α,β ∈ ℳ(Q)♢. (2.2.2)

In the remaining of this subsection, we investigate the relationship between maximal el-

ements and generating sets for generalized Weierstrass semigroups at several points, taking

account the characterization from (2.2.2) in the case of pairs.

In our next proposition, we state equivalences concerning the absolute maximal property.

Proposition 2.2.3. Let α ∈ ̂︁𝐻(Q). Then the following statements are equivalent:
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(i) α is absolute maximal;

(ii) ∇ℓ
𝑖(α) = ¶α♢ for all 𝑖 ∈ 𝐼;

(iii) ∇ℓ
𝑖(α) = ¶α♢ for some 𝑖 ∈ 𝐼;

(iv) ℓ(α) = ℓ(α ⊗ 1) + 1.

Proof. Let us Ąrst prove that (i) implies (ii). Since α ∈ ̂︁𝐻(Q), we get ¶α♢ ⊖ ∇ℓ
𝑖(α) for all

𝑖 ∈ 𝐼. If β ∈ ∇ℓ
𝑗(α) with β ̸= α for some 𝑗 ∈ 𝐼, then there exists a subset 𝐽 ( 𝐼 containing 𝑗

such that β ∈ ∇𝐽(α), contradicting the hypothesis.

Since (ii) immediately implies (iii), let us assume (iii). To prove (iv) it is sufficient to show

that ℓ(α ⊗ 1𝐽𝑐) = ℓ(α ⊗ 1𝐽𝑐∪¶𝑖♢) for every subset 𝐽 ( 𝐼 containing 𝑖, which is equivalent to

∇ℓ
𝑖(α ⊗ 1𝐽𝑐) = ∅ by Proposition 2.1.3 (2). But, since

∇ℓ
𝑖(α ⊗ 1𝐽𝑐) ⊖ ∇ℓ

𝑖(α) = ¶α♢,

the only possibility is ∇ℓ
𝑖(α ⊗ 1𝐽𝑐) = ∅ because α ̸∈ ∇ℓ

𝑖(α ⊗ 1𝐽𝑐).

To deduce (i) from (iv), notice that ℓ(α ⊗ e𝑖) = ℓ(α ⊗ 1) for every 𝑖 ∈ 𝐼. If ∇𝐽(α) ̸= ∅ for

some non-empty 𝐽 ( 𝐼, since ∇𝐽(α) ⊖ ∇ℓ
𝑗(α ⊗ 1𝐽𝑐) for any 𝑗 ∈ 𝐽 , by Proposition 2.1.3 (2) we

get

ℓ(α ⊗ 1𝐽𝑐) = ℓ(α ⊗ 1𝐽𝑐 ⊗ e𝑗) + 1.

Since 𝐽 ( 𝐼, it follows that ℓ(α ⊗ 1𝐽𝑐) ⊘ ℓ(α ⊗ e𝑗) for 𝑗 ∈ 𝐼∖𝐽 . As ℓ(α ⊗ 1𝐽𝑐 ⊗ e𝑖) ⊙ ℓ(α ⊗ 1)

because 𝐽 ̸= ∅, we have

ℓ(α ⊗ e𝑗) ⊙ ℓ(α ⊗ 1) + 1,

which gives us a contradiction.

Remark 2.2.4. The main consequence of the result above is that it allows us to regard absolute

maximal elements α as minimal elements in the sets

¶β ∈ ̂︁𝐻(Q) : Ñ𝑖 = Ð𝑖♢ for 𝑖 = 1, . . . , ℓ,

with respect to the standard Bruhat (partial) order on Zℓ given by

(Ð1, . . . , Ðℓ) ⊘ (Ñ1, . . . , Ñℓ) ⇔ Ð𝑖 ⊘ Ñ𝑖 for all 𝑖 = 1, . . . , ℓ.

This interpretation coincides exactly with the notion used by Matthews in [Mat04] to for-

mulate the concept of generating sets for 𝐻(Q) and extends the approach of [Kim94; Hom96]

for pairs.
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Given β1, . . . ,β𝑠 ∈ Zℓ, deĄne their least upper bound by

lub(β1, . . . ,β𝑠) := (max¶Ñ1
1 , . . . , Ñ

𝑠
1♢, . . . ,max¶Ñ1

ℓ , . . . , Ñ
𝑠
ℓ ♢) ∈ Zℓ.

We next formulate a characterization of generalized Weierstrass semigroups through least

upper bounds of their absolute maximal elements. This description is analogous to that afforded

by Matthews in [Mat04] for classical Weierstrass semigroups at several points.

Theorem 2.2.5. The generalized Weierstrass semigroup of 𝒳 at the ℓ-tuple Q = (𝑄1, . . . , 𝑄ℓ)

can be written as
̂︁𝐻(Q) = ¶lub(β1, . . . ,βℓ) : β1, . . . ,βℓ ∈ Γ(Q)♢.

Proof. We begin by observing that for β1,β2 ∈ Γ(Q) ⊖ ̂︁𝐻(Q), we obtain lub(β1,β2) ∈ ̂︁𝐻(Q)

since it is always possible to Ąnd (𝑏1, 𝑏2) ∈ k2 outside the union of at most ℓ one-dimensional

linear spaces thanks to #k ⊙ ℓ, in order to obtain ℎ := 𝑏1𝑓1 + 𝑏2𝑓2 ∈ 𝑅Q with 𝜌Q(ℎ) =

lub(β1,β2), where 𝑓1, 𝑓2 ∈ 𝑅Q are such that β1 = 𝜌Q(𝑓1) and β2 = 𝜌Q(𝑓2). This argument

may be extended to show that lub(β1, . . . ,βℓ) ∈ ̂︁𝐻(Q) for β1, . . . ,βℓ ∈ Γ(Q) and thus we have

the inclusion ⊇. On the other hand, suppose that α ∈ ̂︁𝐻(Q)∖Γ(Q). By Proposition 2.2.3, it

follows that ∇ℓ
𝑖(α) ) ¶α♢ for all 𝑖, and thus there exists β𝑖 ∈ ∇ℓ

𝑖(α) with β𝑖 ̸= α minimal

with respect to ⊘. Therefore, α can be written as α = lub(β1, . . . ,βℓ), which concludes the

proof.

As a consequence, the generalized Weierstrass semigroups are entirely determined by their

absolute maximal elements. In what follows we present the outcomes of this property which

seem at Ąrst glance to justify why this characterization is appropriated to the study of these

objects. To be precise, we analyze the relationship between the Riemann-Roch spaces of divi-

sors associated and absolute maximal elements of generalized Weierstrass semigroups.

Given α ∈ Zℓ, let

Γ(α) := ¶β ∈ Γ(Q) : β ⊘ α♢. (2.2.3)

For 𝑖 ∈ 𝐼, deĄne on Γ(α) the relation

β ⊕𝑖 β′ if and only if Ñ𝑖 = Ñ′
𝑖. (2.2.4)

Notice that ⊕𝑖 is an equivalence relation on Γ(α). Denote by Γ(α)/⊕𝑖 the set of equivalence

classes [β]𝑖 for β ∈ Γ(α). In our next theorem, we formulate a characterization of dimensions

ℓ(α) in terms of absolute maximal elements.

Theorem 2.2.6. Let α ∈ Zℓ. Then

ℓ(α) = #(Γ(α)/⊕𝑖).
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In particular, #(Γ(α)/⊕𝑖) does not depend on 𝑖.

Proof. Observe Ąrst that the conditions imposed on β ∈ Γ(Q) by β ⊘ α and ♣β♣⊙ 0 imply

that Γ(α) is Ąnite. Note also that the dimension ℓ(α) is the number of proper inclusions in the

Ąltration

ℒ(α) ⊇ ℒ(α ⊗ e𝑖) ⊇ ℒ(α ⊗ 2e𝑖) ⊇ ≤ ≤ ≤ ⊇ ℒ(α ⊗ 𝑗e𝑖) ⊇ ≤ ≤ ≤ ⊇ ¶0♢.

From Proposition 2.1.3(2), ℓ(α ⊗ 𝑗e𝑖) ̸= ℓ(α ⊗ (𝑗 ⊗ 1)e𝑖) if and only if ∇ℓ
𝑖(α ⊗ 𝑗e𝑖) ̸= ∅.

It is equivalent to the existence of an absolute maximal β ∈ ̂︁𝐻(Q) with Ñ𝑖 = Ð𝑖 ⊗ 𝑗 and

β ⊘ α ⊗ 𝑗e𝑖 ⊘ α, which, according to Remark 2.2.4, is a minimal element with respect to ⊘
in the set ¶γ ∈ ̂︁𝐻(Q) : Ò𝑖 = Ð𝑖 ⊗ 𝑗♢.

Write Γ(α)/⊕𝑖 = ¶[β1]𝑖, . . . , [β
ℓ(α)]𝑖♢ for a choice of representative classes, and denote,

by convenient abuse of notation, 𝜌⊗1
Q (Γ(α)/⊕𝑖) = ¶𝑓1, . . . , 𝑓ℓ(α)♢, where 𝑓𝑗 ∈ 𝜌⊗1

Q (β𝑗) for

𝑗 = 1, . . . , ℓ(α). ReĄning the connection established above, we next describe how the abso-

lute maximal elements of ̂︁𝐻(Q) carry intrinsic information on 𝑅Q as a k-vector space.

Corollary 2.2.7. Let α ∈ Zℓ. The set 𝜌⊗1
Q (Γ(α)/⊕𝑖) is a basis for the Riemann-Roch space

ℒ(α). In particular, the ring of functions of 𝒳 that are regular outside 𝑄1, . . . , 𝑄ℓ is spanned

by 𝜌⊗1
Q (Γ(Q)) as an inĄnite-dimensional k-vector space.

Proof. We Ąrst observe that 𝜌⊗1
Q (Γ(α)) ⊖ ℒ(α), and so it remains to prove that 𝜌⊗1

Q (Γ(α)/⊕𝑖)

is a linearly independent subset of ℒ(α). Indeed, assuming ℓ(α) > 1, if
√︁ℓ(α)

𝑗=1 𝑏𝑗𝑓𝑗 = 0 for

𝑏𝑗 ∈ k not all zero, then min¶𝑣𝑄𝑖
(𝑓1), . . . , 𝑣𝑄𝑖

(𝑓ℓ(α))♢ is attained at least two times, which gives

a contradiction by the deĄnition of ⊕𝑖 in (2.2.4). Therefore, 𝜌⊗1
Q (Γ(α)/⊕𝑖) is a basis of ℒ(α).

The latter assertion follows by noticing that 𝑅Q =
⎷

α∈Zℓ ℒ(α).

2.2.2 Determining generating sets of ̂︁𝐻(P)

Although generalized Weierstrass semigroups have the description as in the Theorem 2.2.5,

computing all absolute maximal elements is not an easy task since the set formed by them is

inĄnite. In this way, we would like to know whether the set Γ(Q) of absolute maximal elements

can be Ąnitely determined. For this purpose, assume that k is a Ąnite Ąeld. Let us start this

discussion with the case ℓ = 2. Here the characterization of elements of ℳ(Q) as in (2.2.1) is

essential since by [BT06, Prop. 14 (vii)], the function à2 in DeĄnition 2.2.2 has the periodical

property

à2(𝑗 + 𝑎) = à2(𝑗) ⊗ 𝑎 for 𝑗 ∈ Z, (2.2.5)

where 𝑎 is the smallest positive integer 𝑡 such that (𝑡,⊗𝑡) ∈ ̂︁𝐻(Q). Hence, it is possible to

determine ℳ(Q) from the knowledge of the Ąnite set

¶(𝑗, à2(𝑗)) : 0 ⊘ 𝑗 < 𝑎♢. (2.2.6)
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For the general case we can consider a similar approach: for 𝑖 = 1, . . . , ℓ ⊗ 1, let 𝑎𝑖 be the

smallest positive integer 𝑡 such that 𝑡(𝑄𝑖 ⊗ 𝑄𝑖+1) is a principal divisor on 𝒳 , and denote by

η𝑖 ∈ Zℓ the ℓ-tuple whose 𝑗-th coordinate is

Ö𝑖
𝑗 =

⎧
⋁︁⋁︁⨄︁
⋁︁⋁︁⎩

𝑎𝑖 , if 𝑗 = 𝑖

⊗𝑎𝑖 , if 𝑗 = 𝑖+ 1

0 , otherwise.

(2.2.7)

Notice that such 𝑎𝑖Šs are guaranteed by the Ąniteness of the divisor class group. Consider the

region

𝒞 := ¶α ∈ Zℓ : 0 ⊘ Ð𝑖 < 𝑎𝑖 for 𝑖 = 1, . . . , ℓ⊗ 1♢.

As noticed in [BT06, Sec. 2], the functions 𝑓 ∈ 𝑅×
Q are such that the support of div(𝑓) is

a subset of ¶𝑄1, . . . , 𝑄ℓ♢ and their image under 𝜌Q form a lattice in Λ0. Denote by Θ(Q) its

sublattice generated by the elements η1, . . . ,ηℓ⊗1.

Similarly to the properties (2.2.5) and (2.2.6) satisĄed by pairs, we can establish the following

general statement on maximal elements in generalized Weierstrass semigroups.

Theorem 2.2.8. The maximal elements of ̂︁𝐻(Q) are Ąnitely determined by maximal elements

in 𝒞 modulo the lattice Θ(Q). Namely,

ℳ(Q) = (ℳ(Q) ∩ 𝒞) + Θ(Q).

Furthermore, this property also holds for absolute maximal elements of ̂︁𝐻(Q), that is,

Γ(Q) = (Γ(Q) ∩ 𝒞) + Θ(Q).

Proof. Notice Ąrst that if α ∈ ℳ(Q) ∩ 𝒞 and η ∈ Θ(Q), then α + η ∈ ℳ(Q) since otherwise

γ ∈ ∇(α + η) implies γ ⊗ η ∈ ∇(α), contradicting the maximality of α. On the other hand,

given α ∈ ℳ(Q), there exists η ∈ Θ(Q) such that α ⊗ η ∈ 𝒞. We claim that α ⊗ η ∈ ℳ(Q).

Indeed, α⊗η belongs to ̂︁𝐻(Q) by the semigroup property. If γ ∈ ∇(α⊗η), then γ+η ∈ ∇(α),

contrary to α being maximal.

Now, suppose that α ∈ Γ(Q). Since α is maximal, there exists η ∈ Θ(Q) such that

α ⊗ η ∈ ℳ(Q) ∩ 𝒞. It remains to show that α ⊗ η ∈ Γ(Q). On the contrary, from Proposition

2.2.3, we would have γ ∈ ∇ℓ
𝑖(α ⊗ η) for some 𝑖 ∈ 𝐼, with γ ̸= α ⊗ η, which means that

γ + η ∈ ∇ℓ
𝑖(α), contradicting the absolute maximality of α, because γ + η ̸= α. On the other

hand, given α ∈ Γ(Q)∩𝒞, it follows from Proposition 2.2.3 that α+η𝑗 is absolute maximal for

𝑗 = 1, . . . , ℓ ⊗ 1. As each element η in Θ(Q) is an integral linear combination of η1, . . . ,ηℓ⊗1,

we have α + η ∈ Γ(Q).

It turns out that generalized Weierstrass semigroups can be determined by the absolute
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maximal elements in 𝒞 and η1, . . . ,ηℓ⊗1. In the next example, we present a conjecture supported

by numerical evidences about these Ąnite elements in the case of several collinear points on the

Hermitian curve.

Example 2.2.9. Let 𝑞 be a prime power. Let ℋ𝑞 denote the Hermitian curve over F𝑞2 given

by the affine equation

𝑥𝑞+1 = 𝑦𝑞 + 𝑦.

Let us consider the 𝑞 elements 𝑏 ∈ F𝑞2 such that 𝑏𝑞 + 𝑏 = 0, say 𝑏1, . . . , 𝑏𝑞. For 𝑗 = 1, . . . , 𝑞,

let 𝑄𝑗 denote the point (0 : 𝑏𝑗 : 1), and let 𝑄 denote the point at inĄnite of ℋ. We have the

following principal divisors on ℋ:

div(𝑥) = 𝑄1 + ≤ ≤ ≤ +𝑄𝑞 ⊗ 𝑞𝑄

and if 𝑦𝑗 := 𝑦 ⊗ 𝑏𝑗 for 𝑗 = 1, . . . , 𝑞, then

div(𝑦𝑗) = (𝑞 + 1)(𝑄𝑗 ⊗𝑄).

Now let Qℓ be the (ℓ+ 1)-tuple (𝑄,𝑄1, . . . , 𝑄ℓ) of rational points on ℋ, for ℓ = 1, . . . , 𝑞. This

example is about the absolute maximal elements of ̂︁𝐻(Qℓ) for ℓ = 1, . . . , 𝑞 in the region 𝒞 that

will allow us to generate the generalized Weierstrass semigroups at Qℓ as in Theorem 2.2.5.

First we notice that 𝑎𝑗 = 𝑞 + 1 for 𝑗 = 1, . . . , ℓ, and thus

η𝑗 = (0, . . . , 0, 𝑞 + 1⏟  ⏞  
𝑗-th entry

,⊗(𝑞 + 1), 0, . . . , 0) ∈ Zℓ+1;

cf. (2.2.7). Denote α𝑖,ℓ := (𝑖, . . . , 𝑖, 𝑞(𝑞 ⊗ 𝑖⊗ (ℓ⊗ 1)) ⊗ ℓ) ∈ Zℓ+1 for 𝑖 = 1, . . . , 𝑞, and let

𝒜ℓ = ¶α𝑖,ℓ : 𝑖 = 1, . . . , 𝑞♢ ∪ ¶0♢ ⊖ Zℓ+1,

where 0 = (0, . . . , 0). Notice that 𝒜ℓ ⊖ ̂︁𝐻(Qℓ) ∩ 𝒞, since an elementary computation shows

that the rational function 𝑥𝑞+1⊗𝑖

𝑦1≤≤≤𝑦ℓ⊗1≤𝑦𝑞⊗ℓ⊗𝑖+1
ℓ

of ℋ is regular outside ¶𝑄,𝑄1, . . . , 𝑄ℓ♢ and gives

𝜌Qℓ

(︃
𝑥𝑞+1⊗𝑖

𝑦1 ≤ ≤ ≤ 𝑦ℓ⊗1 ≤ 𝑦𝑞⊗ℓ⊗𝑖+1
ℓ

⎜
= α𝑖,ℓ.

Based on computations for several values of 𝑞, our conjecture is that 𝒜ℓ = Γ(Qℓ) ∩ 𝒞. We

believe that, according to Theorem 2.2.8, the 𝑞+ ℓ+ 1 elements in 𝒜ℓ ∪ ¶η1, . . . ,ηℓ♢ will ensure

the entire characterization of ̂︁𝐻(Qℓ).

We close this section by exploring the consequences of Theorem 2.2.8 to Riemann-Roch

spaces associated to divisors supported on subsets of ¶𝑄1, . . . , 𝑄ℓ♢. To this end, let us deĄne
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for α,α′ ∈ Zℓ the relation

α ⊕ α′ if and only if α ⊗ α′ ∈ Θ(Q). (2.2.8)

Observe that the foregoing relation is an equivalence relation in Zℓ, because Θ(Q) is a lattice

in Λ0. Writing [α] the equivalence class of α for ⊕, we can state the following property of

dimensions in these equivalence classes.

Corollary 2.2.10. Let α ∈ Zℓ. Then ℓ(α′) = ℓ(α) for any α′ ∈ [α].

Proof. Note that β ∈ Γ(Q) if and only if β + η ∈ Γ(Q) for any η ∈ Θ(Q). Hence β ∈ Γ(α) is

equivalent to β + η ∈ Γ(α + η) for η ∈ Θ(Q), and thus Γ(α + η) = η + Γ(α). Therefore

#(Γ(α + η)/⊕𝑖) = #((η + Γ(α))/⊕𝑖) = #(Γ(α)/⊕𝑖),

which completes the proof by invoking Theorem 2.2.6.

Since Γ(Q) ∩ 𝒞 is Ąnite, let β1, . . . ,β𝑐 be its elements. For 𝑖 = 1, . . . , 𝑐, let 𝑓𝑖 ∈ 𝑅Q be a

function such that 𝜌Q(𝑓𝑖) = β𝑖. Analogously, for 𝑖 = 1, . . . , ℓ ⊗ 1, let 𝑔𝑖 ∈ 𝑅Q be a function

such that 𝜌Q(𝑔𝑖) = η𝑖. We can thus state the following concerning such functions.

Corollary 2.2.11. The ring 𝑅Q of functions of 𝒳 that are regular outside 𝑄1, . . . , 𝑄ℓ is spanned

as k-vector space by the set of functions

¶𝑓𝑖 ≤ 𝑔𝑖1
1 ≤ ≤ ≤ 𝑔𝑖ℓ⊗1

ℓ⊗1 : 0 ⊘ 𝑖 ⊘ 𝑐 and 𝑖𝑗 ∈ Z for 𝑗 = 1, . . . , ℓ⊗ 1♢.

Proof. According to Corollary 2.2.7, we have 𝜌⊗1
Q (Γ(Q)) is a generating set for 𝑅Q as a k-vector

space. From Theorem 2.2.8 we have Γ(Q) = (Γ(Q)∩𝒞)+Θ(Q), which concludes the proof.

2.3 Poincaré series of generalized Weierstrass semigroups

Throughout this section we consider 𝒳 an algebraic curve over k together with an ℓ-tuple

Q of k-rational points on 𝒳 where #k ⊙ ℓ ⊙ 1, under same conditions as in Section 2.2. Since

the ring 𝑅Q of regular functions of 𝒳 outside ¶𝑄1, . . . , 𝑄ℓ♢ can be written as

𝑅Q =
⋃︁

α∈Zℓ

ℒ(α),

and ℒ(α) ⊖ ℒ(β) whenever α ⊘ β for α,β ∈ Zℓ, we have a multi-index Ąltration of 𝑅Q by

Riemann-Roch spaces ℒ(α) which are k-vector spaces of Ąnite dimension ℓ(α). Associated with

the Ąltration (ℒ(α))α∈Zℓ , we can deĄne

𝐿(t) :=
∑︁

α∈Zℓ

𝑑(α) ≤ tα ∈ Z[[𝑡∘1
1 , . . . , 𝑡∘1

ℓ ]], (2.3.1)
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where tα, for α = (Ð1, . . . , Ðℓ) ∈ Zℓ, stands for the monomial 𝑡Ð1
1 ≤ ≤ ≤ 𝑡Ðℓ

ℓ , and

𝑑(α) = dimk(ℒ(α)/ℒ(α ⊗ 1)) ⊘ ℓ.

Remark 2.3.1. By Z[[𝑡∘1
1 , . . . , 𝑡∘1

ℓ ]] we mean the set of Z-valued formal series (or formal distri-

butions) in multi-variables 𝑡1, . . . , 𝑡ℓ, which are formal expressions
√︁

α∈Zℓ 𝑠(α)tα for 𝑠(α) ∈ Z.

When 𝑠(α) = 0 for all but Ąnitely many α ∈ Zℓ, we refer to
√︁

α∈Zℓ 𝑠(α)tα as a Laurent poly-

nomial, and denote their set by Z[𝑡∘1
1 , . . . , 𝑡∘1

ℓ ]. Given a formal series 𝑆(t), its support is the

set ¶α ∈ Zℓ : 𝑠(α) ̸= 0♢. The set Z[[𝑡∘1
1 , . . . , 𝑡∘1

ℓ ]] has a polynomial-like Z-module structure in

the sense that addition and scalar multiplication are performed as for polynomials. However,

Z[[𝑡∘1
1 , . . . , 𝑡∘1

ℓ ]] is no longer a ring, since the natural multiplication relation

⎛
∐︁ ∑︁

α∈Zℓ

𝑠(α)tα

∫︀
⎠

⎛
∐︁ ∑︁

α′∈Zℓ

𝑠′(α′)tα′

∫︀
⎠ =

∑︁

α∈Zℓ

⎛
∐︁ ∑︁

α′∈Zℓ

𝑠(α′)𝑠(α ⊗ α′)

∫︀
⎠ tα

does not make sense in general. But this rule gives us on Z[[𝑡∘1
1 , . . . , 𝑡∘1

ℓ ]] a module structure

over the ring of Laurent polynomials Z[𝑡∘1
1 , . . . , 𝑡∘1

ℓ ]. This module usually contains many torsion

elements.

Observe that when ℓ = 1, 𝐿(t) is just a formal power series. It codiĄes the elements of

Weierstrass numerical semigroup ̂︁𝐻(𝑄1) = 𝐻(𝑄1), since Ð ∈ ̂︁𝐻(𝑄1) if and only if 𝑑(Ð) = 1.

We thus have

𝐿(𝑡) =
∑︁

Ð∈̂︀𝐻(𝑄1)

𝑡Ð. (2.3.2)

Nevertheless, it does not remain true for several points, that is, there are elements outside
̂︁𝐻(Q) appearing in the support of 𝐿(t); cf. the so-called gaps in [CT05]. It thus motivates a

more convenient deĄnition of formal series related to ̂︁𝐻(Q).

Definition 2.3.2. The Poincaré series associated to ̂︁𝐻(Q) is deĄned to be the multivariate

formal series 𝑃 (t) satisfying

(1 ⊗ 𝑡1 ≤ ≤ ≤ 𝑡ℓ) ≤ 𝑃 (t) =
ℓ∏︁

𝑖=1

(1 ⊗ 𝑡𝑖) ≤ 𝐿(t). (2.3.3)

As we shall see in Subsection 2.3.1, we can explicitly exhibit a such formal series satisfying

the functional equation (2.3.3) (cf. Proposition 2.3.4), and therefore this notion is well-deĄned.

In [Moy11, Sec. 3.2], Moyano-Fernández specializes the two point case Q = (𝑄1, 𝑄2) and

obtains that the related Poincaré series (2.3.3) is expressed simply as

𝑃 (t) =
∑︁

α∈ℳ(Q)

tα, (2.3.4)
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where ℳ(Q) is the set of maximal elements of ̂︁𝐻(Q). As we have seen in (2.2.2), the maximal

elements determine entirely the generalized Weierstrass semigroups at pair. Therefore, the

Poincaré series (2.3.4) carries enough information on the semigroup ̂︁𝐻(Q) at a pair of points.

With this in mind, this section is devoted to study the behavior of Poincaré series under

the aforementioned property whenever ℓ = 2. In particular, we shall be interested in proving

the main result of this section.

Theorem 2.3.3. The Poincaré series associated to a generalized Weierstrass semigroup at

several points of 𝒳 determines completely the whole semigroup. Furthermore, it is Ąnitely

determined even having an inĄnity support.

2.3.1 Poincaré series as an invariant of ̂︁𝐻(Q)

In order to make a precise description of Poincaré series 𝑃 (t) associated to generalized

Weierstrass semigroups, we consider some auxiliary formal series that shall enable us to explore

some computational aspects of 𝑃 (t). Let

𝑄(t) :=
ℓ∏︁

𝑖=1

(1 ⊗ 𝑡𝑖) ≤ 𝐿(t).

Writing 𝑄(t) =
√︁

α∈Zℓ 𝑞(α) ≤ tα, its coefficients 𝑞(α) are given exactly by

𝑞(α) =
∑︁

𝐽∈𝒫(𝐼)

(⊗1)#𝐽𝑑(α ⊗ 1𝐽), (2.3.5)

where 𝒫(𝐼) denotes the power set of 𝐼.

For each 𝑖 ∈ 𝐼, let us also consider

𝑃𝑖(t) :=
∑︁

α∈Zℓ

𝑝𝑖(α) ≤ tα

the formal series whose coefficients 𝑝𝑖(α) are

𝑝𝑖(α) = (⊗1)ℓ⊗1
∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)

(⊗1)#𝐽𝑑𝑖(α ⊗ 1 + 1𝐽 + e𝑖), (2.3.6)

for 𝑑𝑖(α) representing the k-dimension of ℒ(α)/ℒ(α ⊗ e𝑖). The following result connects 𝑄(t)

and each 𝑃𝑖(t). It is the analogue of that established in [DGN08, Prop. 8] to our context, and

their proofs run very closely with minor adjustments that for completeness we shall indicate

below.
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Proposition 2.3.4. Let α ∈ Zℓ and 𝑖 ∈ 𝐼. Then 𝑞(α) = 𝑝𝑖(α) ⊗ 𝑝𝑖(α ⊗ 1). In particular,

𝑄(t) = (1 ⊗ 𝑡1 ≤ ≤ ≤ 𝑡ℓ) ≤ 𝑃𝑖(t),

which means that 𝑃𝑖(t) does not depend on 𝑖 and coincides with the Poincaré series 𝑃 (t).

Proof. We Ąrst notice that for any reordering ¶𝑖1, . . . , 𝑖ℓ⊗1♢ of 𝐼∖¶𝑖♢ and any β ∈ Zℓ we can

write

𝑑(β) = 𝑑𝑖1(β) + 𝑑𝑖2(β ⊗ ei1
) + ≤ ≤ ≤ + 𝑑𝑖ℓ⊗1

(β ⊗ ei1
⊗ ≤ ≤ ≤ ⊗ eiℓ⊗2

) + 𝑑𝑖(β ⊗ 1 + ei)

and

𝑑(β + ei) = 𝑑𝑖(β + ei) + 𝑑𝑖1(β) + 𝑑𝑖2(β ⊗ ei1
) + ≤ ≤ ≤ + 𝑑𝑖ℓ⊗1

(β ⊗ ei1
⊗ ≤ ≤ ≤ ⊗ eiℓ⊗2

),

from which we deduce

𝑑(β) ⊗ 𝑑(β + ei) = 𝑑𝑖(β ⊗ 1 + ei) ⊗ 𝑑𝑖(β + ei). (2.3.7)

By (2.3.6), we have

𝑝𝑖(α) ⊗ 𝑝𝑖(α ⊗ 1) = (⊗1)ℓ⊗1
∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)

(⊗1)#𝐽 (𝑑𝑖(α ⊗ 1 + 1𝐽 + ei) ⊗ 𝑑𝑖(α ⊗ 1 + 1𝐽 ⊗ 1 + ei))

and, by taking β = α ⊗ 1 + 1𝐽 in (2.3.7), we obtain

𝑝𝑖(α) ⊗ 𝑝𝑖(α ⊗ 1) = (⊗1)ℓ
∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)

(⊗1)#𝐽 (𝑑(α ⊗ 1 + 1𝐽) ⊗ 𝑑(α ⊗ 1 + 1𝐽 + ei)) ,

which equals to

(⊗1)ℓ
∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)

(⊗1)#𝐽
(︁
𝑑(α ⊗ 1𝐽𝑐) ⊗ 𝑑(α ⊗ 1𝐽𝑐∖¶𝑖♢)

⎡
,

since 1 ⊗ 1𝐽 = 1𝐽𝑐 . As for any 𝐽 ∈ 𝒫(𝐼∖¶𝑖♢) we have

𝑑(α ⊗ 1𝐽𝑐) ⊗ 𝑑(α ⊗ 1𝐽𝑐∖¶𝑖♢) = (⊗1)ℓ (𝑑(α ⊗ 1𝐽) ⊗ 𝑑(α ⊗ 1𝐽 ⊗ e𝑖)) ,

we thus obtain

𝑝𝑖(α) ⊗ 𝑝𝑖(α ⊗ 1) =
∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)

(⊗1)#𝐽 (𝑑(α ⊗ 1𝐽) ⊗ 𝑑(α ⊗ 1𝐽 ⊗ ei)) ,

which completes the proof by noticing that 𝒫(𝐼) = 𝒫(𝐼∖¶𝑖♢) ∪ ¶𝐽 ∪ ¶𝑖♢ : 𝐽 ∈ 𝒫(𝐼∖¶𝑖♢)♢ in

the expression (2.3.5).
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We have thus obtained an expression to coefficients of 𝑃 (t) in terms of (2.3.6). In the

proposition to be proved, we use that expression to state a characterization of likely elements

in the support of 𝑃 (t), extending somewhat the formula (2.3.4) to several points. This result

is the version of [Moy15, Prop. 3.8] for Poincaré series associated to generalized Weierstrass

semigroups, and for the sake of clarity, we shall point its proof out.

Proposition 2.3.5. Let 𝑃 (t) =
√︁

α∈Zℓ 𝑝(α)tα be the corresponding Poincaré series of ̂︁𝐻(Q).

One has the following statements:

(a) if α ̸∈ ̂︁𝐻(Q) then 𝑝(α) = 0;

(b) if α ∈ ̂︁𝐻(Q)∖ℳ(Q) then 𝑝(α) = 0;

(c) if α ∈ Γ(Q) then 𝑝(α) = 1.

Proof. From Proposition 2.1.3 (2) we have 𝑑𝑖(β) = 0 if and only if ∇ℓ
𝑖(β) = ∅, and thus for any

𝑖, 𝑗 ∈ 𝐼 with 𝑖 ̸= 𝑗 and β ∈ Zℓ, we get

𝑑𝑖(β + ei + ej) ⊙ 𝑑𝑖(β + ei),

because ∇ℓ
𝑖(β + ei + ej) ⊇ ∇ℓ

𝑖(β + ei). Hence, for any 𝑖 ∈ 𝐼 and any reordering ¶𝑖1, . . . , 𝑖ℓ⊗1♢
of 𝐼∖¶𝑖♢, we have

0 ⊘ 𝑑𝑖(α ⊗ 1 + ei) ⊘ 𝑑𝑖(α ⊗ 1 + ei + ei1
) ⊘ ≤ ≤ ≤ ⊘ 𝑑𝑖(α) ⊘ 1. (2.3.8)

To prove (a), we observe that from Proposition 2.1.3, we have 𝑑𝑖(α) = 0 for some 𝑖 ∈ 𝐼.

Consequently, by (2.3.8), each summand 𝑑𝑖(α ⊗ 1 + 1𝐽 + e𝑖) of the coefficients 𝑝𝑖(α) in (2.3.6)

is zero and therefore 𝑝𝑖(α) = 0, which gives (a) from Proposition 2.3.4. Now, assuming α ∈
̂︁𝐻(Q)∖ℳ(Q), then ∇𝑖(α) ̸= ∅ for some 𝑖 ∈ 𝐼, which implies 𝑑𝑖(α ⊗ 1 + ei) = 1, since

∇𝑖(α) = ∇ℓ
𝑖(α ⊗ 1 + ei) and by Proposition 2.1.3 (2). Therefore, all other following terms in

the inequalities (2.3.8) are 1 and thus

(2.3.9a)𝑝𝑖(α) = (⊗1)ℓ⊗1
ℓ⊗1∑︁

𝑗=0

(⊗1)𝑗
∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)
#𝐽=𝑗

𝑑𝑖(α ⊗ 1 + 1𝐽 + e𝑖)

(2.3.9b)= (⊗1)ℓ⊗1
ℓ⊗1∑︁

𝑗=0

(⊗1)𝑗

(︃
ℓ⊗ 1

𝑗

⎜
,

which yields 𝑝𝑖(α) = 0, since the sum in (2.3.9b) is 0. For α ∈ Γ(Q), it follows from Proposition

2.1.3 that 𝑑𝑖(α) = 1 since α ∈ ̂︁𝐻(Q), and 𝑑𝑖(α ⊗ 1 + 1𝐽 + e𝑖) = 0 for all 𝐽 ( 𝐼∖¶𝑖♢ because

𝑑(α) = 1 by Proposition 2.2.3. The proof concludes by observing that from (2.3.9a) we obtain

𝑝𝑖(α) = (⊗1)ℓ⊗1(⊗1)ℓ⊗1 = 1
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Therefore, from the items (a) and (b) in Proposition 2.3.5, we can rewrite the Poincaré

series 𝑃 (t) associated to ̂︁𝐻(Q) as

𝑃 (t) =
∑︁

α∈ℳ(Q)

𝑝(α)tα, (2.3.10)

with possibly zero coefficients 𝑝(α). Notice that in this form, 𝑃 (t) agrees exactly with that

afforded by (2.3.4) for the two point case. Furthermore, by item (c), the absolute maximal

elements of ̂︁𝐻(Q) appear in the support of 𝑃 (t).

2.3.2 Poincaré series and its semigroup polynomial

In the previous subsection, we exploited the computational assertion given in Proposition

2.3.4 for coefficients of 𝑃 (t) so that we could study the support of 𝑃 (t) in Proposition 2.3.5 and

consequently derive the expression (2.3.10) for 𝑃 (t) in terms of maximal elements of ̂︁𝐻(Q).

However, as observed in Section 2.2, there are inĄnitely many absolute maximal elements in
̂︁𝐻(Q), and so the support of 𝑃 (t) is also inĄnity. In the following we investigate the outcomes

produced by Theorem 2.2.8 in the Poincaré series 𝑃 (t). With this in mind, let us Ąrst take a

look at the one and two point cases.

For example, when ℓ = 2, combining (2.3.4), (2.2.1), and (2.2.5), the Poincaré series can be

seen as

𝑃 (t) =
∑︁

𝑗∈Z

t(𝑗,à2(𝑗)) =

⎛
∐︁∑︁

𝑖∈Z

t𝑖(𝑎,⊗𝑎)

∫︀
⎠ ≤

⎛
∐︁

𝑎⊗1∑︁

𝑗=0

t(𝑗,à2(𝑗))

∫︀
⎠ , (2.3.11)

where the second factor in the right-hand side is a Laurent polynomial. The relation (2.3.11)

actually seems to generalize the functional equation satisĄed when ℓ = 1

𝑃 (𝑡) =
𝑃 *(𝑡)

(1 ⊗ 𝑡)
=

⎛
∐︁∑︁

𝑖∈N0

𝑡𝑖

∫︀
⎠ ≤ 𝑃 *(𝑡), (2.3.12)

where 𝑃 *(𝑡) is the univariate polynomial

𝑡𝑐 + (1 ⊗ 𝑡)
∑︁

Ð∈𝐻(𝑄1)
Ð<𝑐

𝑡Ð

for 𝑐 the conductor of ̂︁𝐻(𝑄1) = 𝐻(𝑄1), as remarked by Moyano-Fernández in [Moy11, Prop. 2].

We next show that a general formula like (2.3.12) and (2.3.11) also holds in the case of

several points as stated in the following theorem.



41

Theorem 2.3.6. Let 𝑃 *(t) be the multivariate Laurent polynomial

𝑃 *(t) :=
∑︁

α∈ℳ(Q)∩𝒞

𝑝(α)tα.

Then the Poincaré series 𝑃 (t) associated to ̂︁𝐻(Q) satisĄes

𝑃 (t) =

⎛
∐︁ ∑︁

η∈Θ(Q)

tη

∫︀
⎠ ≤ 𝑃 *(t). (2.3.13)

Proof. Having established 𝑃 (t) as in (2.3.10), it follows from Theorem 2.2.8 that the proof is

completed by showing that 𝑝(α) = 𝑝(α + η) for any α ∈ ℳ(Q) ∩ 𝒞 and η ∈ Θ(Q). Since the

coefficiente 𝑝(α) is as in (2.3.6) for any 𝑖 ∈ 𝐼, it is enough to prove that 𝑑𝑖(α ⊗ 1 + 1𝐽 + e𝑖) =

𝑑𝑖(α + η ⊗ 1 + 1𝐽 + e𝑖) for any 𝐽 ∈ 𝒫(𝐼∖¶𝑖♢), which is equivalent to show that ∇𝑖ℓ(α) = ∅ if

and only if ∇ℓ
𝑖(α + η) = ∅. But that holds true since η,⊗η ∈ ̂︁𝐻(Q).

The Laurent polynomial 𝑃 *(t) satisfying the functional equation (2.3.13) is called the semi-

group polynomial associated to ̂︁𝐻(Q).

We now conclude the present section by proving our Theorem 2.3.3 which summarizes the

main properties of Poincaré series associated to Weierstrass semigroups developed along this

section.

Proof of Theorem 2.3.3. According to Theorem 2.2.5, the absolute maximal elements in ̂︁𝐻(Q)

determine entirely the semigroup via least upper bounds. Since Proposition 2.3.5 (c) asserts

the coefficients of absolute maximal elements in Poincaré series are non-zero, thus the Poincaré

series carries sufficient information to determine all the semigroup. Additionally, the Proposi-

tion 2.3.6 states that the semigroup polynomial 𝑃 *(t) determines Ąnitely the Poincaré series

𝑃 (t) through the functional equation (2.3.13). This proves the theorem.

2.4 Symmetry and functional equations

In this section we explore functional equations to Poincaré series of generalized Weierstrass

semigroups satisfying a special condition of symmetry. With this aim, we let 𝒳 be a curve of

genus 𝑔 deĄned over k and Q = (𝑄1, . . . , 𝑄ℓ) an ℓ-tuple of k-rational points of 𝒳 under the same

conditions as in Section 2.2. Unless otherwise mentioned, we even assume that #k ⊙ ℓ ⊙ 2.

We next introduce a concept of symmetry of generalized Weierstrass semigroups.

Definition 2.4.1. We say that ̂︁𝐻(Q) is symmetric if there exists an element γ ̸∈ ̂︁𝐻(Q) with

♣γ♣= 2𝑔 ⊗ 1, where 𝑔 is the genus of 𝒳 .
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Remark 2.4.2. (1) Observe that this notion of symmetry accords and extends precisely that

in the case ℓ = 1, which says that a Weierstrass semigroup ̂︁𝐻(𝑄) = 𝐻(𝑄) is symmetric if

2𝑔 ⊗ 1 ̸∈ ̂︁𝐻(𝑄), where 𝑔 is genus of the curve. However, DeĄnition 2.4.1 does not make

sense to general subsemigroups of Zℓ that are not generalized Weierstrass semigroups.

(2) Notice also that since ♣γ♣= 2𝑔 ⊗ 1, we get by Proposition 1.2.8(ii) that ℓ(γ) = 𝑔. As

γ ̸∈ ̂︁𝐻(Q), it follows from Proposition 2.1.3 (1) that ℓ(γ ⊗ e𝑖) = ℓ(γ) for some 𝑖 ∈ 𝐼. Since

♣γ ⊗ e𝑖♣= 2𝑔 ⊗ 2 and ℓ(γ ⊗ e𝑖) = 𝑔, we obtain by Proposition 1.2.8(iii) that 𝐷(γ ⊗ e𝑖) is a

canonical divisor on 𝒳 . Therefore, the symmetry property of ̂︁𝐻(Q) implies the existence of

a canonical divisor supported on a subset of ¶𝑄1, . . . , 𝑄ℓ♢. This is actually an equivalence

among other properties satisĄed by symmetric generalized Weierstrass semigroups, as we

will see in Proposition 2.4.4.

The next lemma generalizes the result stated in [Del90, p. 629] to non-algebraically closed

Ąelds. Although their proof follow similar lines, it is necessary some adaptations that we present

below.

Lemma 2.4.3. Let α = (Ð1, . . . , Ðℓ) ∈ Zℓ. Then ∇(α) = ∅ if and only if there exists a

canonical divisor 𝐾 on 𝒳 with 𝑣𝑄𝑖
(𝐾) = Ð𝑖 ⊗ 1 for 𝑖 = 1, . . . , ℓ, and 𝐾 ⊙ 𝐷(α ⊗ 1).

Proof. Observe that from Proposition 2.1.3 (2) and by Riemann-Roch theorem, we have the

following equivalences

∇(α) = ∅ ⇐⇒ ∇ℓ
𝑗(α ⊗ 1 + e𝑗) = ∅ for all 𝑗 ∈ 𝐼

⇐⇒ ℓ(α ⊗ 1 + e𝑗) = ℓ(α ⊗ 1) for all 𝑗 ∈ 𝐼

⇐⇒ ℓ(𝐾 ′ ⊗ α + 1 ⊗ e𝑗) + 1 = ℓ(𝐾 ′ ⊗ α + 1) for all 𝑗 ∈ 𝐼

⇐⇒ ∃ 𝑓𝑗 ∈ ℒ(𝐾 ′ ⊗ α + 1)∖ℒ(𝐾 ′ ⊗ α + 1 ⊗ e𝑗) for all 𝑗 ∈ 𝐼,

where 𝐾 ′ is a canonical divisor on 𝒳 . Therefore, ∇(α) = ∅ is equivalent to the existence of

𝑓𝑗 ∈ k(𝒳 )× for 𝑗 = 1, . . . , ℓ, satisfying

𝑣𝑄𝑗
(𝑓𝑗) = Ð𝑗 ⊗ 𝑣𝑄𝑗

(𝐾 ′) ⊗ 1 and 𝑣𝑄𝑖
(𝑓𝑗) ⊙ Ð𝑖 ⊗ 𝑣𝑄𝑖

(𝐾 ′) ⊗ 1 if 𝑖 ̸= 𝑗.

By the assumption #k ⊙ ℓ, we can proceed exactly as in the proof of Proposition 2.1.3 to

choose an appropriate element (𝑏1, . . . , 𝑏ℓ) ∈ kℓ in order to get 𝑓 =
√︁ℓ

𝑗=1 𝑏𝑗𝑓𝑗 ∈ 𝑅Q with

𝑣𝑄𝑖
(𝑓) = Ð𝑖 ⊗ 𝑣𝑄𝑖

(𝐾 ′) ⊗ 1 for all 𝑖 ∈ 𝐼, since for any 𝑄 ̸= 𝑄𝑖 on 𝒳 we obtain 𝑣𝑄(𝑓) ⊙
minℓ

𝑗=1¶𝑣𝑄(𝑓𝑗)♢ ⊙ ⊗𝑣𝑄(𝐾 ′). Consequently, the canonical divisor 𝐾 = div(𝑓) + 𝐾 ′ satisĄes

𝑣𝑄𝑖
(𝐾) = Ð𝑖 ⊗ 1 and 𝐾 ⊗𝐷(α ⊗ 1) ⊙ 0, which is the desired conclusion.

We present below an additional equivalence to the statements established by Delgado in

[Del90, p. 630] and revisited by Moyano-Fernández in [Moy11, Th. 3] with further details.

Proposition 2.4.4. The following conditions are equivalent:
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(1) ̂︁𝐻(Q) is symmetric;

(2) There exists a canonical divisor 𝐾 on 𝒳 such that Supp(𝐾) ⊖ ¶𝑄1, . . . , 𝑄ℓ♢;

(3) There exists σ ∈ ̂︁𝐻(Q) with ♣σ♣= 2𝑔 ⊗ 2 + ℓ satisfying the property:

If β ∈ Zℓ, then β ∈ ̂︁𝐻(Q) if and only if ∇(σ ⊗ β) = ∅.

Proof. (1) ⇒ (2) It is exactly that stated in Remark 2.4.2(2).

(2) ⇒ (3) Let 𝐾 be a canonical divisor on 𝒳 such that 𝐾 = 𝐷(δ) for δ ∈ Zℓ with ♣δ♣= 2𝑔 ⊗ 2.

Taking σ = δ + 1, we have σ ∈ ̂︁𝐻(Q) because ♣σ♣= 2𝑔 ⊗ 2 + ℓ with ℓ ⊙ 2. If β ∈ ̂︁𝐻(Q), then

∇(σ ⊗ β) = ∅ since otherwise, one would have ∇(σ) ̸= ∅. Conversely, for any β ∈ Zℓ, assume

∇(σ ⊗ β) = ∅. Then, by the Lemma 2.4.3, there exists a canonical divisor 𝐾 ′ on 𝒳 such that

𝑣𝑄𝑖
(𝐾 ′) = à𝑖 ⊗ Ñ𝑖 ⊗ 1 for all 𝑖 ∈ 𝐼 and 𝐾 ′ ⊙ 𝐷(σ ⊗ β ⊗ 1). Thus, there exists 𝑓 ∈ k(𝒳 )× such

that 𝐾 ′ = 𝐾 + div(𝑓). We claim that 𝑓 ∈ 𝑅Q, because as 𝑣𝑄(𝑓) = 𝑣𝑄(𝐾 ′) ⊗ 𝑣𝑄(𝐾) = 𝑣𝑄(𝐾 ′)

and 𝐾 ′ ⊙ 𝐷(σ ⊗ β ⊗ 1), then 𝑣𝑄(𝑓) ⊙ 0 if 𝑄 ̸= 𝑄𝑖 and ⊗𝑣𝑄𝑖
(𝑓) = (à𝑖 ⊗ 1) ⊗ (à𝑖 ⊗ Ñ𝑖 ⊗ 1) = Ñ𝑖

for every 𝑖 ∈ 𝐼. Therefore, β ∈ ̂︁𝐻(Q).

(3) ⇒ (1) Note that σ ⊗ 1 + e𝑖 ̸∈ ̂︁𝐻(Q) with ♣σ ⊗ 1 + e𝑖♣= 2𝑔⊗ 1 for all 𝑖 ∈ 𝐼, since otherwise

σ ⊗ 1 + e𝑖 ∈ ∇𝑖(σ), which does not happen because σ ∈ ℳ(Q).

Remark 2.4.5. (1) From the proof above, if an element σ ∈ ̂︁𝐻(Q) with ♣σ♣= 2𝑔 ⊗ 2 + ℓ,

then 𝐷(σ ⊗ 1) is a canonical divisor on 𝒳 . Hence, there exists a canonical divisor 𝐾 on

𝒳 whose support is exactly ¶𝑄1, . . . , 𝑄ℓ♢ if and only if there exists an element σ ∈ ̂︁𝐻(Q)

with ♣σ♣= 2𝑔 ⊗ 2 + ℓ and à𝑖 ̸= 1 for 𝑖 = 1, . . . , ℓ.

(2) Notice that, if ̂︁𝐻(Q) is symmetric, then for each α ∈ ℳ(Q) there exists an unique β ∈
ℳ(Q) such that α + β = σ. Indeed, taking β = σ ⊗ α, we have β ∈ ̂︁𝐻(Q) since

∇(σ ⊗ β) = ∇(α) = ∅. Furthermore, ∇(β) = ∅ because α ∈ ̂︁𝐻(Q). Therefore, β =

σ ⊗ α ∈ ℳ(Q). As a consequence, we obtain that σ ∈ ℳ(Q) since 0 ∈ ℳ(Q).

The following technical lemma provides a relation that will be used in Theorem 2.4.7 to

derive a functional equation for Poincaré series associated to symmetric Weierstrass semigroups.

It is a version of [CDK94, Th. 3.6] adapted to our setting.

Lemma 2.4.6. Let α ∈ Z𝑚 and 𝑖 ∈ 𝐼. If ̂︁𝐻(Q) is symmetric then

𝑑𝑖(α) + 𝑑𝑖(σ ⊗ α ⊗ 1 + e𝑖) = 1,

where σ is a maximal element of ̂︁𝐻(Q) as in Proposition 2.4.4 (3).

Proof. From Remark 2.4.5 (1), we have 𝐷(σ ⊗ 1) is a canonical divisor on 𝒳 . Hence, from

Riemann-Roch theorem we obtain

ℓ(α) = ♣α♣+1 ⊗ 𝑔 + ℓ(σ ⊗ α ⊗ 1) (2.4.1)
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and

ℓ(α ⊗ e𝑖) = ♣α♣⊗𝑔 + ℓ(σ ⊗ α ⊗ 1 + e𝑖), (2.4.2)

which completes the proof by subtracting (2.4.2) from (2.4.1).

In [Moy11, Prop. 6], the Poincaré series associated to symmetric generalized Weierstrass

semigroups at two points are shown to satisfy the functional equation

(2.4.3)𝑃 (t) = tσ𝑃 (t⊗1),

where σ is as in Proposition 2.4.4 (3). We can now formulate a generalization of the func-

tional equations (2.4.3) to multivariable Poincaré series of generalized Weierstrass semigroups

at several points.

Theorem 2.4.7. If ̂︁𝐻(Q) is symmetric then its corresponding Poincaré series satisĄes

𝑃 (t) = (⊗1)ℓtσ𝑃 (t⊗1),

where σ is a maximal element of ̂︁𝐻(Q) as in Proposition 2.4.4 (3).

Proof. Let α ∈ Zℓ. Notice that 𝑑𝑖(α ⊗ 1 + 1𝐽 + e𝑖) = 𝑑𝑖(α ⊗ 1𝐽𝑐) for every 𝐽 ∈ 𝒫(𝐼∖¶𝑖♢).

Since (⊗1)#𝐽𝑐

= (⊗1)ℓ⊗1(⊗1)#𝐽 , we can write

𝑝(α) = 𝑝𝑖(α) = (⊗1)ℓ⊗1
∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)

(⊗1)#𝐽𝑑𝑖(α ⊗ 1 + 1𝐽 + e𝑖) =
∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)

(⊗1)#𝐽𝑑𝑖(α ⊗ 1𝐽)

and

(⊗1)ℓ⊗1𝑝(σ ⊗ α) = (⊗1)ℓ⊗1𝑝𝑖(σ ⊗ α) =
∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)

(⊗1)#𝐽𝑑𝑖(σ ⊗ α ⊗ 1 + 1𝐽 + e𝑖).

We thus obtain the following relation by Lemma 2.4.6

(2.4.4)
𝑝(α) + (⊗1)ℓ⊗1𝑝(σ ⊗ α) =

∑︁

𝐽∈𝒫(𝐼∖¶𝑖♢)

(⊗1)#𝐽 [𝑑𝑖(α ⊗ 1𝐽) + 𝑑𝑖(σ ⊗ α ⊗ 1 + 1𝐽 + e𝑖)]

= 0.

Hence, using the expression (2.3.10) for 𝑃 (t) and 𝑝(α) = (⊗1)ℓ𝑝(σ ⊗ α) by (2.4.4), it follows

from Remark 2.4.5 (2) that

𝑃 (t) =
∑︁

α∈ℳ(Q)

𝑝(α)tα

= (⊗1)ℓ
∑︁

α∈ℳ(Q)

𝑝(σ ⊗ α)tα

= (⊗1)ℓ
∑︁

β∈ℳ(Q)

𝑝(β)tσ⊗β

= (⊗1)ℓtσ
∑︁

β∈ℳ(Q)

𝑝(β)t⊗β

= (⊗1)ℓtσ𝑃 (t⊗1).
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In particular, we can also derive an functional equation for 𝑄(t) as follows.

Corollary 2.4.8. If ̂︁𝐻(Q) is symmetric, the following functional equation holds true

𝑄(t) = (⊗1)ℓ⊗1tσ𝑄(t⊗1),

where σ is a maximal element of ̂︁𝐻(Q) as in Proposition 2.4.4 (3).

Proof. Let α ∈ Zℓ. From the Proposition 2.3.4 and the relation (2.4.4), we get

𝑞(α) = 𝑝(α) ⊗ 𝑝(α ⊗ 1)

= (⊗1)ℓ(𝑝(σ ⊗ α) ⊗ 𝑝(σ ⊗ α + 1))

= (⊗1)ℓ⊗1(𝑝(σ ⊗ α + 1) ⊗ 𝑝(σ ⊗ α))

= (⊗1)ℓ⊗1𝑞(σ ⊗ α + 1),

which proves the assertion.
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Chapter 3

Castle conditions on multipointed

curves

Remember from Section 1.3 that an algebraic-geometric code is constructed on a curve 𝒳
over a Ąnite Ąeld by considering two rational divisors on 𝒳 of disjoint support, 𝐷 and 𝐺. When

the latter is a multiple of a single point 𝑄 ∈ 𝒳 (F𝑞) outside the support of 𝐷, the code is called

a one-point code. Otherwise, if #Supp(𝐺) ⊙ 2, it is called a multipoint code.

One-point codes are the most studied codes among the whole family of AG codes and are

in general well studied; see e.g. [HVP98; Duu08; MO15]. The main techniques in the study

of the parameters of 𝐶ℒ(𝒳 , 𝐷,𝑚𝑄) (or 𝐶Ω(𝒳 , 𝐷,𝑚𝑄)) rely on the Weierstrass semigroup of

𝒳 at 𝑄. This numerical semigroup codiĄes the dimension behaviour of any one-point codes

with 𝐺 = 𝑚𝑄, and is also used to bound the minimum weight of codewords in one-point codes,

which led to the formulation of order bounds on the minimum distance of one-point codes

[Gei+11].

In particular, when the curve has some arithmetical properties, the study of parameters

become simpler. This is the case of Castle and weak Castle curves [MST09; OM13], which

encapsulates good properties on two simple arithmetical conditions. These curves have the

good properties of the main important curves used to construct one-point codes. It allows us

to give a theoretical treatment of the main one-point codes, unifying the theory behind them.

Matthews observed in [Mat01] that there exist multipoint codes with better parameters

than any comparable one-point code. The strategy employed was selecting special divisors

𝐺 with the aid of Weierstrass semigroups at several points. This led to improvements on

the Goppa bound and consequently derived multipoint codes which can not be obtained as a

punctured one-point code. These considerations led to the rise of many works on multipoint

codes, specially on methods devoted to estimating their true minimum distances; see [DKP11]

and the references therein.

In this chapter, we deal with multipoint codes constructed on curves satisfying certain

conditions which extend naturally the arithmetic and geometric assumptions satisĄed by Castle
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and weak-Castle curves to multi-pointed curves. The main objective is to provide a systematic

approach based on generalized Weierstrass semigroups at several points to treat multipoint AG

codes. For this reason, we will make use of some terminology and results developed in Chapter

2.

3.1 Castle curves and one-point codes

We start this section by recalling the notion of Castle and weak Castle curves and their main

features introduced in [MST09]. In particular, we shall focus our attention on describing the

one-point codes arising from these curves, which contains many of the most known examples

of one-point codes.

Let 𝒳 be a non-singular, projective, geometrically irreducible algebraic curve of genus 𝑔

deĄned over F𝑞, and let 𝑄 be a rational point on 𝒳 . Recall that the Weierstrass semigroup of

𝒳 at 𝑄

𝐻(𝑄) = ¶Ð ∈ N0 : ∃ 𝑓 ∈ F𝑞(𝒳 )× with div∞(𝑓) = Ð𝑄♢,

where F𝑞(𝒳 ) is the function Ąeld of 𝒳 , is said symmetric if 2𝑔⊗1 ̸∈ 𝐻(𝑄). The Lewittes bound

[OM13] yields an upper bound on the number of rational points of the pointed curve (𝒳 , 𝑄)

#𝒳 (F𝑞) ⊘ 𝑞𝜌(𝑄) + 1, (3.1.1)

where 𝜌(𝑄) is the Ąrst non-zero element of 𝐻(𝑄), the multiplicity of 𝐻(𝑄).

A pointed curve (𝒳 , 𝑄) is called Castle if

(C1) The Weierstrass semigroup 𝐻(𝑄) is symmetric; and

(C2) #𝒳 (F𝑞) = 𝑞𝜌(𝑄) + 1, that is, the number of rational points of 𝒳 attains the Lewittes

bound.

Many notable curves over Ąnite Ąelds satisfy the conditions above, for example Hermitian

curves, Suzuki curves, Ree curves, and Norm-Trace curves, among others; see [MST09]. These

examples are among the most studied curves for applications to one-point algebraic-geometric

codes.

The concept of Castle curves can be generalized in the following way. A pointed curve

(𝒳 , 𝑄) over F𝑞 satisfying (C1) and

(C2′) There exist a morphism 𝑓 : 𝒳 ⊃ P1 with div∞(𝑓) = 𝑑𝑄 and a set 𝑈 = ¶Ð1, . . . , Ðℎ♢ ⊖ F𝑞

such that for all 𝑖 = 1, . . . , ℎ, we have

𝑓⊗1(Ð𝑖) ⊖ 𝒳 (F𝑞) and #𝑓⊗1(Ð𝑖) = 𝑑.
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is called weak Castle.

Every Castle curve is in fact weak Castle; indeed, it is enough to observe that 𝑓 ∈ F𝑞(𝒳 )×

with div∞(𝑓) = 𝜌(𝑄)𝑄 and 𝑈 = F𝑞 satisfy the condition (C2Š). Conversely, under the assump-

tion of (C2Š), we obtain 𝑑 ∈ 𝐻(𝑄). Furthermore, since 𝑓 is unramiĄed over each Ð𝑖, writing

𝑓⊗1(Ð𝑖) = ¶𝑃 𝑖
1, . . . , 𝑃

𝑖
𝑑♢, we have

div(𝑓 ⊗ Ð𝑖) =
𝑑∑︁

𝑗=1

𝑃 𝑖
𝑗 ⊗ 𝑑𝑄.

Let

𝐷 = 𝐷𝑈,𝑓 =
ℎ∑︁

𝑖=1

𝑑∑︁

𝑗=1

𝑃 𝑖
𝑗 .

If (𝒳 , 𝑄) is weak Castle and 𝐷 is the sum of all rational points different from 𝑄, it is said to

be complete. The one-point codes 𝐶ℒ(𝐷,𝑚𝑄) of length 𝑛 = 𝑑ℎ are called weak Castle codes,

or simply Castle codes if (𝒳 , 𝑄) satisĄes (C2).

Castle and weak Castle curves have several nice properties that can be translated to codes

arising from them. Next we see some these results obtained in [MST09].

Proposition 3.1.1. Let (𝒳 , 𝑄) be a weak Castle curve of genus 𝑔 over F𝑞. The following hold.

(1) The divisors 𝐷 and 𝑛𝑄 are linearly equivalent. Then for 𝑚 < 𝑛, 𝐶ℒ(𝐷,𝑚𝑄) reaches the

Goppa bound if and only if 𝐶ℒ(𝐷, (𝑛⊗𝑚)𝑄) does. For 𝑚 ⊙ 𝑛, 𝐶ℒ(𝐷,𝑚𝑄) is an abundant

code of abundance ℓ((𝑚⊗ 𝑛)𝑄).

(2) The divisor (2𝑔⊗ 2)𝑄 is a canonical divisor on 𝒳 . Consequently, (𝑛+ 2𝑔⊗ 2)𝑄⊗𝐷 is also

a canonical divisor and there exists x ∈ (F×
𝑞 )𝑛 such that

𝐶ℒ(𝐷,𝑚𝑄)⊥ = x * 𝐶ℒ(𝐷,𝑚⊥𝑄),

where 𝑚⊥ = 𝑛+ 2𝑔 ⊗ 2 ⊗𝑚.

The vector x of item (2) does not depend on 𝑚 and can be computed as in Proposition

1.3.3. It is also interesting to note that when (𝒳 , 𝑄) is weak Castle, the set

𝑀 = ¶𝑚 ∈ N0 : 𝐶ℒ(𝐷,𝑚𝑄) ̸= 𝐶ℒ(𝐷, (𝑚⊗ 1)𝑄)♢ = ¶𝑚1 = 0,𝑚2, . . . ,𝑚𝑛♢,

called the dimension set of (𝒳 , 𝑄), can easily computed as 𝑀 = 𝐻(𝑄) ∖ (𝑛 + 𝐻(𝑄)). This

set can be used to obtain good estimates on the minimum distance of codes 𝐶ℒ(𝐷,𝑚𝑖𝑄) by

applying the order bound [Gei+11]. For further information on the order bound for Castle

codes see [OM13].
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3.2 Castle conditions for multi-pointed curves

In this section, we extend the ideas in Section 3.1 to multi-pointed curves and show some

examples of curves satisfying this notion. The aim is to provide an useful framework for multi-

pointed curves to deal with multipoint codes; we also show some examples to illustrate the

theory.

Let 𝒳 be a curve of genus 𝑔 deĄned over F𝑞. Let 𝑄1, ..., 𝑄ℓ ∈ 𝒳 (F𝑞) be ℓ ⊙ 2 pairwise

distinct F𝑞-rational points, and set Q = (𝑄1, . . . , 𝑄ℓ). Remember from Section 2.4 that the

generalized Weierstrass semigroup ̂︁𝐻(Q) is called symmetric if there exists γ ̸∈ ̂︁𝐻(Q) with

♣γ♣= 2𝑔 ⊗ 1. Recall also that for α ∈ Z𝑚 we have 𝐷(α) =
√︁ℓ

𝑖=1 Ð𝑖𝑄𝑖.

Definition 3.2.1. Let ℓ ⊙ 2. We say that an ℓ-pointed curve (𝒳 ,Q) is of Castle type if it

satisĄes the following:

(i) The generalized Weierstrass semigroup ̂︁𝐻(Q) is symmetric; and

(ii) There exist a morphism ã : 𝒳 ⊗⊃ P1 with div∞(ã) = 𝐷(α) and Ò1, . . . , Òℎ ∈ F𝑞 satisfying

#ã⊗1(Ò𝑖) = ♣α♣ and ã⊗1(Ò𝑖) ⊖ 𝒳 (F𝑞) for 𝑖 = 1, . . . , ℎ.

Remark 3.2.2. 1. Observe that this deĄnition is a natural extension of the notion of weak

Castle curves to several points.

2. The condition (i) ensures, by Proposition 2.4.4, the existence of a canonical divisor on 𝒳
whose support contained in ¶𝑄1, . . . , 𝑄ℓ♢. We can also see that if a generalized Weier-

strass semigroup at ℓ-tuple of rational points is symmetric, then any other generalized

Weierstrass semigroup at 𝑚′-tuple, ℓ′ > ℓ, containing the ℓ previous points is symmetric.

3. The condition (ii) says that α ∈ 𝐻(Q) and that 𝒳 cover P1 via ã in a such way that ℎ

elements Ò ∈ F𝑞 are completely split and whose Ąbres ã⊗1(Ò) are rational points. We can

thus deduce that

#𝒳 (F𝑞) ⊙ ℎ♣α♣+ℓ. (3.2.1)

Next, we present some examples of multi-pointed curves of Castle type.

Example 3.2.3. Let 𝒦 be the Klein quartic over F8 deĄned by the projective equation

𝑋3𝑌 + 𝑌 3𝑍 +𝑋𝑍3 = 0.

It is a genus 3 curve with 24 rational points. Let us consider the rational points 𝑃 := (0 : 0 : 1),

𝑄 := (0 : 1 : 0) and 𝑅 := (1 : 0 : 0) of 𝒦. The Klein quartic if of Castle type at the pair (𝑄,𝑅).

Considering the rational functions 𝑥 = 𝑋/𝑍 and 𝑦 = 𝑌/𝑍, we have

div(𝑥) = 3𝑃 ⊗ (2𝑄+𝑅)
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and

div(𝑦) = 𝑃 + 2𝑅 ⊗ 3𝑄.

Hence, for 𝑖, 𝑗 ∈ Z, we obtain

div(𝑥𝑖𝑦𝑗) = (3𝑖+ 𝑗)𝑃 + (⊗2𝑖⊗ 3𝑗)𝑄+ (⊗𝑖+ 2𝑗)𝑅,

and it is possible to determine the generalized Weierstrass semigroup of the Klein quartic at

the pair (𝑄,𝑅) as in Figure 3.1.

𝐻(𝑄)⊗7 ⊗2⊗4 3 5 7 8

𝐻(𝑅)

⊗7

⊗2

⊗4

3

5

Figure 3.1: Generalized Weierstrass semigroup of 𝒦 at (𝑄,𝑅).

Notice that although the numerical Weierstrass semigroups 𝐻(𝑄) = 𝐻(𝑅) =< 3, 5, 7 > are

not symmetric, ̂︁𝐻(𝑄,𝑅) is symmetric because neither (3, 2) nor (4, 1) belongs to ̂︁𝐻(𝑄,𝑅). The

morphism ã = (𝑦7 + 1)/𝑦5𝑥2 has pole divisor 10𝑄+ 12𝑅, and each element in 𝒦(F8)∖¶𝑄,𝑅♢ is

a zero for ã. Therefore 𝒦 is of Castle type for the pair (𝑄,𝑅) with ã, ℎ = 1, and Ð1 = 0 ∈ F𝑞.

On the other hand, considering the morphism ã = 𝑥, we have div∞(ã) = 2𝑄 + 𝑅 and any

Ð ∈ F×
𝑞 is totally split. Hence, each of 21 point of 𝒦(F8)∖¶𝑃,𝑄,𝑅♢ belongs to Ąbre ã⊗1(F×

𝑞 ).
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By Remark 3.2.2, 𝒦 is also Castle for the triple (𝑃,𝑄,𝑅). Observe that in both case, the

equality in Equation (3.2.1) is attained.

For our coding purposes, we are particularly interested in morphisms ã as in DeĄnition

3.2.1(ii) whose number ℎ♣α♣ of rational points in
⎷ℎ

𝑖=1 ã
⊗1(Ò𝑖) equals #𝒳 (F𝑞) ⊗ ℓ in Equation

(3.2.1). However, it is not always possible to obtain a suited morphism ã with this property,

as we will see in next example.

Example 3.2.4. Let 𝑞 be an odd prime power. Let 𝒳 be the hyperelliptic curve deĄned over

F𝑞 given by affine equation

𝑦2 = 𝑥𝑞 ⊗ 𝑥+ 1.

Note that 𝒳 is a Castle curve with 2𝑞 + 1 rational points. Nevertheless, for 𝑄 the point

at inĄnity of 𝒳 and 𝑃 = (0 : 1 : 1), there is no morphism ã with pole divisor supported

on ¶𝑄,𝑃♢ such that the equality in (3.2.1) holds. It can be reinterpreted that the divisor

𝐷 =
√︁

𝑃 ∈𝒳 (F𝑞)∖¶𝑄1,𝑄2♢ 𝑃 of degree 2𝑞 ⊗ 1 is not linearly equivalent to any divisor supported on

¶𝑄1, 𝑄2♢.

The following result generalizes a property of the weak Castle pointed curves which will

enable us to consider AG codes via the generalized Weierstrass semigroups.

Proposition 3.2.5. With the notation as above, let (𝒳 ,Q) be a multi-pointed curve over F𝑞

satisfying the Castle condition with ã : 𝒳 ⊗⊃ P1 the morphism associated to α ∈ 𝐻(Q).

Consider the divisor 𝐷 :=
√︁ℎ

𝑖=1

√︁
𝑃 ∈ã⊗1(Ò𝑖) 𝑃 . Then

(1) For each Ò𝑖 ∈ F𝑞 such that #(ã⊗1(Ò𝑖) ∩ 𝒳 (F𝑞)) = ♣α♣, we have

div(ã⊗ Ò𝑖) = 𝐷Ò𝑖
⊗𝐷(α),

where 𝐷Ò𝑖
=

√︁
𝑃 ∈ã⊗1(Ò𝑖) 𝑃 ⊘ 𝐷;

(2) 𝐷 ≍ ℎ𝐷(α).

Proof. Since ã is unramiĄed over each Ò𝑖 ∈ F𝑞, and div∞(ã) = 𝐷(α), we have

div(ã⊗ Ò𝑖) =
∑︁

𝑃 ∈ã⊗1(Ò𝑖)

𝑃 ⊗𝐷(α) = 𝐷Ò𝑖
⊗𝐷(α).

Hence the divisor of the function 𝑧 =
√︂ℎ

𝑖=1(ã⊗ Ò𝑖) is

div(𝑧) =
ℎ∑︁

𝑖=1

𝐷Ò𝑖
⊗ ℎ𝐷(α),

and therefore 𝐷 ≍ ℎ𝐷(α).
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Example 3.2.6. Let 𝑞 be a prime power. Let ℋ𝑞 be the Hermitian curve over F𝑞2 as in Example

2.2.9. Let 𝑄 be the point at inĄnity on ℋ𝑞, and let 𝑄𝑖 denote the common zero of 𝑥 and 𝑦⊗ 𝑏𝑖,

where 𝑏𝑖 ∈ F𝑞2 satisfy 𝑏𝑞
𝑖 + 𝑏𝑖 = 0 for 𝑖 = 1, . . . , 𝑞. Let Q𝑗 = (𝑄,𝑄1, . . . , 𝑄𝑗) be (𝑗 + 1)-tuple of

points on ℋ𝑞. As

div(𝑥𝑞 ⊗ 𝑥) = 𝐷′ ⊗ 𝑞3𝑄

and

div(𝑦 ⊗ 𝑏𝑖) = (𝑞 + 1)(𝑄𝑖 ⊗𝑄),

for 𝑗 = 1, . . . , 𝑞, we obtain

div

(︃
𝑥𝑞 ⊗ 𝑥

𝑦(𝑦 ⊗ 𝑏1) ≤ ≤ ≤ (𝑦 ⊗ 𝑏𝑗)

⎜
= 𝐷𝑖 ⊗ 𝑞𝑄1 ⊗ ≤ ≤ ≤ ⊗ 𝑞𝑄𝑗 ⊗ (𝑞3 ⊗ 𝑗(𝑞 + 1))𝑄

The divisor 𝐷 as in Proposition 3.2.5 will be used in next section to construct multipoint

AG codes, and its degree will be related to the length of such codes. This is the reason that

we search for curves of Castle type with maximum value as possible in the right-hand side in

Equation (3.2.1). From this problem, we have the following question: given an ℓ-pointed curve

(𝒳 ,Q) with Q = (𝑄1, . . . , 𝑄ℓ) such that ̂︁𝐻(Q) is symmetric, what are the α ∈ 𝐻(Q) such

that (𝒳 ,Q) is of Castle type with ℎ♣α♣+ℓ as big as possible? In this case, is it possible to

characterize such elements α ∈ 𝐻(Q)?

3.3 Multipoint Castle codes

This section is devoted to study multipoint AG codes constructed on curves of Castle type.

In particular, we interpret the parameters of these multipoint codes in terms of the theory of

generalized Weierstrass semigroups at several points developed in Chapter 2.

Let 𝒳 be a curve of genus 𝑔 deĄned over F𝑞, and let Q = (𝑄1, ..., 𝑄ℓ) be an ℓ-tuple of pairwise

distinct rational points such that the pair (𝒳 ,Q) if of Castle type. Hence there exists α ∈ 𝐻(Q)

satisfying (ii) in DeĄnition 3.2.1. Let 𝐷 be the associated divisor according to Proposition 3.2.5.

For β = (Ñ1, . . . , Ñℓ) ∈ Zℓ with 0 ⊘ ♣β♣⊘ ℎ♣α♣+2𝑔 ⊗ 2, let 𝐷(β) =
√︁ℓ

𝑖=1 Ñ𝑖𝑄𝑖. Consider

hereafter the algebraic-geometric codes

𝐶(β) := 𝐶ℒ(𝒳 , 𝐷,𝐷(β))

of length 𝑛 := ℎ♣α♣, called multipoint Castle codes.
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3.3.1 Duality

One characteristic of one-point Castle codes is that their dual are formally equivalent to

another one-point Castle code. This property can be also extended to the family of multipoint

Castle codes.

Proposition 3.3.1. The dual code 𝐶(β)⊥ of 𝐶(β) is formally equivalent to 𝐶(β′) for some

β′ ∈ Zℓ with ♣β′♣⊙ 0.

Proof. We Ąrst notice that from Theorem 1.3.2 and Proposition 1.3.3, the dual code 𝐶(β)⊥ is

formally equivalent to 𝐶ℒ(𝐷,𝐷 + div(æ) ⊗ 𝐷(β)), where æ is a differential form with simple

poles at 𝑃 ∈ ã⊗1(Ò𝑖) for 𝑖 = 1, . . . , ℎ. Let us consider the rational function 𝑧 =
√︂ℎ

𝑖=1(ã ⊗ Ð𝑖).

Since 𝑧 has simple zeros at 𝑃 ∈ ã⊗1(Ò𝑖) for 𝑖 = 1, . . . , ℎ, the differential form æ = 𝑑𝑧/𝑧 has

simple poles at 𝑃 ∈ ã⊗1(Ò𝑖) for 𝑖 = 1, . . . , ℎ. From Proposition 2.4.4 we obtain

𝐷 + div(æ) ⊗𝐷(β) = 𝐷 + div(𝑑𝑧) ⊗ div(𝑧) ⊗𝐷(β) = div(𝑑𝑧) + ℎ𝐷(α) ⊗𝐷(β).

Since ̂︁𝐻(P) is symmetric, there exists a canonical divisor𝐾 supported on a subset of ¶𝑄1, ..., 𝑄ℓ♢
by Proposition 2.4.4, and thus there exists σ ∈ Zℓ with ♣σ♣= 2𝑔 ⊗ 2 such that 𝐾 = 𝐷(σ). As

div(𝑑𝑧) ≍ 𝐷(σ), we have

𝐷 + div(Ö) ⊗𝐷(β) ≍ 𝐷(β′),

where β′ = σ + ℎα ⊗ β with ♣β′♣⊙ 0. The assertion thus follows by Proposition 1.3.5(a).

3.3.2 Dimension

We next discuss a systematic method to compute the dimension of multipoint Castle codes

through generalized Weierstrass semigroups. Let 𝑘β denote the dimension of the code 𝐶(β).

From Proposition 3.2.5, we have 𝐷 ≍ ℎ𝐷(α) = 𝐷(ℎα), and since 𝑘β = ℓ(β) ⊗ ℓ(𝐷(β) ⊗𝐷) by

(1.3.1), we can deduce

𝑘β = ℓ(β) ⊗ ℓ(β ⊗ ℎα).

It means that the dimensions 𝑘β are given in terms of divisors supported on a subset of

¶𝑄1, . . . , 𝑄ℓ♢, and we can thus use generalized Weierstrass semigroups to compute them by

using Theorem 2.2.6 which states that for any α ∈ Zℓ and 𝑖 ∈ ¶1, . . . , ℓ♢ we have

ℓ(α) = #(Γ(α)/⊕𝑖),

where Γ(α) and ⊕𝑖 are respectively as in (2.2.3) and (2.2.4). Furthermore, since dimensions

are invariant for elements α ∈ Zℓ modulo Θ(Q) by Corollary 2.2.10, this computation can be

reduced to ℓ(α′) for α′ ∈ 𝒞 in the equivalence class [α] for the relation ⊕ deĄned in (2.2.8).

Therefore, once the absolute maximal elements in the generalized Weierstrass semigroup of 𝒳
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at Q = (𝑄1, . . . , 𝑄ℓ) are known, the dimensions 𝑘β of the codes 𝐶(β) can be computed via

Theorem 2.2.6 to calculate ℓ(β) and ℓ(β ⊗ ℎα) separately.

3.3.3 Minimum distance

In the following we present some methods based on generalized Weierstrass semigroups

to estimate the minimum distance of multipoint Castle codes. Let 𝑑β denote the minimum

distance of 𝐶β. Recall from Section 1.3 that for each integer 𝑟 ⊙ 1, the gonality sequence of 𝒳
is given by

Ú𝑟 = min¶deg(𝐴) : 𝐴 ∈ DivF𝑞
(𝒳 ) with ℓ(𝐴) ⊙ 𝑟♢.

Hence, according to the improved Goppa bound (1.3.2), we get

𝑑β ⊙ 𝑛⊗ ♣β♣+Ú𝑎+1,

where 𝑎 is the abundance of 𝐶β, i.e. 𝑎 = ℓ(β⊗ℎα). We can state the following about minimum

distances 𝑑β of 𝐶(β).

Proposition 3.3.2. (1) If β = 𝑡α, for 𝑡 = 1, . . . , ℎ ⊗ 1, then 𝑑β = 𝑛 ⊗ ♣β♣, that is, 𝐶(β)

reaches the Goppa bound.

(2) For β ⊘ (𝑛, . . . , 𝑛), the code 𝐶(β) reaches the Goppa bound if and only if 𝐶ℎα⊗β does.

(3) If (ℎ⊗ 1)α ⊘ β ⊘ ℎα then Ú2 ⊘ 𝑑β ⊘ ♣α♣.

Proof. From Remark 1.3.1 the code 𝐶β reaches the Goppa bound if and only if there ex-

ists a divisor 𝐷′ such that 0 ⊘ 𝐷′ ⊘ 𝐷 and 𝐷′ ≍ 𝐷(β). Hence, (1) follows taking 𝐷′ =
√︁𝑡

𝑖=1

√︁
𝑃 ∈ã⊗1(Ò𝑖) 𝑃 , since 𝐷′ ≍ 𝑡𝐷(α) = 𝐷(𝑡α). For (2), let 𝐷′ be the divisor such that

𝐷′ ≍ 𝐷(β). Thus, 𝐷′′ = 𝐷 ⊗ 𝐷′ ≍ 𝐷(ℎα ⊗ β) because 𝐷 ≍ 𝐷(ℎα) by Proposition 3.2.5. As

𝑑(ℎ⊗1)α ⊙ 𝑑β ⊙ 𝑑ℎα, item (3) follows by noticing that from (1) that 𝑑(ℎ⊗1)α = ♣α♣ and 𝑑ℎα ⊙ Ò2

from the improved Goppa bound.

We now give a way to compute lower bounds on the minimum distance of multipoint Castle

codes via generalized Weierstrass semigroups. We next describe a bound on the minimum

distance of order type developed by Duursma and Park in [DP10] for arbitrary algebraic-

geometric codes 𝐶ℒ(𝒳 , 𝐷,𝐺).

Remark 3.3.3. Duursma and Park observed in [DP10, Sec. 3] that if x ∈ 𝐶ℒ(𝐷,𝐺)∖𝐶ℒ(𝐷,𝐺⊗
𝑄) for 𝑄 a rational point on 𝒳 outside Supp(𝐷′), then the divisor 𝐴 =

√︁
𝑃 ∈supp(x) 𝑃 satisĄes

ℓ(𝐴) ̸= ℓ(𝐴⊗𝑄) and ℓ(𝐴⊗𝐷 +𝐺) ̸= ℓ(𝐴⊗𝐷 +𝐺⊗𝑄). (3.3.1)
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They furthermore show in [DP10, Th. 5.3] that if there exists a sequence of divisors 𝐴1 ⊘ ≤ ≤ ≤ ⊘
𝐴𝑤 satisfying for 𝑖 = 1, . . . , 𝑤 that 𝐴𝑖+1 ⊙ 𝐴𝑖 +𝑄 for 𝑖 = 1, . . . , 𝑤 and

ℓ(𝐴𝑖) ̸= ℓ(𝐴𝑖 ⊗𝑄) and ℓ(𝐴𝑖 ⊗𝐷 +𝐺) = ℓ(𝐴𝑖 ⊗𝐷 +𝐺⊗𝑄),

then deg(𝐴) ⊙ 𝑤 for any divisor 𝐴 with support disjoint of 𝐴𝑤 ⊗ 𝐴1 and satisfying (3.3.1).

From Remark 3.3.3, a such sequence gives us a lower bound on the minimum weight of

codewords in the coset 𝐶ℒ(𝐷,𝐺)∖𝐶ℒ(𝐷,𝐺 ⊗ 𝑄) and consequently a lower bound on the min-

imum distance of 𝐶ℒ(𝐷,𝐺) by applying such technique to each coset in a sequence of nested

AG codes containing 𝐶ℒ(𝐷,𝐺). However, it is not obvious how to choose a sequence of divisors

(𝐴𝑖) that gives the better result. This sequence is in general taken in a family of divisors, e.g.

divisors supported on speciĄc points. Next we interpret the Duursma and Park order bound

to multipoint Castle codes in terms of the generalized Weierstrass semigroups tools to produce

sequences of divisors supported in subsets of ¶𝑄1, . . . , 𝑄ℓ♢. According to Proposition 2.1.3 (2)

and Proposition 3.2.5 (2), the Duursma and Park coset bound is interpreted in the setting of

multipoint Castle codes as follows.

Proposition 3.3.4. Let 𝑖 ∈ ¶1, . . . , ℓ♢. Let γ1, . . . ,γ𝑤 ∈ Zℓ be a sequence such that γ𝑗 ⊙
γ𝑗⊗1 + e𝑖 for 𝑗 = 2, . . . , 𝑤 and its elements satisfy for 𝑗 = 1, . . . , 𝑤:

(i) There exists an absolute maximal element of ̂︁𝐻(Q) in ∇ℓ
𝑖(γ𝑗);

(ii) There does not exist absolute maximal element of ̂︁𝐻(Q) in ∇ℓ
𝑖(γ𝑗 + β ⊗ ℎα).

Then

min wt(𝐶(β)∖𝐶(β ⊗ e𝑖)) ⊙ 𝑤.

Next we give an example that illustrates the application of the previous result.

Example 3.3.5. Let 𝒦 be the Klein curve as in Example 3.2.3 together with its rational points

𝑄 and 𝑅. As we have seen, (𝒦, (𝑄,𝑅)) is of Castle type. Let us consider 𝐶(10, 8) the multipoint

Castle code deĄned on (𝒦, (𝑄,𝑅)) with length 22 and dimension 17 over F8. Since by Example

3.2.3 we have α = (10, 12) and ℎ = 1, a sequence satisfying the conditions in Proposition 3.3.4

is

(0, 0) ⊘ (2, 1) ⊘ (3, 1) ⊘ (5, 1). (cf. Figure 3.1)

which provides min wt(𝐶(10, 8)∖𝐶(9, 8)) ⊙ 4. Notice that (6, 1) does not satisfy (ii) in Propo-

sition 3.3.4 because ∇2
1(6,⊗3) ̸= ∅. However, we can take another sequence

(0, 0) ⊘ (2, 1) ⊘ (3, 1) ⊘ (4, 2) ⊘ (5, 2). (cf. Figure 3.1)

It gives an improvement min wt(𝐶(10, 8)∖𝐶(9, 8)) ⊙ 5. For further details on efficient compu-

tations of sequences of pairs see [DK09, Sec. 5].
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Therefore for (𝑖𝑗)𝑗⊙1 a sequence of elements in ¶1, . . . , ℓ♢, denoting β0 = β and β𝑗+1 =

β𝑗 ⊗ e𝑖𝑗+1
for 𝑗 ⊙ 1, we obtain by the Proposition 3.3.3 a bound on the minimum distance of

each coset in the sequence of nested multipoint Castle codes

𝐶(β) ⊇ 𝐶(β1) ⊇ 𝐶(β2) ⊇ ≤ ≤ ≤

we get a lower bound on 𝑑β, that is,

𝑑β ⊙ min
𝑗⊙0

¶min wt(𝐶(β𝑗)∖𝐶(β𝑗 ⊗ e𝑖𝑗+1
))♢.
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Chapter 4

Quantum codes from Castle curves

The aspects of the quantum model become the error correction crucial for achieving all its

computational potential [Got02]. In this way, the quantum error-correcting codes have played

an essential role in the protection against computational noises, and recently much research has

been done to Ąnd good such codes. Calderbank and Shor [CS96], and Steane [Ste96] showed that

quantum codes can be derived from classical linear error-correcting codes verifying certain self-

orthogonality properties [AK01], including Euclidean and Hermitian self-orthogonality. This

method, known as CSS construction, has received a lot of interest and allowed Ąnding many

powerful quantum codes.

Among all the classical codes used to produce quantum stabilizer codes, algebraic-geometric

(AG) codes have received considerable attention [Che01; GH15; Jin14; JX12; KM08; KW08;

SK06; Sha08]. Conditions for Euclidean self-orthogonality of AG codes are well known [Sti88]

and allow us to translate the combinatorial nature of this problem into geometrical terms

concerning the arithmetic of the involved curves. Furthermore, Hermitian self-orthogonality

can be easily ensured in a similar manner.

Among all curves used to get AG codes, we can highlight the family of Castle and weak

Castle curves [MST09], that combine the good properties of having a reasonable simple handling

and producing codes with excellent parameters. In fact, most of the one-point AG codes studied

in the literature belong to the family of Castle codes. Besides these codes have, in a natural

way, self-orthogonality properties which are very close to those required for obtaining quantum

stabilizer codes. It follows from the foregoing that many of the AG codes used to derive

quantum codes are particular cases of weak Castle codes. In this chapter, we systematize these

constructions, including them in the overall framework of Castle codes. To this end, we show

the common theory that underlies all of them and we include many examples, some of which

refer to curves and codes already treated in the literature.

Section 4.1 contains a brief introduction to the mathematical modeling of a quantum system

and an overview of the constructions of quantum codes from classical codes. Section 4.2 is

devoted to Algebraic Geometry codes, and mainly to Castle codes. These provide sequences of
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self-orthogonal and formally self-orthogonal codes that can be used to produce quantum codes.

We give sufficient conditions for self-duality and study in detail some particular families of

curves and codes. In Section 4.3 we show some parameters of quantum codes we have obtained

from the curves presented in the previous section. Rather than obtaining codes with new or

excellent parameters, we are interested in showing the common theory on which all of them

are based. Finally, in Section 4.4 we consider trace codes of AG codes deĄned over extensions

of F𝑞 and the quantum codes derived from them. Trace codes are closely related to subĄeld

subcodes, from which have recently been obtained quantum codes with excellent parameters

[GH15; GHR15].

4.1 Preliminaries on quantum codes

To understand the mathematical model of a quantum system, we begin with a analogy

with the binary classical case. Remember that the classical representation of a basic unit of

information is the bit, which assumes values in F2. In the quantum case, the set of a basic unit

of quantum information is represented mathematically by C2 with the standard inner product,

and whose the orthonormal canonical basis
(︁

1
0

⎡
and

(︁
0
1

⎡
is represented, following the Dirac

notation, respectively by ♣0⟩ and ♣1⟩. Its elements, the so-called quantum bits, are described by

Ð♣0⟩ + Ñ♣1⟩, where Ð, Ñ ∈ C with ♣Ð♣2+♣Ñ♣2= 1.

Notice that, contrary to the classical case, the quantum bit can assume a continuum of states.

Quantum bits can also be combined to represent a general quantum state of length 𝑛, similar

to the classical use of combining 𝑛 bits to obtain the space F𝑛
2 . The analogue of F𝑛

2 corresponds

to the tensor product C2 · ≤ ≤ ≤ · C2 ≍= C2𝑛

, the 𝑛-quantum binary system. Hence, a general

quantum state of length 𝑛 is a complex linear combination of the orthogonal basis

♣a⟩ := ♣𝑎1⟩ · ≤ ≤ ≤ · ♣𝑎𝑛⟩, where a = (𝑎1, . . . , 𝑎𝑛) ∈ F𝑛
2 .

Since in classical coding theory is often to consider codes over F𝑞 as alphabet, for 𝑞 any prime

power, we next expose the generalization of aforementioned model to a non-binary quantum

system. In this case, the 𝑛-quantum 𝑞-ary system is the space

(C𝑞)·𝑛 = C𝑞 · ≤ ≤ ≤ · C𝑞

⏟  ⏞  
𝑛 times

≍= C𝑞𝑛

.

To set some analogue terminology to the binary case, we Ąx a basis of C𝑞 represented symbol-

ically by ¶♣𝑎⟩ ; 𝑎 ∈ F𝑞♢. A quantum digit is an element in C𝑞 of form
√︁

𝑎∈F𝑞
Ð𝑎♣𝑎⟩, for Ð𝑎 ∈ C.
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In this way, the elements

♣a⟩ := ♣𝑎1⟩ · . . .· ♣𝑎𝑛⟩, for a = (𝑎1, . . . , 𝑎𝑛) ∈ F𝑛
𝑞 ,

form an orthogonal basis for (C𝑞)·𝑛 with respect to the standard Hermitian inner product.

A 𝑞-ary quantum error-correcting code of length 𝑛 and dimension 𝐾 ⊙ 1 is a 𝐾-dimensional

complex subspace 𝑄 of the quantum system (C𝑞)·𝑛.

Based on the quantum postulates, any transformation in a quantum system is linear and

preserves inner product. Hence, it must occur as an unitary operator. In particular, the errors

occurring in (C𝑞)·𝑛 act on the quantum states by unitary operators. We next describe a basis

of linear transformations of (C𝑞)·𝑛 given by special unitary operators and the correctable errors

for a quantum code. Given 𝑎, 𝑏 ∈ F𝑞, consider the unitary operators acting on a quantum digit

♣𝑢⟩ by

𝑇𝑎♣𝑢⟩ = ♣𝑢+ 𝑎⟩ and 𝑅𝑏♣𝑢⟩ = Ýtr(𝑏𝑢)♣𝑢⟩,

where Ý is a 𝑝-th root of unity and tr : F𝑞 ⊃ F𝑝 the trace map. The space spanned by

¶𝑇𝑎𝑅𝑏 ; 𝑎, 𝑏 ∈ F𝑞♢ is the set of all handleable errors on a quantum digit.

As the set ¶♣a⟩ ; a ∈ F𝑛
𝑞 ♢ is a basis of (C𝑞)·𝑛, we can provide the special unitary operator in

(C𝑞)·𝑛 through tensor products. Precisely, for a = (𝑎1, . . . , 𝑎𝑛),b = (𝑏1, . . . , 𝑏𝑛) ∈ F𝑛
𝑞 , consider

𝑇a = 𝑇𝑎1 · ≤ ≤ ≤ · 𝑇𝑎𝑛
and 𝑅b = 𝑅𝑏1 · ≤ ≤ ≤ ·𝑅𝑏𝑛

.

Writing 𝐸a,b for 𝑇a𝑅b = 𝑇𝑎1𝑅𝑏1 · ≤ ≤ ≤ · 𝑇𝑎𝑛
𝑅𝑏𝑛

, the operators 𝐸a,b, for a,b ∈ F𝑛
𝑞 , form a base

of the linear space of linear transformations of (C𝑞)·𝑛, called the error basis. Therefore, it is

enough to be able to correct the errors 𝐸a,b. The error group of (C𝑞)·𝑛 is the set

𝐺𝑛 = ¶Ý𝑖𝐸a,b : a,b ∈ F𝑛
𝑞 , 0 ⊘ 𝑖 ⊘ 𝑝⊗ 1♢,

and the weight of an error Ý𝑖𝐸a,b in 𝐺𝑛 is deĄned as

wt(Ý𝑖𝐸a,b) = 𝑛⊗ #¶𝑗 : 𝑎𝑗 = 𝑏𝑗 = 0♢.

Now we are ready to deĄne the meaning of minimum distance of quantum code: a quantum

code 𝑄 of length 𝑛 detects 𝑑′⊗1 quantum digits of errors if for every orthogonal pair of quantum

states ♣𝜙⟩ and ♣å⟩ in 𝑄, and for every error 𝐸 in the error group 𝐺𝑛 of weight less than 𝑑′, the

quantum states ♣𝜙⟩ and 𝐸♣å⟩ are orthogonal.

The minimum distance of a quantum code 𝑄 is the largest integer 𝑑′ such that 𝑄 detects

𝑑′ ⊗ 1 quantum digits of errors. We denote by [[𝑛,𝐾, 𝑑]]𝑞 a 𝑞-ary quantum code of length 𝑛,

dimension 𝐾 and minimum distance 𝑑, or simply [[𝑛, 𝑘, 𝑑]]𝑞 whenever 𝑘 = log𝑞(𝐾) is an integer.

A quantum code of length 𝑛 is called stabilizer if it is a joint of eigenspaces of operators



60

in an abelian subgroup of 𝐺𝑛. The stabilizer quantum codes form a notable class among the

quantum codes since they have very special properties, for instance, every quantum code is

contained in a stabilizer quantum code.

In what follows we are mainly interested in quantum codes obtained from classical algebraic

geometry codes by the so-called CSS construction. The idea behind this procedure is to consider

the map 𝑔 : F2𝑛
𝑞 ⊃ 𝐺𝑛 given by (a♣b) ↦⊃ 𝐸a,b and the isomorphism F𝑛

𝑞2 ⊃ F2𝑛
𝑞 of F𝑞-vector

spaces given by x = (𝑎1 + 𝑏1æ, . . . , 𝑎𝑛 + 𝑏𝑛æ) ↦⊃ (a♣b), where æ is a primitive element to the

quadratic extension F𝑞2♣F𝑞. Hence, taking classical codes either over F𝑞 or F𝑞2 with special

properties, it is possible to obtain quantum codes from eigenspaces of their image under 𝑔.

Thus quantum codes constructed in this way have the property of being stabilizer. For further

details concerning the mathematical model for quantum error-correction and how to derive

quantum codes from classical codes, we refer to [AK01; Got02; GB99; KW08; KM08].

4.1.1 Quantum codes from linear codes over Fq

We recall that for a,b ∈ F𝑛
𝑞 , the usual (Euclidean) inner product

√︁
𝑎𝑖𝑏𝑖 is denoted by ⟨a,b⟩.

Moreover, given a linear code 𝐶 over F𝑞, 𝐶 is called self-dual if 𝐶 = 𝐶⊥, and self-orthogonal

if 𝐶 ⊖ 𝐶⊥, that is if ⟨a,b⟩ = 0 for all a,b ∈ 𝐶, where 𝐶⊥ is the dual code of 𝐶 as in (1.1.2).

The so-called CSS code construction allows obtaining quantum codes through of inclusions of

classical codes over F𝑞 as follows.

Theorem 4.1.1. ([GBR04; KW08]) Let 𝐶1, 𝐶2 be two linear codes over F𝑞 of length 𝑛 and

dimensions 𝑘1 and 𝑘2 respectively with 𝐶1 ⊖ 𝐶2. Then there exists a [[𝑛, 𝑘2 ⊗ 𝑘1, 𝑑]]𝑞 code with

minimum distance 𝑑 = min¶wt(c) : c ∈ (𝐶2 ∖ 𝐶1) ∪ (𝐶⊥
1 ∖ 𝐶⊥

2 )♢.

In particular, we have the following useful outcome which has been extensively used to

provide the existence of many quantum codes.

Corollary 4.1.2. ([MU00]) Let 𝐶 be a self-orthogonal [𝑛, 𝑘, 𝑑] code over F𝑞. Then there exists

a [[𝑛, 𝑛⊗ 2𝑘, 𝑑]]𝑞 code with minimum distance 𝑑 = min¶wt(c) : c ∈ (𝐶⊥ ∖ 𝐶)♢ ⊙ 𝑑(𝐶⊥).

Jin and Xing [JX12] showed that when 𝑞 is even, the self-orthogonality condition can be

weakened in the sense that we can obtain self-orthogonal codes from other codes "close" to be

self-orthogonal. To be precise, remember that given an 𝑛-tuple x of nonzero elements in F𝑞, the

coordinate-wise multiplication by x map given by a ↦⊃ x*a = (𝑥1𝑎1, . . . , 𝑥𝑛𝑎𝑛) gives an isometry

for the Hamming metric and for a linear code 𝐶 over F𝑞, we shall write x*𝐶 = ¶x*c : c ∈ 𝐶♢.

Next we shall expose a construction of this type for sequences of codes.

Let 𝐶0 = (0) ⊖ 𝐶1 ⊖ . . . ⊖ 𝐶𝑛 = F𝑛
𝑞 be an increasing sequence of 𝑛 + 1 linear codes in

F𝑛
𝑞 , where 𝐶𝑖 has dimension 𝑖 and minimum distance 𝑑(𝐶𝑖). This sequence is called self-dual if
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𝐶⊥
𝑖 = 𝐶𝑛⊗𝑖 for all 𝑖, and formally self-dual if there exists x ∈ (F×

𝑞 )𝑛 such that 𝐶⊥
𝑖 = x * 𝐶𝑛⊗𝑖

for all 𝑖. In this case, note that for 𝑖, 𝑗, with 1 ⊘ 𝑖 ⊘ 𝑗 ⊘ 𝑛 we have

𝐶⊥
𝑖 ∖ 𝐶⊥

𝑗 = x * 𝐶𝑛⊗𝑖 ∖ x * 𝐶𝑛⊗𝑗 = x * (𝐶𝑛⊗𝑖 ∖ 𝐶𝑛⊗𝑗);

moreover, since the coordinate-wise multiplication by x is an isometry,

min¶wt(c) : c ∈ x * (𝐶𝑛⊗𝑖 ∖ 𝐶𝑛⊗𝑗)♢ = min¶wt(c) : c ∈ (𝐶𝑛⊗𝑖 ∖ 𝐶𝑛⊗𝑗)♢.

Now, by applying Theorem 4.1.1, we obtain a quantum [[𝑛, 𝑗 ⊗ 𝑖, 𝑑]]𝑞 code with minimum

distance

𝑑 = min¶wt(c) : c ∈ (𝐶𝑗 ∖ 𝐶𝑖) ∪ (𝐶𝑛⊗𝑖 ∖ 𝐶𝑛⊗𝑗)♢ ⊙ min¶𝑑(𝐶𝑗), 𝑑(𝐶𝑛⊗𝑖)♢.

4.1.2 Quantum codes from linear codes over Fq2

Let ⟨⊗,⊗⟩𝐻 denote the Hermitian inner product in F𝑛
𝑞2 given by ⟨a,b⟩𝐻 = ⟨a,b𝑞⟩. The

dual of a linear code 𝐶 ⊖ F𝑛
𝑞2 relative to the Hermitian inner product (or the Hermitian dual

of 𝐶) is

𝐶⊥𝐻 = ¶v ∈ F𝑛
𝑞2 : ⟨v, c𝑞⟩ = 0 for all c ∈ 𝐶♢ = (𝐶𝑞)⊥.

We say that 𝐶 is Hermitian self-orthogonal if 𝐶 ⊖ 𝐶⊥𝐻 , or equivalently if 𝐶𝑞 ⊖ 𝐶⊥. Raising

to the 𝑞-th power we Ąnd that ⟨v, c𝑞⟩ = 0 if and only if ⟨v𝑞, c⟩ = 0. Hence (𝐶𝑞)⊥ = (𝐶⊥)𝑞

and therefore 𝑑(𝐶⊥𝐻) = 𝑑(𝐶⊥). We can derive quantum codes from classical codes over F𝑞2 as

follows.

Theorem 4.1.3. ([AK01]) Let 𝐶 be a linear code over F𝑞2 of parameters [𝑛, 𝑘, 𝑑] which is self-

orthogonal with respect to the Hermitian inner product. Then there exists a [[𝑛, 𝑛 ⊗ 2𝑘, 𝑑]]𝑞

quantum code with minimum distance 𝑑 = min¶wt(c) : c ∈ (𝐶⊥𝐻 ∖ 𝐶)♢ ⊙ 𝑑(𝐶⊥).

Let 𝐶0 = (0) ⊖ 𝐶1 ⊖ . . . ⊖ 𝐶𝑛 = F𝑛
𝑞2 be an increasing sequence of 𝑛+ 1 linear codes in F𝑛

𝑞2 .

From Theorem 4.1.3 we have the following three procedures to obtain 𝑞-ary quantum codes

from a such sequence:

(A) When the sequence is self-dual then the theorem can be applied. As 𝐶𝑛 = F𝑛
𝑞2 , for

given 𝑖 let 𝑞(𝑖) be the smallest index such that 𝐶𝑞
𝑖 ⊖ 𝐶𝑞(𝑖). When 𝑖 + 𝑞(𝑖) ⊘ 𝑛 we have

𝐶𝑞
𝑖 ⊖ 𝐶𝑞(𝑖) ⊖ 𝐶𝑛⊗𝑖 = 𝐶⊥

𝑖 , and hence we get a [[𝑛, 𝑛 ⊗ 2𝑖,⊙ 𝑑(𝐶𝑛⊗𝑖)]]𝑞 code. In Section 4.3, we

will get sequences of one-point AG codes for which it is possible to give an estimate of 𝑞(𝑖) and

consequently obtain quantum codes by this procedure.

(B) When the sequence is formally self-dual but not self-dual, there exists x ∈ (F×
𝑞 )𝑛 such

that 𝐶⊥
𝑖 = x * 𝐶𝑛⊗𝑖 for all 𝑖 = 0, . . . , 𝑛. Following the aforementioned ideas of Jin and Xing
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[JX12], we can still derive quantum codes in some cases by slightly modifying the codes. Since

the elements of F𝑞 are precisely the (𝑞 + 1)-th powers in F𝑞2 , there exists y ∈ F𝑛
𝑞2 such that

y𝑞+1 = x, or equivalently y𝑞 = y⊗1 * x. Consider the sequence y * 𝐶0 = (0) ⊖ y * 𝐶1 ⊖ . . . ⊖
y * 𝐶𝑛 = F𝑛

𝑞2 . As x * 𝐶⊥ = (x⊗1 * 𝐶)⊥ by Lemma 1.1.1, whenever 𝑖+ 𝑞(𝑖) ⊘ 𝑛 we have

(y * 𝐶𝑖)
𝑞 = y𝑞 * 𝐶𝑞

𝑖 = y⊗1 * x * 𝐶𝑞
𝑖 ⊖ y⊗1 * x * 𝐶𝑞(𝑖) ⊖ y⊗1 * x * 𝐶𝑛⊗𝑖 = (y * 𝐶𝑖)

⊥

and we can apply Theorem 4.1.3 to get a [[𝑛, 𝑛⊗ 2𝑖,⊙ 𝑑(𝐶𝑛⊗𝑖)]]𝑞 quantum code.

(C) To give a concrete example in which the condition x ∈ (F×
𝑞 )𝑛 holds, we can consider

the case in which there exists a self-dual sequence 𝐶 ′
0 = (0) ⊖ 𝐶 ′

1 ⊖ . . . ⊖ 𝐶 ′
𝑛 = F𝑛

𝑞 of codes

over F𝑞 with 𝐶 ′
𝑖
⊥ = x * 𝐶 ′

𝑛⊗𝑖 and such that 𝐶0, 𝐶1, . . . , 𝐶𝑛 are the codes over F𝑞2 spanned

by 𝐶 ′
0, 𝐶

′
1, . . . , 𝐶

′
𝑛, respectively. In this situation it is clear that 𝐶𝑖 and 𝐶 ′

𝑖 have the same

parameters, 𝐶⊥
𝑖 = x * 𝐶𝑛⊗𝑖 and (𝐶𝑖)

𝑞 = 𝐶𝑖. Let y ∈ F𝑛
𝑞2 such that y𝑞+1 = x and consider now

the sequence y * 𝐶0 = (0) ⊖ y * 𝐶1 ⊖ . . . ⊖ y * 𝐶𝑛 = F𝑛
𝑞2 . For 2𝑖 ⊘ 𝑛 we have

(y * 𝐶𝑖)
𝑞 = y𝑞 * 𝐶𝑖 = y⊗1 * x * 𝐶𝑖 ⊖ y⊗1 * x * 𝐶𝑛⊗𝑖 = y⊗1 * 𝐶𝑖

⊥ = (y * 𝐶𝑖)
⊥

so we can apply Theorem 4.1.3 to get a [[𝑛, 𝑛⊗ 2𝑖,⊙ 𝑑(𝐶𝑛⊗𝑖)]]𝑞 code.

4.2 CSS constructions from Castle codes

As we have seen in the previous section, to obtain a quantum code from a linear classical

code 𝐶 by the CSS-construction, we must verify the self-orthogonality property of classical code

𝐶 with respect to the Euclidean or the Hermitian inner-product and compute its dual distance

𝑑(𝐶⊥). Both tasks are difficult in general and, for this reason, among all linear codes producing

quantum codes, the class of Algebraic Geometry (AG) codes has received considerable attention

[GH15; GHR15; Jin14; JX12; KM08; Sha08]. For these codes there is a simple criterion for the

self-orthogonality. In addition, certain families of AG codes allow efficient methods to estimate

their minimum distances [Gei+11; HVP98; OM13; Sti09].

Let us brieĆy remember the construction of AG codes from Section 1.3. We pay particular

attention to AG codes coming from Castle and weak Castle curves, that produce self-dual and

formally self-dual sequences of codes in a natural way.

Let 𝒳 be a non-singular, projective, geometrically irreducible algebraic curve of genus 𝑔

deĄned over F𝑞. Take two rational divisors 𝐷 and 𝐺 on 𝒳 with disjoint supports and such

that 𝐷 is the sum of 𝑛 rational distinct points, 𝐷 = 𝑃1 + ≤ ≤ ≤ + 𝑃𝑛. In the following we further

assume 𝑛 > 2𝑔. From Section 1.3, the AG code 𝐶ℒ(𝐷,𝐺) has dimension and minimum distance

satisfying

𝑘 = ℓ(𝐺) ⊗ ℓ(𝐺⊗𝐷) and 𝑑 ⊙ 𝑛⊗ deg(𝐺) + Ú𝑎+1,
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where 𝑎 is the abundance of 𝐶 and Ú𝑟 is the 𝑟-th gonality of 𝒳 .

By Proposition 1.3.4, 𝐶ℒ(, 𝐷,𝐺)⊥ = 𝐶ℒ(𝐷, div(Ö) ⊗𝐺 +𝐷), where Ö is a differential form

æ with simple poles and residue 1 at every point 𝑃𝑖 in the support of 𝐷. Thus 𝐶ℒ(𝐷,𝐺) is

self orthogonal if 𝐺 ⊘ 𝐷 + 𝑊 ⊗ 𝐺. When 𝐶ℒ(𝐷,𝐺) is deĄned over the Ąeld F𝑞2 , and since

𝐶(𝒳 , 𝐷,𝐺)𝑞 ⊖ 𝐶ℒ(𝐷, 𝑞𝐺), the code 𝐶ℒ(𝐷,𝐺) is Hermitian self-orthogonal if 𝑞𝐺 ⊘ 𝐷+𝑊 ⊗𝐺.

More generally, if æ is a differential form with simple poles at every point 𝑃𝑖 in Supp(𝐷), it

follows from Proposition 1.3.3 that 𝐶ℒ(𝐷,𝐷 + div(æ) ⊗ 𝐺) = x * 𝐶ℒ(𝐷,𝐺)⊥, where 𝑥𝑖 ̸= 0 is

the residue of æ at 𝑃𝑖.

4.2.1 Castle codes and sufficient conditions for their self-orthogonality

Let 𝒳 be a curve as in previous section and let 𝑄 be a rational point on 𝒳 . We recall from

Section 3.1 that a pointed curve (𝒳 , 𝑄) is said to be Castle if it satisĄes the conditions

(C1) The Weierstrass semigroup 𝐻(𝑄) of 𝒳 at 𝑄 is symmetric; and

(C2) #𝒳 (F𝑞) = 𝑞𝜌(𝑄) + 1, where 𝜌(𝑄) is the multiplicity of 𝐻(𝑄).

A pointed curve (𝒳 , 𝑄) is called weak Castle if it satisĄes the condition (C1) and

(C2′) There exist a morphism 𝑓 : 𝒳 ⊃ P1 with div∞(𝑓) = 𝑑𝑄, and a set 𝑈 = ¶Ð1, . . . , Ðℎ♢ ⊖ F𝑞

such that for all 𝑖 = 1, . . . , ℎ, we have 𝑓⊗1(Ð𝑖) ⊖ 𝒳 (F𝑞) and #𝑓⊗1(Ð𝑖) = 𝑑.

Example 4.2.1. Let 𝑞 be odd. A hyperelliptic curve 𝒳 over F𝑞 is given by an equation

𝑦2 = 𝐹 (𝑥), where 𝐹 is a squareless polynomial. If deg(𝐹 ) = 2𝑔+ 1 then 𝒳 has genus 𝑔 and one

hyperelliptic point at inĄnity, 𝑄. Then 𝒳 is Castle if and only if 𝐹 (Ð) is a nonzero square for

all Ð ∈ F𝑞. For example, the curve 𝑦2 = 𝑥𝑞 ⊗ 𝑥+ 1 has 2𝑞 + 1 points and it is Castle for all 𝑞.

Otherwise, if 𝒳 is not Castle, take 𝑈 = ¶Ð ∈ F𝑞 : 𝐹 (Ð) is a nonzero square in F𝑞♢. Whenever

𝑈 ̸= ∅, (𝒳 , 𝑄) is a weak Castle curve and provides codes of length 𝑛 = 2#𝑈 . Similarly, if 𝑞 is

even, a hyperelliptic curve 𝒳 of genus 𝑔 over F𝑞 is given by an equation 𝑦2 + 𝑦 = 𝐹 (𝑥), where

𝐹 (𝑥) is a rational function with deg(div0(𝐹 )), deg(div∞(𝐹 )) ⊘ 2𝑔 + 2. If 𝐹 is a polynomial

there is one hyperelliptic point at inĄnity 𝑄 and 𝒳 is Castle or complete weak Castle. For

example, the curves 𝑦2 + 𝑦 = 𝑥𝑢, where 𝑞 + 1♣𝑢 and 0 < 𝑢 ⊘ 𝑞2 ⊗ 1 are Castle over F𝑞2 .

For 𝑖 = 1, . . . , 𝑛, let 𝑚𝑖 = min¶𝑚 : ℓ(𝑚𝑄) ⊗ ℓ((𝑚 ⊗ 𝑛)𝑄) ⊙ 𝑖♢. Then 𝐶𝑖 = 𝐶ℒ(𝒳 , 𝐷,𝑚𝑖𝑄)

has dimension 𝑖 and the sequence

𝐶0 = (0) ⊖ 𝐶1 ⊖ . . . ⊖ 𝐶𝑛 = F𝑛
𝑞 (4.2.1)

is a formally self-dual sequence of codes. Thus, from a weak Castle curve we obtain in a natural

manner a formally self-dual sequence of codes and consequently, by applying the procedures

explained in Sections 4.1.1 and 4.1.2, a set of quantum stabilizer codes. To be precise, we have

the following results.
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Corollary 4.2.2. Let (𝒳 , 𝑄) be a weak Castle curve over F𝑞 and let 𝐶0 = (0) ⊖ 𝐶1 ⊖ . . . ⊖
𝐶𝑛 = F𝑛

𝑞 be the sequence of codes from (4.2.1). If 2𝑖 ⊘ 𝑛 then we have a quantum code of

parameters [[𝑛, 𝑛⊗2𝑖,⊙ 𝑑(𝐶𝑛⊗𝑖)]]𝑞, with 𝑑(𝐶𝑛⊗𝑖) ⊙ 𝑚⊗𝑚𝑛⊗𝑖 +Ú𝑎+1, where 𝑎 = ℓ((𝑚𝑛⊗𝑖 ⊗𝑛)𝑄)

is the abundance of 𝐶𝑛⊗𝑖.

Proof. Notice that we have a formally self-dual sequence 𝐶0 ⊖ . . . ⊖ 𝐶𝑛 and we can thus apply

the construction (C) of Section 4.1.2. The estimate on the minimum distance follows from the

improved Goppa bound stated in equation (1.3.1).

Corollary 4.2.3. Let (𝒳 , 𝑄) be a weak Castle curve over F𝑞2 such that the sequence 𝐶0 =

(0) ⊖ 𝐶1 ⊖ . . . ⊖ 𝐶𝑛 = F𝑛
𝑞2 obtained as in (4.2.1) is self-dual. If 𝑞𝑚𝑖 ⊘ 𝑚𝑛⊗𝑖 then we have a

quantum code over F𝑞 of parameters [[𝑛, 𝑛⊗ 2𝑖,⊙ 𝑑(𝐶𝑛⊗𝑖)]]𝑞, with 𝑑(𝐶𝑛⊗𝑖) ⊙ 𝑚⊗𝑚𝑛⊗𝑖 +Ú𝑎+1,

where 𝑎 = ℓ((𝑚𝑛⊗𝑖 ⊗ 𝑛)𝑄).

Proof. Taking into account that 𝐶(𝒳 , 𝐷,𝑚𝑖𝑄)𝑞 ⊖ 𝐶(𝒳 , 𝐷, 𝑞𝑚𝑖𝑄), the proof is similar to the

previous corollary, now applying construction (A) of Section 4.1.2.

To obtain quantum codes using the procedure (A) of Section 4.1.2, formal self-orthogonality

is not enough. In what follows we shall provide some sufficient conditions on curves verifying

Castle assumptions in order to obtain codes satisfying the self-duality property. Given a pointed

curve (𝒳 , 𝑄) of genus 𝑔, satisfying the condition (C2′), we consider the divisor

𝐷 :=
∑︁

𝑃 ∈𝑓⊗1(𝑈)

𝑃

and the intrinsic rational function 𝜙 :=
√︂ℎ

𝑖=1(𝑓 ⊗ Ð𝑖) related to 𝑓 . As a notation, given an

integer 𝑚, we write 𝑚⊥ = 𝑛+ 2𝑔 ⊗ 2 ⊗𝑚.

Lemma 4.2.4. Let (𝒳 , 𝑄) be a pointed curve satisfying (C2′). If div(𝑑𝜙) = (2𝑔 ⊗ 2)𝑄, then

𝐶ℒ(𝐷,𝑚𝑄)⊥ = 𝐶ℒ(𝐷,𝑚⊥𝑄).

Proof. Consider the differential form Ö = 𝑑𝜙/𝜙. From hypothesis we get div(Ö) = (𝑛 + 2𝑔 ⊗
2)𝑄⊗𝐷 since div(𝜙) = 𝐷⊗𝑛𝑄. Hence, Ö has simple poles and residue 1 at 𝑃 ∈ Supp(𝐷).

Proposition 4.2.5. Let (𝒳 , 𝑄) be a pointed curve satisfying (C2) and let 𝑓 ∈ ℒ(∞𝑄) such

that 𝑣𝑄(𝑓) = 𝜌(𝑄). If div(𝑑𝑓) = (2𝑔 ⊗ 2)𝑄, then 𝐶ℒ(𝐷,𝑚𝑄)⊥ = 𝐶ℒ(𝐷,𝑚⊥𝑄).

Proof. As in this case 𝜙 = 𝑓 𝑞 ⊗ 𝑓 because 𝑈 = F𝑞, we obtain div(𝑑ã) = div(𝑑𝑓) and thus the

result follows from the previous lemma.

Corollary 4.2.6. Let (𝒳 , 𝑄) be a pointed curve in the conditions of Lemma 4.2.4 or Proposition

4.2.5. Then 𝐶ℒ(𝐷,𝑚𝑄) is Euclidean self-orthogonal if 2𝑚 ⊘ 𝑛 + 2𝑔 ⊗ 2. If 𝑞 is a square,

𝐶ℒ(𝐷,𝑚𝑄) is Hermitian self-orthogonal if (
√
𝑞 + 1)𝑚 ⊘ 𝑛+ 2𝑔 ⊗ 2.
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Remark 4.2.7. Note that the conditions required by Proposition 4.2.5 are not veriĄed by all

Castle curves. Consider, for example, the hyperelliptic curve 𝒳 of equation 𝑦2 = 𝑥𝑞 ⊗ 𝑥 + 1

over F𝑞, 𝑞 odd of Example 4.2.1. Here 𝜌(𝑄) = 2 which is the pole order of 𝑥 at 𝑄, and 𝒳 is

Castle with 𝑓 = 𝑥 in the notation of Proposition 4.2.5. As the points 𝑃 over the 𝑥 = Ð, for Ð

a root of 𝑥𝑞 ⊗ 𝑥+ 1 in F𝑞, are also ramiĄed, we have div(𝑑𝑥) ̸= (2𝑔⊗ 2)𝑄. On the contrary, for

the curves 𝑦2 + 𝑦 = 𝑥𝑢, where 𝑞 + 1♣𝑢, over F𝑞2 of Example 4.2.1, a simple computation shows

that div(𝑑𝑥) = (2𝑔 ⊗ 2)𝑄, hence they provide self-dual sequences of codes.

Corollary 4.2.8. Let (𝒳 , 𝑄) be a pointed curve over F𝑞2 in the conditions of Lemma 4.2.4 or

Proposition 4.2.5. Let 𝑀 be the dimension set of (𝒳 , 𝑄). If (𝑞+1)𝑚𝑖 ⊘ 𝑛+2𝑔⊗2 then we have

a quantum code over F𝑞 of parameters [[𝑛, 𝑛⊗2𝑖,⊙ 𝑑(𝐶𝑛⊗𝑖)]]𝑞, with 𝑑(𝐶𝑛⊗𝑖) ⊙ 𝑚⊗𝑚𝑛⊗𝑖 +Ú𝑎+1,

where 𝑎 = ℓ((𝑚𝑛⊗𝑖 ⊗ 𝑛)𝑄).

4.2.2 Curves defined by separated variable equations

Next we consider the family of curves having a plane model given by a separated variable

equation 𝐹 (𝑦) = 𝐺(𝑥), where 𝐹 and 𝐺 are univariate polynomials of coprime degrees. The

particular case in which one of the polynomials is linearized is interesting since it contains many

of the most relevant curves for Coding Theory purposes. For instance, several of the curves

studied below were already treated in [Sti88]. Remember that a polynomial 𝐹 is called linearized

(or a 𝑞-polynomial) if the exponents of all monomials are powers of 𝑞, i.e. a polynomial of shape

𝑛∑︁

𝑖=0

𝑎𝑖𝑥
𝑞𝑖 ∈ F𝑞𝑟 [𝑥].

Furthermore, it is said separable if 𝑎0 ̸= 0. The following properties hold true for this type of

curves.

Proposition 4.2.9. Let 𝒳 be the curve deĄned over F𝑞 by the equation 𝐹 (𝑦) = 𝐺(𝑥), where

𝐹 and 𝐺 are polynomials of degrees 𝑎 = deg(𝐹 ), 𝑏 = deg(𝐺) with gcd(𝑎, 𝑏) = 1 and 𝐹 is a

linearized separable polynomial. Let 𝑄 be the common pole of 𝑥 and 𝑦 and 𝜌(𝑄) the multiplicity

of 𝐻(𝑄). Then

(1) The genus of 𝒳 is 𝑔 = (𝑎⊗ 1)(𝑏⊗ 1)/2.

(2) The Weierstrass semigroup 𝐻(𝑄) of 𝒳 at 𝑄 is ⟨𝑎, 𝑏⟩. In particular, 𝐻(𝑄) is symmetric and

𝜌(𝑄) = min¶𝑎, 𝑏♢.

(3) div(𝑑𝑥) = (2𝑔 ⊗ 2)𝑄. If 𝑏 > 𝑎 then 𝜌(𝑄) = 𝑎 and there exists 𝑓 : 𝒳 ⊃ P1 with div∞(𝑓) =

𝜌(𝑄)𝑄 and div(𝑑𝑓) = (2𝑔 ⊗ 2)𝑄.

Proof. (1) It follows from the Riemann-Hurwitz-Zeuthen genus formula (Theorem 1.2.11) by

noticing that, being 𝐹 linearized and separable, 𝑄 is the only ramiĄcation point of 𝒳 over the
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morphism 𝑥. (2) From the equation of 𝒳 we have 𝑎𝑣𝑄(𝑦) = 𝑏𝑣𝑄(𝑥) and since (𝑎, 𝑏) = 1 we

conclude that 𝑣𝑄(𝑦) = 𝑏, 𝑣𝑄(𝑥) = 𝑎, hence 𝐻(𝑄) ⊇ ⟨𝑎, 𝑏⟩. Since the genus of ⟨𝑎, 𝑏⟩ is 𝑔 we get

equality. As all semigroups generated by two elements are symmetric, the statement follows.

(3) Again, since 𝐹 is linearized and separable, its derivative is a constant, which implies that 𝑄

is the only point of 𝒳 which ramiĄes over the morphism 𝑥. Using div(𝑑𝑥) = ⊗2 div∞(𝑥) +𝐵𝑥,

where 𝐵𝑥 is the ramiĄcation divisor of the morphism 𝑥, we obtain the equality between the

divisors. To see the last statement it is enough to take 𝑓 = 𝑥.

Proposition 4.2.9 gives a large family of curves verifying the conditions of Proposition 4.2.5,

and hence providing self-dual sequences of Castle and weak Castle codes. Concrete examples

of relevant Castle curves used in Coding Theory belonging to this family include those already

mentioned above: Hermitian curve, Norm-Trace curve, etc. Recall, however, that not all Castle

curves satisfying the conditions of Proposition 4.2.5 belong to this family. For instance, this

happens to the Ree curve [MST09] whose plane models known so far are not given by a separated

variable equation.

Next we show some examples of curves in the conditions of Lemma 4.2.4.

Example 4.2.10. Let 𝒳 be the curve given by

𝑦𝑞𝑟⊗1

+ 𝑦𝑞𝑟⊗2

+ ≤ ≤ ≤ + 𝑦𝑞 + 𝑦 = 𝑥𝑢 (4.2.2)

deĄned over F𝑞𝑟 with 𝑢 ♣ (𝑞𝑟 ⊗ 1)/(𝑞 ⊗ 1). We shall see that it is a weak Castle curve with

𝑞𝑟⊗1(𝑢(𝑞 ⊗ 1) + 1) + 1 rational points and genus 𝑔 = (𝑢⊗ 1)(𝑞𝑟⊗1 ⊗ 1)/2. Note that this curve

is covered by the Norm-Trace curve over F𝑞𝑟 ; indeed, it is a quotient curve of the Norm-Trace

curve by the cyclic group of automorphisms generated by (𝑥, 𝑦) ↦⊃ (Õ𝑥, 𝑦), where Õ is a primitive

𝑢-th root of unity. Also this equation includes many other interesting curves as the Hermitian

curve and its quotients in case of 𝑟 = 2. Now, consider the multiplicative subgroup of F×
𝑞𝑟

𝑈× = ¶Ñ ∈ F×
𝑞𝑟 : Ñ𝑢 ∈ F𝑞♢ (4.2.3)

of cardinality 𝑢(𝑞⊗ 1) and set 𝑈 = 𝑈× ∪ ¶0♢. Observe that the elements of 𝑈 are the elements

of F𝑞𝑟 which split totally over the morphism 𝑥 : 𝒳 ⊃ P1. Now take

𝜙 =
∏︁

Ñ∈𝑈

(𝑥⊗ Ñ) = 𝑥
∏︁

Ñ∈𝑈×

(𝑥⊗ Ñ) = 𝑥(𝑥𝑢(𝑞⊗1) ⊗ 1) = 𝑥𝑢(𝑞⊗1)+1 ⊗ 𝑥. (4.2.4)

Since from Proposition 4.2.9 we have div(𝑑𝑥) = (2𝑔 ⊗ 2)𝑄, where 𝑄 is the unique pole of 𝑥,

a sufficient condition to have div(𝑑𝜙) = (2𝑔 ⊗ 2)𝑄 is that 𝑢 ⊕ 1 (mod 𝑝), where 𝑝 is the

characteristic of F𝑞. Notice that this always happens in characteristic 2.
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4.2.3 Maximal Curves

Recall that a curve 𝒳 of genus 𝑔 over a Ąeld F𝑞2𝑟 is maximal if it attains equality in

#𝒳 (F𝑞2𝑟) = 𝑞2𝑟 + 1 + 2𝑔𝑞𝑟; (Hasse-Weil bound)

see [HKT08, Sec. 9.2] for details. Maximal curves often provide AG codes with good pa-

rameters. In this subsection we shall give examples of maximal Castle curves verifying the

conditions of Proposition 4.2.9. In particular, the examples we present are curves deĄned over

F𝑞2𝑟 by plane models of type 𝐹 (𝑦) = 𝐺(𝑥), where 𝐹 (𝑦) is linearized and separable of degree 𝜌 a

power of 𝑝 = char(F𝑞), and 𝐺(𝑥) of degree 𝑞𝑟 + 1, bigger than 𝜌. Thus these curves have genus

2𝑔 = (𝜌 ⊗ 1)𝑞𝑟 and the Weierstrass semigroup 𝐻(𝑄) of 𝒳 at 𝑄 is generated by 𝜌 and 𝑞𝑟 + 1.

In this situation, maximality implies the Castle condition #𝒳 (F𝑞2𝑟) = 𝑞2𝑟𝜌 + 1. We present a

couple of examples.

Example 4.2.11. Let 𝑎 ∈ F𝑞2 such that 𝑎𝑞 + 𝑎 = 0 and consider the curve 𝒳 deĄned over F𝑞2

by

𝑦𝑞/𝑝 + 𝑦𝑞/𝑝2

+ ≤ ≤ ≤ + 𝑦 = 𝑎𝑥𝑞+1 (4.2.5)

where 𝑝 = char(F𝑞). To check the maximality of 𝒳 we note that it is covered by the Hermitian

curve ℋ : 𝑤𝑞 +𝑤 = 𝑧𝑞+1 via the morphism 𝑥 = 𝑧, 𝑦 = (⊗𝑎𝑤)𝑝 + 𝑎𝑤. The cardinality of 𝒳 (F𝑞2)

can be computed from this fact by taking into account that its genus 𝑔 satisĄes 2𝑔 = (𝑞/𝑝⊗1)𝑞.

Example 4.2.12. Let 𝒳 be the curve over F𝑞2𝑟 , 𝑟 odd, deĄned by

𝑦𝑞 + 𝑦 = 𝑥𝑞𝑟+1. (4.2.6)

As in the previous example, 𝒳 is maximal as it is covered by the Hermitian curve ℋ : 𝑤𝑞𝑟

+𝑤 =

𝑧𝑞𝑟+1 over F𝑞2𝑟 . A covering is given by 𝑥 = 𝑧, 𝑦 = 𝑤𝑞𝑟⊗1 ⊗ 𝑤𝑞𝑟⊗2
+ ≤ ≤ ≤ + 𝑤.

4.3 Some Examples of quantum codes

In this Section we shall show a few examples of quantum codes obtained from the curves

treated in the above Section. Computations have been done by using the computer system

Magma [BCP97]. In order to compare the quality of the obtained parameters we shall use the

tables [Ede; Gra] and the quantum Gilbert-Varshamov bound.

Theorem 4.3.1. ([FM04]) Suppose that 𝑛 > 𝑘 ⊙ 2, 𝑑 ⊙ 2 and 𝑛 ⊕ 𝑘(mod 2). Then there

exists a stabilizer quantum code [[𝑛, 𝑘, 𝑑]]𝑞 provided that

𝑞𝑛⊗𝑘+2 ⊗ 1

𝑞2 ⊗ 1
>

𝑑⊗1∑︁

𝑖=1

(𝑞2 ⊗ 1)𝑖⊗1

(︃
𝑛

𝑖

⎜
. (4.3.1)
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We shall use the following notation: given a code [[𝑛, 𝑘, 𝑑]]𝑞, we write [[𝑛, 𝑘, 𝑑]]†𝑞 when the

parameters 𝑛, 𝑘, 𝑑 meet the Gilbert-Varshamov bound with equality. We write [[𝑛, 𝑘, 𝑑]]‡𝑞 when

the parameters 𝑛, 𝑘, 𝑑 strictly improve on the Gilbert-Varshamov bound.

Codes from the Suzuki curve

The curve 𝒳 of equation 𝑦𝑞 +𝑦 = 𝑥𝑞0(𝑥𝑞 +𝑥) over F𝑞, where 𝑞0 = 2𝑠 and 𝑞 = 2𝑞2
0 is called the

Suzuki curve. It has genus 𝑔 = 𝑞0(𝑞⊗ 1) and 𝑞2 + 1 rational points. Let 𝑄 be the common pole

of 𝑥 and 𝑦. Then the Weierstrass semigroup 𝐻(𝑄) is generated by ⟨𝑞, 𝑞+ 1, 𝑞+ 2𝑞0, 𝑞+ 2𝑞0 + 1⟩
(see [OM13] and the references therein), so 𝒳 is a Castle curve. Codes arising from this curve

have been extensively studied and their parameters are rather well known. In particular, the

conditions stated in Proposition 4.2.5 and Corollary 4.2.6 holds, so that the duals of one point

Suzuki codes are again one-point Suzuki codes. We can use them to obtain quantum codes

from construction (C) of Section 4.1.2.

Example 4.3.2. For 𝑞 = 8, 𝐶ℒ(𝐷,𝑚𝑄) has length 64 and is self-orthogonal whenever 𝑚 ⊘
45. Then we get quantum codes over F8 of parameters [[64, 62, 2]]†8, [[64, 54, 3]]8, [[64, 52, 4]]†8,

[[64, 42, 5]]8, [[64, 40, 6]]8, [[64, 38, 7]]8, [[64, 36, 8]]8. These are good parameters compared with

those listed in [Ede].

Codes from elliptic and hyperelliptic curves

Example 4.3.3. Consider the family of hyperelliptic curves 𝑦2 + 𝑦 = 𝑥𝑢, where 𝑞 + 1♣𝑢 and

𝑢 ⊘ 𝑞2 ⊗ 1 over F𝑞2 , 𝑞 even, of Example 4.2.1. In Remark 4.2.7 we noted that they are Castle

and verify div(𝑑𝑥) = (2𝑔 ⊗ 2)𝑄. Since they have genus 𝑔 = ⌊𝑢⊗ 1⌋/2, the code 𝐶ℒ(𝐷,𝑚𝑄) is

self-orthogonal whenever 2𝑚 ⊘ 2𝑞2 +𝑢⊗ 3 and Hermitian self-orthogonal whenever (𝑞+ 1)𝑚 ⊘
2𝑞2 + 𝑢 ⊗ 3. We Ąnd quantum codes with parameters [[8, 6, 2]]‡2, [[32, 30, 2]]‡4, [[32, 24, 4]]‡4,

[[128, 126, 2]]‡8, [[128, 116, 4]]†8, [[128, 112, 6]]‡8, [[128, 108, 8]]‡8 among others. The particular case

𝑢 = 𝑞 + 1 was studied in [Jin14, Sec. III (A)].

Example 4.3.4. Here we show an example of a complete weak Castle curve which is not Castle.

When 𝑞 ⊕ 3 (mod 4) then ⊗1 is not a square, hence the elliptic curve 𝒳 : 𝑦2 = 𝑥3 + 𝑎𝑥 has

𝑞 + 1 rational points over F𝑞. Consequently it has 𝑞𝑟 + 1 + 2
√
𝑞𝑟 rational points over F𝑞𝑟 for

𝑟 ⊕ 2 (mod 3). To give a concrete example take 𝑞 = 3, 𝑟 = 2. A simple computation shows

that 𝜌(𝑄) = 2 and 𝒳 is not Castle. However 𝒳 is a complete weak Castle curve with respect

the morphism 𝑓 = 𝑦. We obtain codes with the following parameters over F9: [[15, 13, 2]]†9,

[[15, 7, 4]]†9, [[15, 5, 5]]†9, [[15, 3, 6]]†9, [[15, 1, 7]]9. Quantum codes from elliptic curves have been

treated in [JX12].
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Codes from Hermitian, Norm-Trace and related curves

Quantum codes arising from Hermitian curves have been extensively treated, [KM08; SK06].

Here we shall consider the related more general curves 𝒳 of Example 4.2.10 given by an equation

of the form

𝑦𝑞𝑟⊗1

+ 𝑦𝑞𝑟⊗2

+ ≤ ≤ ≤ + 𝑦𝑞 + 𝑦 = 𝑥𝑢 (4.3.2)

over F𝑞𝑟 with 𝑢 ♣ (𝑞𝑟⊗1)/(𝑞⊗1). We saw that when 𝑢 ⊕ 1 (mod 𝑝) then 𝒳 satisĄes the conditions

of Lemma 4.2.4, where 𝑝 is the characteristic of F𝑞𝑟 . Note that when 𝑢 = (𝑞𝑟 ⊗ 1)/(𝑞⊗ 1), then

𝒳 is the Norm-Trace curve, and if 𝑟 = 2 then 𝒳 is the Hermitian curve. In both cases such

conditions are also automatically satisĄed.

Example 4.3.5. For 𝑞 = 2, 𝑟 = 4 and 𝑢 = 3, from Corollary 4.2.6 the codes 𝐶ℒ(𝐷,𝑚𝑄) of

length 32 over F16 are Hermitian self-orthogonal whenever 𝑚 ⊘ 8. The quantum codes over F4

obtained from these have parameters [[32, 30, 2]]‡4 and [[32, 24, 3]]†4.

Example 4.3.6. For 𝑞 = 2, 𝑟 = 3 and 𝑢 = 7, we obtain the Norm-Trace curve. The codes

𝐶ℒ(𝐷,𝑚𝑄) of length 32 over the Ąeld F8 are self-orthogonal if 𝑚 ⊘ 24. We obtain [[32, 28, 2]]†8,

[[32, 26, 3]]‡8, [[32, 18, 4]]8 quantum codes.

Example 4.3.7. For 𝑟 = 2 we obtain the Hermitian curves and quotients 𝑦𝑞 + 𝑦 = 𝑥𝑢 with

𝑢 ♣ 𝑞 + 1, over F𝑞2 , which are F𝑞2-maximal. The case where 𝑞 is an odd power of 2 and 𝑢 = 3

was considered in [Jin14, Sec. III (B)]. We obtain codes [[8, 6, 2]]‡2, [[64, 54, 3]]†4, [[64, 52, 4]]†4,

[[176, 162, 3]]8, [[176, 156, 5]]8, [[176, 154, 6]]8, [[176, 150, 8]]†8, [[176, 146, 9]]†8.

Codes from maximal curves

To end this section, let us see some quantum codes arising from maximal curves as the ones

considered in Section 4.2.3.

Example 4.3.8. Let 𝒳 be the curve over F𝑞2 of Example 4.2.11

𝑦𝑞/𝑝 + 𝑦𝑞/𝑝2

+ ≤ ≤ ≤ + 𝑦 = 𝑎𝑥𝑞+1 (4.3.3)

where 𝑎 ∈ F𝑞2 veriĄes 𝑎𝑞 + 𝑎 = 0 and 𝑝 is the characteristic of F𝑞. For 𝑞 = 9 let us take the

curve 𝑦3 + 𝑦 = Ð5𝑥10 over F81, where Ð is a primitive element of F81. It has 244 rational points

and genus 9. The codes 𝐶ℒ(𝐷,𝑚𝑄) are Hermitian self-orthogonal if 𝑚 ⊘ 25, by Corollary

4.2.6. For these values we obtain quantum codes with the following parameters: [[243, 241, 2]]‡9,

[[243, 233, 3]]†9, [[243, 219, 6]]9 and [[243, 213, 9]]†9. For 𝑞 = 8 take 𝑎 = 1. The curve has 257

rational points and genus 12. From Corollary 4.2.6, the codes 𝐶ℒ(𝐷,𝑚𝑄) are Hermitian self-

orthogonal if 𝑚 ⊘ 30. With these values we can provide quantum codes with the following

parameters: [[256, 254, 2]]‡8, [[256, 248, 3]]†8, [[256, 238, 4]]8 and [[256, 224, 8]]8. These quantum

codes have good parameters compared to similar quantum codes in [Ede].
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Example 4.3.9. This is a particular case of the curve given in Example 4.2.12. Take 𝑟 = 3 in

that example and let 𝒳 be the curve over F𝑞6 given by the equation

𝑦𝑞 + 𝑦 = 𝑥𝑞3+1. (4.3.4)

When 𝑞 = 2, 𝒳 has genus 4 and 129 rational points. From Corollary 4.2.6, the codes 𝐶ℒ(𝐷,𝑚𝑄)

are Hermitian self-orthogonal if 𝑚 ⊘ 14. With these values we obtain the following quantum

codes: [[128, 126, 2]]‡8, [[128, 116, 4]]†8, [[128, 112, 6]]‡8 and [[128, 108, 8]]‡8.

4.4 Traces of Castle codes

Some of the codes we have obtained in the previous sections are deĄned over large extensions

of F𝑞. However, in practice we can be interested in codes deĄned over smaller Ąelds. Such codes

can be obtained from the formers by two ways by DeĄnition 1.1.2: given a code 𝐶 over F𝑞𝑟 ,

we can consider its subĄeld subcode 𝐶♣F𝑞 over F𝑞 and its trace code tr(𝐶). Both codes over

F𝑞 are closely related by DelsarteŠs theorem 1.1.3. Nevertheless, as we shall see, at least for

AG codes the way of using trace maps is simpler. Remark however that quantum codes from

subĄeld subcodes of affine variety codes have been studied in [GH15; GHR15].

As in the last sections, let (𝒳 , 𝑄) be a pointed curve, now deĄned over F𝑞𝑟 . Remember

from Section 1.1 that the trace map tr : F𝑞𝑟 ⊃ F𝑞 and its extension coordinate-wise to F𝑛
𝑞𝑟 are

surjective F𝑞-linear maps. Letting ℒ(∞𝑄) = ∪∞
𝑖=0ℒ(𝑖𝑄) the space of rational functions on 𝒳

having possible poles only at 𝑄, we can also extend tr to ℒ(∞𝑄) by tr(𝑓) = 𝑓+𝑓 𝑞 + ≤ ≤ ≤+𝑓 𝑞𝑟⊗1
.

Here we list some properties of these extensions.

Lemma 4.4.1. The following properties hold.

(a) If 𝑓 ∈ ℒ(∞𝑄) then 𝑣𝑄(tr(𝑓)) = 𝑞𝑟⊗1𝑣𝑄(𝑓). Thus, if 𝑓 is nonconstant then tr(𝑓) ̸= 0.

(b) For all 𝑓 ∈ ℒ(∞𝑄) we have tr(ev(𝑓)) = ev(tr(𝑓)) = ev(tr(𝑓 𝑞)).

Let 𝒱 be the set of functions in ℒ(∞𝑄) evaluating to F𝑛
𝑞 , 𝒱 = ¶𝑓 ∈ ℒ(∞𝑄) : ev(𝑓) ∈ F𝑛

𝑞 ♢.

𝒱 is a F𝑞-linear subspace of ℒ(∞𝑄) containing ker(ev). As a consequence of Lemma 4.4.1(c), 𝒱
also contains tr(ℒ(∞𝑄)). The next proposition explains why trace codes are simpler to handle

than subĄeld subcodes.

Proposition 4.4.2. 𝒱 = tr(ℒ(∞𝑄)) + ker(ev).

Proof. Since tr ◇ ev is surjective (as both maps are so), if 𝑓 ∈ 𝒱 there exists 𝑔 ∈ ℒ(∞𝑄) such

that ev(𝑓) = tr(ev(𝑔)) = ev(tr(𝑔)), hence 𝑓 ⊗ tr(𝑔) ∈ ker(ev). The converse is clear.

Thus ev(𝒱) = ev(tr(ℒ(∞𝑄)) and henceforth we will only consider trace codes. However,

note that for Castle codes, we can also give a basis of ker(ev) over F𝑞𝑟 . For all 𝑚 > 0 we have

ker(ev) ∩ ℒ(𝑚𝑄) = ℒ(𝑚𝑄⊗𝐷).
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Let 𝜙 = 𝑓 𝑞𝑟

2 ⊗ 𝑓2. Since 𝒳 is Castle, we have div(𝜙) = 𝐷 ⊗ 𝑛𝑄. Consequently, there is an

isomorphism ℒ((𝑛 ⊗ 𝑚)𝑄) ⊃ ℒ(𝑚𝑄 ⊗ 𝐷) given by 𝑓 ↦⊃ 𝜙𝑓 and the set ¶𝜙𝑓1, 𝜙𝑓2, . . . ♢ is a

basis of ker(ev).

The following results allows us to obtain self-orthogonal trace codes over F𝑞 when the pointed

curve (𝒳 , 𝑄) of genus 𝑔 over F𝑞𝑟 has the self-dual property. Writing 𝐻(𝑄) = ¶0 = 𝜌1 < 𝜌2 <

. . .♢, let 𝑓𝑖 ∈ ℒ(∞𝑄) such that 𝑣𝑄(𝑓𝑖) = 𝜌𝑖 for 𝑖 = 1, 2, . . . . In view of Lemma 4.4.1(c), if

𝜌𝑖 = 𝑞𝜌𝑡 then we take 𝑓𝑖 = 𝑓 𝑞
𝑡 . Then 𝐿 = ¶𝑓1, 𝑓2, . . . ♢ is a basis of ℒ(∞𝑄) over F𝑞𝑟 verifying

𝐿𝑞 ⊖ 𝐿, and the sets 𝐿𝑚 = ¶𝑓𝑖 ∈ 𝐿 : 𝜌𝑖 ⊘ 𝑚♢ are bases of ℒ(𝑚𝑄) for all 𝑚 ⊙ 0. Let Ð be

a primitive element of F𝑞𝑟 over F𝑞. Then ¶1, Ð, . . . , Ð𝑟⊗1♢ is a basis of F𝑞𝑟 over F𝑞 and every

element 𝑎 ∈ F𝑞𝑟 can be written as 𝑎 = Ú1 + Ú2Ð+ ≤ ≤ ≤ + Ú𝑟Ð
𝑟⊗1 with Ú1, . . . , Ú𝑟 ∈ F𝑞.

Proposition 4.4.3. The set ℬ = ¶1♢ ∪ ¶tr(Ð𝑗𝑓𝑖) : 𝑗 = 0, . . . , 𝑟⊗ 1, 𝑓𝑖 ∈ 𝐿 for 𝑖 > 1♢ is a basis

of tr(ℒ(∞𝑄)) over F𝑞. The set ℬ𝑚 = ¶1♢ ∪ ¶tr(Ð𝑗𝑓𝑖) : 𝑗 = 0, . . . , 𝑟 ⊗ 1, 𝑓𝑖 ∈ 𝐿𝑚 for 𝑖 > 1♢ is a

basis of tr(ℒ(𝑚𝑄)) over F𝑞.

Proof. It suffices to show the Ąrst statement. That ℬ is a generator set follows from the F𝑞-

linearity of tr and the fact that 𝐿 is a basis of ℒ(∞𝑄) over F𝑞𝑟 . To see that ℬ is an independent

set, and since 𝑣𝑄(tr(𝑓𝑖)) ̸= 𝑣𝑄(tr(𝑓𝑡)) if 𝑖 ̸= 𝑡, it suffices to show that tr(𝑓𝑖), tr(Ð𝑓𝑖), . . . , tr(Ð
𝑟⊗1𝑓𝑖)

are independent for all 𝑖 > 1. If 0 =
√︁

𝑗 Ú𝑗tr(Ð
𝑗⊗1𝑓𝑖) = tr(

√︁
𝑗 Ú𝑗Ð

𝑗⊗1𝑓𝑖) then tr(𝑎𝑓𝑖) = 0, where

𝑎 =
√︁

𝑗 Ú𝑗Ð
𝑗⊗1. By Lemma 4.4.1(b), we have 𝑎𝑓𝑖 = 0 hence 𝑎 = 0 and Ú𝑗 = 0 for all 𝑗.

For 𝑗 = 0, . . . , 𝑟⊗ 1, let Ñ𝑗 ∈ F𝑞𝑟 such that Ñ𝑞
𝑗 = Ð𝑗. Then, if 𝑓𝑖 = 𝑓 𝑞

𝑡 we have ev(tr(Ð𝑗𝑓𝑖)) =

ev(tr((Ñ𝑗𝑓𝑡)
𝑞)) = ev(tr(Ñ𝑗𝑓𝑡)) by Lemma 4.4.1(c). Consider the sets 𝐿′ = ¶1♢ ∪ (𝐿 ∖ 𝐿𝑞) and

𝐿′
𝑚 = 𝐿′ ∩ 𝐿𝑚. DeĄne accordingly the sets ℬ′ and ℬ′

𝑚 by substituting 𝐿 by 𝐿′ and 𝐿𝑚 by 𝐿′
𝑚.

Corollary 4.4.4. The set ev(ℬ′) generates ev(tr(ℒ(∞𝑄))) over F𝑞. The set ev(ℬ′
𝑚) generates

tr(𝐶ℒ(𝐷,𝑚𝑄)) over F𝑞.

In order to ensure the self-orthogonality of trace codes, we shall use the following fact.

Lemma 4.4.5. Let x,y ∈ F𝑛
𝑞𝑟 . We have ⟨tr(x), tr(y)⟩ = tr(⟨x, tr(y)⟩).

Proof. For x, z ∈ F𝑛
𝑞𝑟 and 0 ⊘ 𝑖 ⊘ 𝑟 we have ⟨x𝑞𝑖

, z⟩ = ⟨x, z𝑞𝑟⊗𝑖⟩𝑞𝑖

. Take z = tr(y). Note that

z ∈ F𝑛
𝑞 and hence z𝑞𝑟⊗𝑖

= z. Thus

⟨tr(x), tr(y)⟩ =
𝑟⊗1∑︁

𝑖=0

⟨x𝑞𝑖

, tr(y)⟩ =
𝑟⊗1∑︁

𝑖=0

⟨x, tr(y)⟩𝑞𝑖

= tr(⟨x, tr(y)⟩).

Remember that given an integer 𝑚, with 0 ⊘ 𝑚 ⊘ 𝑛+2𝑔⊗2, we write 𝑚⊥ = 𝑛+2𝑔⊗2⊗𝑚.

The self-orthogonality and the parameters of trace codes can be checked by using the following

result.



72

Proposition 4.4.6. Let (𝒳 , 𝑄) be a pointed curve of genus 𝑔 over F𝑞𝑟 verifying the self-dual

property.

(1) If 𝑚𝑞⌊𝑟/2⌋ ⊘ 𝑚⊥ then tr(𝐶ℒ(𝐷,𝑚𝑄)) is self-orthogonal over F𝑞.

(2) If 𝑚𝑞𝑟⊗1 < 𝑛 then ev(tr(𝑓)) ̸= 0 for all 𝑓 ∈ ℒ(𝑚𝑄).

(3) 𝑑(tr(𝐶ℒ(𝐷,𝑚𝑄))⊥) = 𝑑(𝐶ℒ(𝐷,𝑚⊥𝑄)♣F𝑞) ⊙ 𝑑(𝐶ℒ(𝐷,𝑚⊥𝑄)).

Proof. (1) Assume 𝑟 is even. If 𝑚𝑞𝑟/2 ⊘ 𝑚⊥ then for all 𝑖 = 0, . . . , 𝑟/2, we have

𝐶ℒ(𝐷,𝑚𝑄)𝑞𝑖 ⊖ 𝐶ℒ(𝐷,𝑚𝑞𝑖𝑄) ⊖ 𝐶ℒ(𝐷,𝑚𝑄)⊥. (4.4.1)

Let 𝑓, 𝑔 ∈ ℒ(𝑚𝑄). According to Lemma 4.4.5, we have

(4.4.2)

⟨tr(ev(𝑓)), tr(ev(𝑔))⟩ = tr(
𝑟⊗1∑︁

𝑗=0

⟨ev(𝑓), ev(𝑔)𝑞𝑗 ⟩)

= tr(
𝑟/2⊗1∑︁

𝑗=0

⟨ev(𝑓), ev(𝑔)𝑞𝑗 ⟩) + tr(
𝑟⊗1∑︁

𝑗=𝑟/2

⟨ev(𝑓), ev(𝑔)𝑞𝑗 ⟩).

By eq. (4.4.1) all summands in the Ąrst sum of eq. (4.4.2) are zero and so its trace is zero. For

the second sum note that as seen in the proof of Lemma 4.4.5 we can write ⟨ev(𝑓), ev(𝑔)𝑞𝑗 ⟩ =

⟨ev(𝑓)𝑞𝑟⊗𝑗

, ev(𝑔)⟩𝑞𝑗

, with 𝑟 ⊗ 𝑗 ⊘ 𝑟/2. Then ⟨ev(𝑓)𝑞𝑟⊗𝑗

, ev(𝑔)⟩ = 0 and the second trace is also

0. The case 𝑟 odd is similar. (2) Let 𝑓 ∈ ℒ(𝑚𝑄). It holds that 𝑣𝑄(tr(𝑓)) ⊘ 𝑚𝑞𝑟⊗1 < 𝑛, hence

ev(tr(𝑓)) ̸= 0. (3) Follows from DelsarteŠs theorem.

Example 4.4.7. Consider the Suzuki curve with 65 rational points and genus 14 over F8.

According to Proposition 4.4.6(1), the traces tr(𝐶ℒ(𝐷,𝑚𝑄)) over F2 are self-orthogonal for

0 ⊘ 𝑚 ⊘ 30. Furthermore since dim(tr(𝐶ℒ(𝐷, 30𝑄))) = 32, this code is self-dual. Thus the

bound stated in item (1) is sharp in this case. From these traces, we derive quantum codes

with parameters [[64, 62, 2]]‡2, [[64, 50, 4]]‡2, where the notation [[𝑛, 𝑘, 𝑑]]†‡
𝑞 is as in Section 4.3.

Let us consider the case 𝑟 = 2 and let 𝐶 = 𝐶ℒ(𝐷,𝑚𝑄) be a code over F𝑞2 . Note that the

condition on 𝑚 stated in Corollary 4.2.6 to ensure the Hermitian self-orthogonality of 𝐶, is

exactly the same as the condition of Proposition 4.4.6(1), to ensure the self-orthogonality of

tr(𝐶). Thus, in some sense, the construction of quantum codes from traces of self-orthogonal

codes extends to 𝑟 > 2 the construction of quantum codes from Hermitian self-orthogonal codes

over F𝑞2 . Note also that besides considering traces tr(𝐶ℒ(𝐷,𝑚𝑄)), we can use ŠincompleteŠ

traces, that is subcodes generated by some (but not all) elements of ev(ℬ′
𝑚). In many cases

these subcodes can provide quantum codes with better parameters than trace codes themselves.

Example 4.4.8. Consider the elliptic Hermitian curve 𝒳 : 𝑦2 + 𝑦 = 𝑥3 with 9 rational points

over F4 and let Ð be a primitive element of F4 over F2. The trace code tr(𝐶ℒ(𝐷, 3𝑄)) =
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⟨1, ev(tr(𝑥)), ev(tr(Ð𝑥)), ev(tr(𝑦)), ev(tr(Ð𝑦))⟩ has dimension 5 and dual distance 4. Thus it

cannot be self-orthogonal. Remove the generator ev(tr(𝑦)). Then we get a self-dual code of

dimension 4 whose dual distance is also 4, that gives a quantum [[8, 0, 4]]2 code whose param-

eters cannot be improved [Gra]. Furthermore this code cannot be obtained from 𝒳 by using

Hermitian self-orthogonality and construction (A). In the same way, consider the Hermitian

curve over F𝑞2𝑟 with 𝑞3𝑟 + 1 points. The dual distance of the code 𝐶ℒ(𝐷, (𝑞𝑟 + 1)𝑄) can be

computed by using the order bound. Consider the trace tr(𝐶ℒ(𝐷, (𝑞𝑟 + 1)𝑄)) of this code over

F𝑞 of dimension 2𝑟 + 1 and remove at most 𝑟 ⊗ 1 generators from ev(tr(𝑦)), . . . , ev(tr(Ð𝑟⊗1𝑦))

in order to obtain a self-orthogonal code with the same dual distance as tr(𝐶ℒ(𝐷, (𝑞𝑟 + 1)𝑄)).

Direct computations show that we get quantum codes [[64, 50, 4]]‡2, [[512, 492, 4]]‡2, [[27, 19, 3]]†3,

[[729, 715, 3]]†3, [[64, 56, 3]]†4, [[125, 117, 3]]†5, [[343, 335, 3]]†7, [[512, 504, 3]]†8, [[729, 721, 3]]†9, reach-

ing good parameters in all cases. The same procedure can be carried out by using codes from

other curves. For example, from the Norm-Trace curve over F𝑞𝑟 we obtain quantum codes

[[32, 20, 4]]‡2, [[128, 112, 4]]‡2, etc.
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Chapter 5

Locally recoverable codes from

algebraic curves

The modern distributed and cloud storage data systems aim the high data availability

and, at the same time, the reliability of these data. However, to ensure that these systems

can develop all their potential of performance, it is necessary to deal with the failures which

are commonly part of their operations. In this direction, the use of coding techniques in these

systems has played an important role in the protection against possible failures. These methods

arose as an alternative to the replication technique, and recently much research has been done

in this Ąeld; see [Gop+12; PHO13; TB14; BTV15; BTV16].

In this setting, motivated by signiĄcant improvements in terms of redundancy and reli-

ability in storage systems, Gopalan et al. introduced in [Gop+12] the concept of locality in

coding theory, and consequently the notion of locally recoverable codes (or LRC codes), the

error-correcting codes to be used to ensure the fast recovery information in storage systems.

Roughly speaking, local repair techniques deal with the recovery of lost encoded data by a local

procedure, which means making use of small amount of data to repair a failure.

MDS codes (and Reed-Solomon codes in particular) are examples of LRC codes but they are

not interesting in the viewpoint of local properties since they have the largest possible locality.

In [TB14] a variation of Reed-Solomon codes (RS codes) for local recoverability purposes was

introduced by Tamo and Barg. These so-called LRC-RS codes can have much smaller locality.

However, it is well known that one of the main drawbacks of RS codes for practical applications

relies on their small length. The same happens for LRC-RS codes. A classical way to overcome

this problem is to consider codes from algebraic curves with many rational points. In this way,

the above construction of LRC-RS codes was extended by Barg, Tamo, and Vlăduț in [BTV16;

TB14] to the so-called LRC-Algebraic Geometry codes (or LRC-AG codes), obtaining larger

and powerful LRC codes.

In this chapter, we present some observations on the construction and properties concerning

LRC-AG codes. We introduce the concepts related to LRC codes in Section 5.1, where we
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present the Reed-Solomon-like construction given in [TB14] by Tamo and Barg. In Subsection

5.2.1 we slightly generalize the original construction LRC codes arising from AG codes given

by Barg, Tamo, and Vlăduț in [BTV15]. This generalization expands the family of LRC-AG

codes so that we can get some codes with better parameters. In particular, some of these

new LRC codes are in fact algebraic-geometric codes as shown in Subsection 5.2.2. Finally,

in Subsection 5.2.3 we deal with local recovery. We prove that some LRC-AG codes admit a

simpliĄed recovering method by simple checksum and propose a family of curves that provide

codes with this property.

5.1 Preliminaries on codes with locality

Let 𝐶 be a code of length 𝑛 and cardinality 𝑞𝑘 over F𝑞. A coordinate 𝑖 ∈ ¶1, . . . , 𝑛♢ of

𝐶 is said to have locality 𝑟 if there exist 𝑅𝑖 ⊖ ¶1, . . . , 𝑛♢∖¶𝑖♢ of cardinality 𝑟 and a map

𝜙𝑖 : 𝐶𝑅𝑖
⊃ F𝑞 such that for all x ∈ 𝐶, the symbol 𝑥𝑖 is equal to 𝜙𝑖(x𝑅𝑖

), where x𝑅𝑖
denotes

the projection of x on the coordinates in 𝑅𝑖 and 𝐶𝑅𝑖
= ¶x𝑅𝑖

: 𝑥 ∈ 𝐶♢. That is to say, if for

all x,y ∈ 𝐶, x𝑅𝑖
= y𝑅𝑖

implies 𝑥𝑖 = 𝑦𝑖, which is equivalent to say that the code 𝐶𝑅𝑖∪¶𝑖♢ has

minimum distance at least 2. The code 𝐶 is said to have locality 𝑟 (or all-symbol locality 𝑟), if

each coordinate 𝑖 ∈ ¶1, . . . , 𝑛♢ has locality at most 𝑟.

The locality property of a code 𝐶 means that any symbol 𝑥𝑖 of a codeword x in 𝐶 can be

recovered from the symbols in x𝑅𝑖
by 𝜙𝑖(x𝑅𝑖

), the local recovery procedure. For this reason,

the map 𝜙𝑖 and the set 𝑅𝑖 are respectively called recovering map and recovering set for the

coordinate 𝑖. We call a code with locality of locally recoverable code, or LRC code for short.

We use the notation (𝑛, 𝑘, 𝑟)𝑞 to refer to a 𝑞-ary linear code with length 𝑛, dimension 𝑘 and

locality 𝑟.

An example of (𝑛, 𝑘, 1) code is the replication code where each coordinate of an [𝑛/2, 𝑘] code

is repeated. On the other hand, MDS codes are systematic at every 𝑘 positions, hence they

attain locality 𝑘. In particular, the locality parameter 𝑟 of an (𝑛, 𝑘, 𝑟) code satisĄes 1 ⊘ 𝑟 ⊘ 𝑘.

The minimum distance of an (𝑛, 𝑘, 𝑟) code is bounded by the Singleton-like relation

𝑑 ⊘ 𝑛⊗ 𝑘 ⊗
⨆︁
𝑘

𝑟

∮︀
+ 2; (5.1.1)

see [Gop+12]. Codes reaching such equality are called optimal LCR codes. Observe that this

bound generalizes the Singleton bound (1.1.1) for the case 𝑘 = 𝑟. Hence MDS codes (and

Reed-Solomon codes in particular) are optimal LRC codes.

In what follows we present the construction due to Barg and Tamo [TB14] of optimal linear

LRC codes attaining locality in the range (1, 𝑘). Their construction relies on Reed-Solomon

codes.
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5.1.1 Reed-Solomon-like construction

As mentioned before, Reed-Solomon codes constitute a family of optimal LRC codes with

the largest possible locality. Since the purpose of locality theory is to repair failures with small

amount of data, it is desirable to derive codes with small locality. To this aim, we recall the

Reed-Solomon code construction to expose the method obtained in [TB14].

Let 𝑞 be a prime power. Remember that given a set ¶𝑃1, . . . , 𝑃𝑛♢ ⊖ F𝑞 we have the evaluation

map at 𝑃1, . . . , 𝑃𝑛

ev : F𝑞[𝑥] ⊗⊃ F𝑛
𝑞

𝑓 ↦⊃ (𝑓(𝑃1), . . . , 𝑓(𝑃𝑛))
,

where F𝑞[𝑥] denotes the set of univariate polynomials with coefficients in F𝑞. For 𝑘 a positive

integer such that 𝑘 < 𝑛, consider the set 𝑉𝑘 = ¶𝑓 ∈ F𝑞[𝑥] : deg(𝑔) ⊘ 𝑘 ⊗ 1♢. The linear code

𝐶 obtained as the image of 𝑉𝑘 by ev is called a Reed-Solomon code, which is an [𝑛, 𝑘, 𝑛⊗𝑘+1]𝑞

code. Since two polynomials of degree less than 𝑘 are equal if any 𝑘 of their values coincide,

each polynomial in 𝑉𝑘 can be obtained from any 𝑘 symbols of codeword ev(𝑓) by performing

polynomial interpolation, and this is exactly the idea used in [TB14] to construct LRC codes,

which we next present.

Let 𝑟 be a positive integer and consider 𝒫1, . . . ,𝒫𝑚 ⊖ F𝑞 be 𝑚 ⊙ 2 pairwise distinct subsets

of cardinality 𝑟+1 such that there exists a polynomial ℎ ∈ F𝑞[𝑥] of degree 𝑟+1 that is constant

over each subset 𝒫𝑖 = ¶𝑃𝑖𝑗 : 𝑗 = 1, . . . , 𝑟 + 1♢ for 𝑖 = 1, . . . ,𝑚. Notice that these choices can

be done by using the group structure of F×
𝑞 .

Let 𝒫 = ∪𝑚
𝑖=1𝒫𝑖 and 𝑛 = #𝒫 = 𝑚(𝑟 + 1). For an integer 𝑘 satisfying 𝑟 ♣ 𝑘 and 𝑘 + 𝑘

𝑟
⊘ 𝑛,

let 𝐿ℎ denote the F𝑞-linear space of polynomials spanned by 1, ℎ, . . . , ℎ
𝑘
𝑟

⊗1, and consider the

linear space of polynomials

𝑉 =
𝑟⊗1{︁

𝑖=0

𝐿ℎ𝑥
𝑖 ⊖ F𝑞[𝑥]. (5.1.2)

The linear code obtained by the image of the evaluation map at 𝒫

ev𝒫 : 𝑉 ⊗⊃ F𝑛
𝑞

𝑓 ↦⊃ (𝑓(𝑃𝑖𝑗) : 𝑖 = 1, . . . ,𝑚 , 𝑗 = 1, . . . , 𝑟 + 1)

is called the LRC Reed-Solomon code, or LRC-RS code, denoted by 𝐶(𝒫 , 𝑉 ).

As the degree of polynomials in 𝑉 are at most 𝑘+ 𝑘
𝑟

⊗ 2 < 𝑛, the map ev𝒫 is injective, and

thus the dimension of 𝐶 equals 𝑘. Moreover, for any polynomial 𝑓 ∈ 𝑉 and 𝑖 = 1, . . . ,𝑚, there

exists a polynomial Ó𝑖(𝑥) of degree at most 𝑟⊗ 1 such that Ó𝑖(𝑃𝑖𝑗) = 𝑓(𝑃𝑖𝑗) for 𝑗 = 1, . . . , 𝑟+ 1.

Such Ó𝑖Šs can be computed through interpolation at any 𝑟 points of 𝒫𝑖 and consequently a

recovering set for this local recovery procedure of the coordinate corresponding to a point 𝑃𝑖𝑗
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is 𝑅𝑖𝑗 = 𝒫𝑖 ∖ ¶𝑃𝑖𝑗♢ with the recovery map written explicitly as

𝜙𝑖𝑗(ev𝒫(𝑓)𝑅𝑖𝑗
) =

∑︁

𝑡
�̸�=𝑗

𝑓(𝑃𝑖𝑡)
∏︁

𝑠
𝑠 ̸=𝑡

𝑃𝑖𝑗 ⊗ 𝑃𝑖𝑠

𝑃𝑖𝑡 ⊗ 𝑃𝑖𝑠

.

The properties of 𝐶(𝒫 , 𝑉 ) are summarized as follows.

Theorem 5.1.1. ([TB14, Th. 3.1]) The linear code 𝐶(𝒫 , 𝑉 ) is an optimal (𝑛, 𝑘, 𝑟)𝑞 LRC code

whose local recovery is performed by polynomial interpolation.

Despite the RS-like construction provides optimal LRC codes, its main drawback is the

codes obtained are short compared with the size of the alphabet. Addressing this issue, Barg,

Tamo, and Vladut [BTV15] provided an alternative construction from algebraic curves, which

extends the aforementioned one. In next section we present their method to obtain larger LRC

codes and point out some improvements on their approach.

5.2 Locally recoverable codes from algebraic curves

Let 𝒳 and 𝒴 be two (projective, non-singular, geometrically irreducible) algebraic curves

deĄned over F𝑞. Given ã : 𝒳 ⊃ 𝒴 a separable covering of degree 𝑟+1, let us consider 𝒮 ⊖ 𝒴(F𝑞)

a set of cardinality 𝑠 consisting of rational totally split points of ã in 𝒴 whose Ąbres are rational

points of 𝒳 and 𝒫 = ã⊗1(𝒮) ⊖ 𝒳 (F𝑞).

Since the pullback map ã* : F𝑞(𝒴) ⊃ F𝑞(𝒳 ) provides a separable extension of Ąelds

F𝑞(𝒳 )♣ã*(F𝑞(𝒴)) of degree 𝑟 + 1, there exists an element 𝑦 ∈ F𝑞(𝒳 ) satisfying F𝑞(𝒳 ) =

ã*(F𝑞(𝒴))(𝑦). Hence, taking 𝐷′ a divisor on 𝒴 with support disjoint to 𝒮, we can consider

the F𝑞-linear space of rational functions on 𝒳

𝑉 =
𝑟⊗1{︁

𝑖=0

ã*(ℒ(𝐷′))𝑦𝑖 ⊖ F𝑞(𝒳 ).

Observe that, owing to 𝑦 being a primitive element to the Ąeld extension F𝑞(𝒳 )♣ã*(F𝑞(𝒴)) of

degree 𝑟+1, the elements 1, 𝑦, . . . , 𝑦𝑟 are linearly independent over ã*(F𝑞(𝒴)) and consequently

the space 𝑉 is well-deĄned.

The code deĄned as the image of 𝑉 by the evaluation map at 𝒫

ev𝒫 : 𝑉 ⊗⊃ F𝑛
𝑞

𝑓 ↦⊃ (𝑓(𝑃 ) : 𝑃 ∈ 𝒫)
,

with 𝑛 = #𝒫 , is called the LRC algebraic-geometric code (or LRC-AG codes) denoted by

𝐶(𝒫 , 𝑉, ã).

Notice that any rational function in ã*(ℒ(𝐷′)) is constant on each Ąbre ã⊗1(𝑆) for 𝑆 ∈ 𝒮.

Hence, the local recovery of an erased coordinate 𝑓(𝑃 ) of a codeword ev𝒫(𝑓), for 𝑓 ∈ 𝑉 , can be
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performed by Lagrangian interpolation at the remaining 𝑟 coordinates of ev𝒫(𝑓) corresponding

to points in the Ąbre ã⊗1(ã(𝑃 )) of 𝑃 , since over the points of ã⊗1(ã(𝑃 )) the function 𝑓 becomes

a polynomial over 𝑦.

Theorem 5.2.1. [BTV15, Th. 3.1] If ev𝒫 is injective then 𝐶(𝒫 , 𝑉, ã) ⊖ F𝑛
𝑞 is a linear (𝑛, 𝑘, 𝑟)

LRC code with parameters

𝑛 = 𝑠(𝑟 + 1), 𝑘 = 𝑟ℓ(𝐷′), and 𝑑 ⊙ 𝑛⊗ deg(𝐷′)(𝑟 + 1) ⊗ (𝑟 ⊗ 1) deg(𝑦).

Note that 𝐶 = 𝐶(𝒫 , 𝑉, ã) is a subcode of the algebraic geometry code 𝐶ℒ(𝒳 , 𝐷,𝐺), where

𝐷 =
√︁

𝑃 ∈𝒫 𝑃 and 𝐺 is the smallest divisor on 𝒳 with respect to ⊙ whose Riemann-Roch space

ℒ(𝐺) contains 𝑉 . We in particular have

𝑑(𝐶) ⊙ 𝑑(𝐶ℒ(𝒳 , 𝐷,𝐺)) ⊙ 𝑛⊗ deg(𝐺).

Example 5.2.2. In [BTV15] Barg and Tamo presented two families of LRC codes arising from

the Hermitian curve ℋ deĄned by 𝑥𝑞+1 = 𝑦𝑞 + 𝑦 over F𝑞2 .

(a) The Ąrst considers the rational function ã = 𝑥 : ℋ ⊃ P1 of degree 𝑞. Since 𝑥 has

only the point at inĄnity 𝑄 as ramiĄcation point, we take 𝒮 = A1(F𝑞2) ⊖ P1 and thus

𝑥⊗1(𝒮) = ℋ(F𝑞2)∖¶𝑄♢. If 𝐷′ = 𝑙∞ then 𝑉 =
⨁︀𝑞⊗2

𝑖=0 ⟨1, 𝑥, 𝑥2, . . . , 𝑥𝑙⟩𝑦𝑖 ⊖ F𝑞2(ℋ). We get

LRC codes with locality 𝑞 ⊗ 1 and parameters 𝑛 = 𝑞3, 𝑘 = 𝑟(𝑙 + 1), and 𝑑 ⊙ 𝑛 ⊗ deg(𝐺),

where 𝐺 = ⊗𝑣𝑄(𝑥𝑙𝑦𝑟⊗1)𝑄 = (𝑙𝑞 + (𝑟 ⊗ 1)(𝑞 + 1))𝑄.

(b) The second family is obtained by the morphism ã = 𝑦 of degree 𝑞 + 1. The branch points

of 𝑦 are exactly the points in the set 𝑀 = ¶𝑏 ∈ A(F𝑞2) : 𝑏𝑞 + 𝑏 = 0♢∪¶∞♢ and thus we take

𝒮 = P1 ∖𝑀 . For 𝐷′ = 𝑙∞, we get 𝑉 =
⨁︀𝑞⊗1

𝑖=0 ⟨1, 𝑦, 𝑦2, . . . , 𝑦𝑙⟩𝑥𝑖 ⊖ F𝑞2(ℋ). Hence, we obtain

LRC codes with locality 𝑞 and parameters 𝑛 = 𝑞3 ⊗ 𝑞, 𝑘 = 𝑟(𝑙 + 1) and 𝑑 ⊙ 𝑛 ⊗ deg(𝐺),

where 𝐺 = ⊗𝑣𝑄(𝑦𝑙𝑥𝑟⊗1)𝑄 = (𝑙(𝑞 + 1) + (𝑟 ⊗ 1)𝑞)𝑄.

Example 5.2.3. Following similar ideas as in the previous example, Ballico and Marcola

[BM16] provide LRC-AG codes from the Norm-Trace curve 𝑥1+𝑞+≤≤≤+𝑞𝑢⊗1
= 𝑦 + 𝑦𝑞 + ≤ ≤ ≤ + 𝑦𝑞𝑢⊗1

deĄned over F𝑞𝑢 . They obtain two families of LRC codes:

(a) a family of LRC codes of locality 𝑟 = 𝑞𝑢⊗1 ⊗1 and parameters 𝑛 = 𝑞2𝑢⊗1, 𝑘 = (𝑡+1)(𝑞𝑢⊗1 ⊗
1), 𝑑 ⊙ 𝑛⊗ 𝑡𝑞𝑢⊗1 ⊗ (𝑞𝑢⊗1 ⊗ 1)(1 + 𝑞 + ≤ ≤ ≤ + 𝑞𝑢⊗1); and

(b) a family of LRC codes of locality 𝑟 = 𝑞 + ≤ ≤ ≤ + 𝑞𝑢⊗1 and parameters 𝑛 = 𝑞2𝑢⊗1 ⊗ 𝑞𝑢⊗1, 𝑘 =

(𝑡+ 1)(𝑞 + ≤ ≤ ≤ + 𝑞𝑢⊗1), 𝑑 ⊙ 𝑛⊗ 𝑡𝑞𝑢⊗1 ⊗ (𝑞 + ≤ ≤ ≤ + 𝑞𝑢⊗1) ⊗ 𝑞𝑢⊗1(⊗1 + 𝑞 + ≤ ≤ ≤ + 𝑞𝑢⊗1).

Furthermore, in that paper a detailed analysis on the distance of Hermitian LRC codes given

in Example 5.2.2 is done.
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Example 5.2.4. Constructions (a) in the previous examples can be generalized to any Castle

curve (𝒳 , 𝑄); see Section 3.1. Take ã ∈ ℒ(∞𝑄) such that ⊗𝑣𝑄(ã) = 𝜌(𝑄), the multiplicity

of 𝐻(𝑄). Under the Castle conditions it holds that for every 𝑎 ∈ F𝑞 the Ąbre ã⊗1(𝑎) consists

of 𝑚 = 𝜌(𝑄) points. Then, by taking 𝒮 = F𝑞 and 𝐷′ = 𝑙∞ we can construct LRC codes of

length 𝑛 = 𝑞𝑚 = #𝒳 (F𝑞) ⊗ 1 and locality 𝑟 = 𝑚⊗ 1. Another possible generalization of these

constructions will be given in Section 5.2.3.

5.2.1 Improved parameters

In this section we propose a slight variation on the deĄnition of LRC-AG codes that may

lead to improvements on the parameters 𝑘 and 𝑑 of the obtained codes without affecting neither

the locality nor the recovering method. As LRC codes are designed to be used in large storage

systems, improvements on the dimension could be of practical interest.

Keeping the notation used at the beginning of the current section, 𝒳 and 𝒴 stand for alge-

braic curves over F𝑞, and ã : 𝒳 ⊃ 𝒴 denotes a separable covering of degree 𝑟+ 1. Rather than

considering an unique divisor 𝐷 on 𝒴 , we may regard 𝑟 distinct rational divisors 𝐷′
0, . . . , 𝐷

′
𝑟⊗1

on 𝒴 with support disjoint from 𝒮. Thus we can consider the space of rational functions on 𝒳

𝑉 ′ :=
𝑟⊗1{︁

𝑖=0

ã*(ℒ(𝐷′
𝑖))𝑦

𝑖 ⊖ F𝑞(𝒳 ) (5.2.1)

and deĄne the code 𝐶 = ev𝒫(𝑉 ′) ⊖ F𝑛
𝑞 .

Theorem 5.2.5. The code 𝐶 = ev𝒫(𝑉 ′) ⊖ F𝑛
𝑞 is a linear (𝑛, 𝑘, 𝑟) LRC code with parameters

𝑛 = 𝑠(𝑟 + 1), 𝑘 =
𝑟⊗1∑︁

𝑖=0

ℓ(𝐷′
𝑖) and 𝑛⊗ deg(𝐺) ⊘ 𝑑 ⊘ min

0⊘𝑖⊘𝑟⊗1
¶𝑑𝑖♢

provided ev𝒫 ♣𝑉 ′ is injective, where 𝐺 is the smallest rational divisor with respect to ⊘ whose

Riemann-Roch space ℒ(𝐺) contains 𝑉 ′, and 𝑑𝑖 is the minimum distance of 𝐶𝑖 = ev𝒫(ã*(ℒ(𝐷′
𝑖)𝑦

𝑖),

𝑖 = 0, . . . , 𝑟 ⊗ 1. The local recovery of an erased coordinate 𝑓(𝑃 ) of ev𝒫(𝑓) can be performed

by Lagrangian interpolation at the remaining 𝑟 coordinates of ev𝒫(𝑓) corresponding to points

in the Ąbre ã⊗1(ã(𝑃 )) of 𝑃 .

Proof. The statement on the parameters follows from construction. Since the functions in

ã*(ℒ(𝐷′
𝑖)), 𝑖 = 0, . . . , 𝑟 ⊗ 1, are constant over each Ąbre of ã, for any codeword in 𝐶 the

coordinates corresponding to points in such a Ąbre can be seen as evaluations of polynomials

of degree 𝑟 ⊗ 1 in the variable 𝑦, which can be retrieved from any 𝑟 coordinates in the Ąbre

through interpolation.

Remark 5.2.6. Observe that 𝑛 > deg(𝐺) implies ev𝒫 ♣𝑉 ′ is injective.
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Remark 5.2.7. Codes arising from evaluation of spaces of rational functions of type (5.2.1)

were considered by Maharaj in [Mah05] using the language of function Ąelds. In that paper, the

divisor 𝐺 giving the lower bound on the minimum distance in the Theorem 5.2.5 is explicitly

described as

𝐺 = max¶ã*(𝐷′
𝑖) ⊗ div(𝑦𝑖) : 0 ⊘ 𝑖 ⊘ 𝑟 ⊗ 1♢,

where max(𝐻,𝐻 ′) =
√︁

𝑃 ∈𝒳 max¶𝑣𝑃 (𝐻), 𝑣𝑃 (𝐻 ′)♢𝑃 .

Employing a sequence of divisors 𝐷′
0, . . . , 𝐷

′
𝑟⊗1 instead of a single divisor 𝐷 provides greater

Ćexibility to the construction. Typically, we can take 𝐷′
0 ⊙ . . . ⊙ 𝐷′

𝑟⊗1 since codewords of

smaller weight come from evaluation of functions 𝑓 ∈ ã*(ℒ(𝐷′
𝑖))𝑦

𝑖 with large 𝑖. This strategy

allows increasing the dimension of 𝐶 without decreasing its minimum distance. For example,

if 𝒴 = P1 and 𝑄 = ã⊗1(∞), instead of 𝑉 =
⨁︀𝑟⊗1

𝑖=0 ã
*(ℒ(𝑙∞))𝑦𝑖 we can consider the space

𝑉 ′ =
⨁︀𝑟⊗1

𝑖=0 ã
*(ℒ(𝑙𝑖∞))𝑦𝑖. Whenever ⊗𝑣𝑄(𝑥𝑙𝑖𝑦𝑖) ⊘ ⊗𝑣𝑄(𝑥𝑙𝑦𝑟⊗1), it holds that 𝑉 ⊖ ℒ(𝐺) for

every divisor 𝐺 such that 𝑉 ⊖ ℒ(𝐺), so that we increase the dimension without affecting the

estimate on the minimum distance. We next give some examples of how this variation can

provide LRC-AG codes with better parameters.

Example 5.2.8. Consider the Hermitian LRC code 𝐶 = ev𝒫(𝑉 ) of Example 5.2.2(a), where

𝑉 =
𝑟⊗1{︁

𝑖=0

𝑥*(ℒ(𝑙∞))𝑦𝑖 =
𝑟⊗1{︁

𝑖=0

⟨1, 𝑥, 𝑥2, . . . , 𝑥𝑙⟩𝑦𝑖.

Since ⊗𝑣𝑄(𝑥𝑙𝑖𝑦𝑖) ⊘ ⊗𝑣𝑄(𝑥𝑙𝑦𝑟⊗1) is now equivalent to 𝑙𝑖𝑞 + 𝑖(𝑞 + 1) ⊘ 𝑙𝑞 + (𝑟 ⊗ 1)(𝑞 + 1), this

condition holds true by taking 𝑙𝑟⊗𝑖⊗1 = 𝑙 + 𝑖 ⊗ 1 for 𝑖 = 0, . . . , 𝑟 ⊗ 1. Hence with the code

𝐶 ′ = ev𝒫(𝑉 ′) for

𝑉 ′ =
𝑟⊗1{︁

𝑖=0

𝑥*(ℒ(𝑙𝑖∞))𝑦𝑖,

we can increase the dimension by (𝑟 ⊗ 1) + ≤ ≤ ≤ + 1 = 𝑟(𝑟 ⊗ 1)/2 units without affecting the

estimate on the minimum distance. For example, if 𝑞 = 5 then 𝑟 = 4. For any value of

𝑙 whenever ev𝒫 is injective, the dimension increases by 6 units while the Singleton-optimal

defect 𝑛 ⊗ 𝑘 ⊗
⌈︁

𝑘
𝑟

⌉︁
+ 2 ⊗ 𝑑 decreases by 8 units. For example, for 𝑙 = 2 this defect is reduced

from 15 to 7. For codes on other curves for which the order of 𝑦 is much larger than the order

of 𝑥 the increase on the dimension may be higher.

Example 5.2.9. In this example we take the opposite way and construct Hermitian LRC codes

with improved minimum distance and the same dimension. Let 𝑞 = 3. Rather than consider

𝑉 = 𝑥*(ℒ(𝑙∞)) ⊕ 𝑥*(ℒ(𝑙∞))𝑦,

we shall take

𝑉 ′ = 𝑥*(ℒ((𝑙 + 1)∞)) ⊕ 𝑥*(ℒ((𝑙 ⊗ 1)∞))𝑦.
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𝑙 1 2 3 4 5 6
𝑘 4 6 8 10 12 14
𝑑 20 17 14 11 8 6
𝑑′ 21 18 15 12 9 6

Table 5.1: Dimension and minimum distance of codes 𝐶 and 𝐶 ′ for 𝑞 = 3.

𝑙 1 2 3 4 5 6 7 8 9 10 11 12 13
𝑘 6 9 12 15 18 21 24 27 30 33 36 39 42
𝑑 50 46 42 38 34 30 26 22 18 14 10 8 6
𝑑′ 54 50 46 42 38 34 30 26 22 18 14 10 8

Table 5.2: Parameters of 𝐶 and 𝐶 ′ in Example 5.2.9 for 𝑞 = 4.

It is clear that 𝐶 = ev𝒫(𝑉 ) and 𝐶 ′ = ev𝒫(𝑉 ′) have the same dimension. But now we have

𝑉 ⊖ ℒ((3𝑙 + 4)𝑄) and 𝑉 ′ ⊖ ℒ((3𝑙 + 3)𝑄),

which leads to an increment of one unit in the minimum distance. In Table 1 we compare their

true minimum distances. For larger values of 𝑞, slight modiĄcations like this may provide more

signiĄcant improvements. Similarly for 𝑞 = 4, evaluating the spaces

𝑉 = 𝑥*(ℒ(𝑙∞)) ⊕ 𝑥*(ℒ(𝑙∞))𝑦 ⊕ 𝑥*(ℒ(𝑙∞))𝑦2

and

𝑉 ′ = 𝑥*(ℒ((𝑙 + 1)∞)) ⊕ 𝑥*(ℒ(𝑙∞))𝑦 ⊕ 𝑥*(ℒ((𝑙 ⊗ 1)∞))𝑦2,

we get LRC codes over F16 with length 𝑛 = 64 and locality 𝑟 = 3. Here

𝑉 ⊖ ℒ((4𝑙 + 10)𝑄) and 𝑉 ′ ⊖ ℒ((4𝑙 + 6)𝑄),

so the improvement on the minimum distance should be about 4 units. The dimension 𝑘 and

true minimum distances 𝑑, 𝑑′ of these codes are listed in Table 2. The calculations have been

computed with Magma [BCP97].

5.2.2 Locality in AG codes

As in the previous section, let 𝒳 and 𝒴 be two curves over F𝑞 with a separable covering

ã : 𝒳 ⊃ 𝒴 of degree 𝑟 + 1, 𝑉 =
⨁︀𝑟⊗1

𝑖=0 ã
*(ℒ(𝐷′

𝑖))𝑦
𝑖 ⊖ F𝑞(𝒳 ) and 𝐶 = ev𝒫(𝑉 ). The estimative

on the minimum distance of 𝐶 in Theorem 5.2.5 comes from the Goppa bound on the minimum

distance of the AG code 𝐶ℒ(𝒳 , 𝐷,𝐺) = ev𝒫(ℒ(𝐺)), where 𝐷 =
√︁

𝑃 ∈𝒫 𝑃 and 𝐺 is the smallest

divisor on 𝒳 such that 𝑉 ⊖ ℒ(𝐺).

It follows that 𝐶ℒ(𝒳 , 𝐷,𝐺) is the smallest AG code containing 𝐶. The error correction capa-
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bilities of 𝐶 are estimated through the corresponding capabilities of 𝐶ℒ(𝒳 , 𝐷,𝐺). Furthermore,

no efficient algorithms for decoding 𝐶 are currently available, so that we are compelled to de-

code 𝐶 as a subcode of 𝐶ℒ(𝒳 , 𝐷,𝐺). Consequently, the best results are obtained when 𝐶 is

itself an AG code, that is, when 𝑉 = ℒ(𝐺). In general, we can not expect this to happen when

𝐷′
0 = ≤ ≤ ≤ = 𝐷′

𝑟⊗1, but it is possible when these divisors are suitably chosen.

In what follows we discuss when Hermitian one-point codes with the morphism ã = 𝑥

coincides with the LRC codes constructed in the previous section. Note that in this case a

function 𝑓 ∈ ℒ(∞𝑄) ⊖ F𝑞2(ℋ) can be uniquely written as a polynomial 𝑓 ∈ F𝑞2 [𝑥][𝑦] with

deg𝑦(𝑓) < 𝑞. Such 𝑓 may appear in the set 𝑉 of an LRC code if deg𝑦(𝑓) < 𝑞 ⊗ 1.

Proposition 5.2.10. Let ℋ be the Hermitian curve 𝑥𝑞+1 = 𝑦 + 𝑦𝑞 over F𝑞2 . The space of

functions 𝑉 =
⨁︀𝑡

𝑖=0⟨1, 𝑥, 𝑥2, . . . , 𝑥𝑙𝑖⟩𝑦𝑖 ⊖ F𝑞(ℋ), with 𝑡 ⊘ 𝑞 ⊗ 2 is a Riemann-Roch space ℒ(𝐺)

if and only if there exists 𝑗, 0 ⊘ 𝑗 ⊘ 𝑡 + 1, such that 𝑙𝑡⊗𝑖 = 𝑖 if 𝑖 < 𝑗 and 𝑙𝑡⊗𝑖 = 𝑖 + 1 if 𝑖 ⊙ 𝑗.

In this case 𝐺 = 𝑚𝑄, where 𝑄 is the point at inĄnity of ℋ and 𝑚 = (𝑡+ 1)𝑞 + 𝑡⊗ 𝑗 if 𝑗 ⊘ 𝑡 or

𝑚 = 𝑡(𝑞 + 1) if 𝑗 = 𝑡+ 1 .

Proof. The smallest Riemann-Roch space containing 𝑉 is ℒ(𝑚𝑄) with 𝑚 = max¶⊗𝑣𝑄(𝑥𝑙𝑖𝑦𝑖) :

𝑖 = 0, . . . , 𝑡♢ = max¶𝑙𝑖𝑞 + 𝑖(𝑞 + 1) : 𝑖 = 0, . . . , 𝑡♢. Let us Ąrst assume 𝑉 = ℒ(𝑚𝑄). Then for

𝑖 = 0, . . . , 𝑡, we have 𝑙𝑡⊗𝑖 ⊘ 𝑖 + 1, since otherwise ⊗𝑣𝑞(𝑥
𝑙𝑡⊗𝑖𝑦𝑡⊗𝑖) > ⊗𝑣𝑄(𝑥𝑖+2𝑦𝑡⊗𝑖) > ⊗𝑣𝑄(𝑦𝑡+1)

so 𝑦𝑡+1 ∈ 𝑉 . In particular 𝑙𝑡 = 0 or 𝑙𝑡 = 1. A similar argument proves that for all 𝑖 = 1, . . . , 𝑡,

we have 𝑙𝑖⊗1 ⊙ 𝑙𝑖 + 1. From these two conditions, we deduce that there exists 𝑗, 0 ⊘ 𝑗 ⊘ 𝑡+ 1,

such that 𝑙𝑡⊗𝑖 = 𝑖 if 𝑖 < 𝑗 and 𝑙𝑡⊗𝑖 = 𝑖+ 1 if 𝑖 ⊙ 𝑗. Conversely, it is simple to check that under

these conditions we have 𝑚 = ⊗𝑣𝑄(𝑥𝑙𝑡⊗𝑗𝑦𝑡⊗𝑗) = (𝑗 + 1)𝑞 + (𝑡 ⊗ 𝑗)(𝑞 + 1) = (𝑡 + 1)𝑞 + 𝑡 ⊗ 𝑗 if

𝑗 ⊘ 𝑡 and 𝑚 = ⊗𝑣𝑄(𝑦𝑡) = 𝑡(𝑞 + 1) if 𝑗 = 𝑡 + 1. In either case it holds that dim(𝑉 ) = ℓ(𝑚𝑄),

hence we get equality 𝑉 = ℒ(𝑚𝑄).

Example 5.2.11. Consider the LRC codes obtained from the Hermitian curve with 𝑞 = 4 and

the morphism ã = 𝑥. There are exactly four among them which are AG codes, namely the

evaluation of the following spaces

𝑉 = ⟨1, 𝑥, 𝑥2⟩ ⊕ ⟨1, 𝑥⟩𝑦 ⊕ ⟨1⟩𝑦2 = ℒ(⊗𝑣𝑄(𝑦2)𝑄) = ℒ(10𝑄)

𝑉 = ⟨1, 𝑥, 𝑥2, 𝑥3⟩ ⊕ ⟨1, 𝑥⟩𝑦 ⊕ ⟨1⟩𝑦2 = ℒ(⊗𝑣𝑄(𝑥3)𝑄) = ℒ(12𝑄)

𝑉 = ⟨1, 𝑥, 𝑥2, 𝑥3⟩ ⊕ ⟨1, 𝑥, 𝑥2⟩𝑦 ⊕ ⟨1⟩𝑦2 = ℒ(⊗𝑣𝑄(𝑥2𝑦)𝑄) = ℒ(13𝑄)

𝑉 = ⟨1, 𝑥, 𝑥2, 𝑥3⟩ ⊕ ⟨1, 𝑥, 𝑥2⟩𝑦 ⊕ ⟨1, 𝑥⟩𝑦2 = ℒ(⊗𝑣𝑄(𝑥𝑦2)𝑄) = ℒ(14𝑄).

5.2.3 Locally recoverable codes from Artin-Schereier curves

We start this section by presenting a motivate example for what follows. It deals with a

property that we shall develop along this section.
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Example 5.2.12. Let us consider the Hermitian LRC-AG codes of Example 5.2.2(a) over the

Ąeld F9 with locality 𝑟 = 2. For 𝑎 ∈ F𝑞2 , each Ąbre ã⊗1(𝑎) is of type ¶𝑃𝑎𝑏1 , 𝑃𝑎𝑏2 , 𝑃𝑎𝑏3♢ with

𝑎4 = 𝑏3
𝑖 + 𝑏𝑖 for 𝑖 = 1, 2, 3. Since a function 𝑓 ∈ 𝑉 can be written as 𝑓 = 𝑔0(𝑥) + 𝑔1(𝑥)𝑦, with

𝑔0, 𝑔1 ∈ ã*(ℒ(𝐷′)), we have 𝑓(𝑃𝑎𝑏𝑖
) = 𝑔0(𝑎) + 𝑔1(𝑎)𝑏𝑖 and thus

𝑓(𝑃𝑎𝑏1) + 𝑓(𝑃𝑎𝑏2) + 𝑓(𝑃𝑎𝑏3) = 3𝑔0(𝑎) + 𝑔1(𝑎)(𝑏1 + 𝑏2 + 𝑏3) = 𝑔1(𝑎)(𝑏1 + 𝑏2 + 𝑏3) = 0

because 𝑏1 + 𝑏2 + 𝑏3 = 0 as it is the sum of the roots of the polynomial 𝑡(𝑇 ) = 𝑇 3 +𝑇 ⊗𝑎4 (that

is the coefficient of 𝑇 2). Then the coordinate 𝑓(𝑃𝑎𝑏1) of the codeword ev𝒫(𝑓) can be recovered

as 𝑓(𝑃𝑎𝑏1) = ⊗𝑓(𝑃𝑎𝑏2) ⊗ 𝑓(𝑃𝑎𝑏3).

Although the construction of LRC-AG codes given in Subsection 5.2.1 ensures a local re-

covery by polynomial interpolation, the example above shows that in some cases the recovery

procedure can be performed also through a simple checksum, which is faster and easier. Fur-

thermore, this property can be viewed as an additional feature of such codes, allowing a simple

and fast checking of each block in a codeword for possible errors. In this section we shall pro-

vide a wide family of LRC-AG codes satisfying this property. To this end, we Ąrst recall some

identities regarding roots of univariate polynomials.

Consider the elementary symmetric polynomials on the variables 𝑥1, . . . , 𝑥𝑑 over an arbitrary

Ąeld
à1 = à1(𝑥1, . . . , 𝑥𝑑) = 𝑥1 + ≤ ≤ ≤ + 𝑥𝑑

à2 = à2(𝑥1, . . . , 𝑥𝑑) = 𝑥1𝑥2 + 𝑥1𝑥3 + ≤ ≤ ≤ + 𝑥𝑑⊗1𝑥𝑑

...

à𝑑 = à𝑑(𝑥1, . . . , 𝑥𝑑) = 𝑥1 ≤ ≤ ≤𝑥𝑑.

They relate the roots of an univariate polynomial to its coefficients by the expression

(𝑇 ⊗ 𝑥1) ≤ ≤ ≤ (𝑇 ⊗ 𝑥𝑑) = 𝑇 𝑑 ⊗ à1𝑇
𝑑⊗1 + à2𝑇

𝑑⊗2 + ≤ ≤ ≤ + (⊗1)𝑑à𝑑;

see e.g. [CLO92, ğ 7.1]. In general, for a polynomial 𝑡(𝑇 ) = 𝑡𝑑𝑇
𝑑 + ≤ ≤ ≤ + 𝑡1𝑇 + 𝑡0 of degree 𝑑,

the elementary symmetric polynomials on the roots 𝑥1, . . . , 𝑥𝑑 of 𝑡 are related to its coefficients

by the identities

à𝑖 = (⊗1)𝑖 𝑡𝑑⊗𝑖

𝑡𝑑
, 𝑖 = 1, . . . , 𝑑,

also known as the VietaŠs formulae. Consider now for 𝑠 ⊙ 1 the symmetric multivariate

polynomials on 𝑥1, . . . , 𝑥𝑑

Þ𝑠 = Þ𝑠(𝑥1, . . . , 𝑥𝑑) = 𝑥𝑠
1 + ≤ ≤ ≤ + 𝑥𝑠

𝑑,

called power sums polynomials. They are related to the elementary symmetric polynomials by
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the so-called Newton-Girard identities [CLO92, ğ 7.1]: for each integer 1 ⊘ 𝑠 ⊘ 𝑑, we have

Þ1 = à1

Þ2 = à1Þ1 ⊗ 2à2

...

Þ𝑠 = ⊗
(︁√︁𝑠⊗1

𝑗=1(⊗1)𝑗Þ𝑠⊗𝑗à𝑗

⎡
⊗ (⊗1)𝑠𝑠à𝑠.

.

Let 𝑝 be the characteristic of F𝑞. Remember that a polynomial over F𝑞[𝑥] is linearized if the

exponents of all its nonzero monomials are powers of 𝑝. A polynomial of type 𝐿(𝑥) ⊗ Ð, for 𝐿

a linearized polynomial over F𝑞 and Ð ∈ F𝑞, is called an affine 𝑝-polynomial.

Lemma 5.2.13. If 𝑥1, ..., 𝑥𝑑 are roots of an affine 𝑝-polynomial of degree 𝑑 over F𝑞, then

Þ𝑖(𝑥1, ..., 𝑥𝑑) = 0 for 𝑖 = 1, . . . , 𝑑⊗ 2.

Proof. By induction. Clearly Þ1 = à1 = 0. Assume Þ1 = ≤ ≤ ≤ = Þ𝑖⊗1 = 0 for 𝑖 ⊘ 𝑑 ⊗ 3. Then

Þ𝑖 = ∘𝑖à𝑖. If à𝑖 = 0 we have Þ𝑖 = 0. If à𝑖 ̸= 0 then 𝑑 ⊗ 𝑖 = 𝑝ℎ ⊗ 𝑖 is a power of 𝑝. Thus

𝑖 ⊕ 0 (mod 𝑝) and again Þ𝑖 = 0. Therefore Þ1 = ≤ ≤ ≤ = Þ𝑑⊗2 = 0.

Next we extend the idea of Example 5.2.12 to a wide class of curves providing families of

LRC codes allowing local recovery by a checksum map. The codes we propose come from the

family of Artin-Schereir curves.

Let 𝒳 be an algebraic non-singular curve deĄned over F𝑞 by an equation of separated

variables

𝐹 (𝑥) = 𝐿(𝑦), (5.2.2)

where 𝐹 and 𝐿 are univariate polynomials over F𝑞 of coprime degrees and 𝐿 is a separable

linearized polynomial of degree 𝑚 = 𝑝ℎ, where 𝑝 = char(F𝑞).

Let ã : 𝒳 ⊃ P1 be the morphism of degree 𝑚 given by the rational function 𝑥 and consider

the set

𝑀 = ¶𝑎 ∈ F𝑞 : there exists 𝑏 ∈ F𝑞 with 𝐹 (𝑎) = 𝐿(𝑏)♢.

Note that, by our assumptions on 𝐿, for each 𝑎 ∈ 𝑀 the function 𝑥⊗ 𝑎 has 𝑚 distinct zeroes.

Note also that 𝒳 has exactly one point at inĄnity 𝑄 which is the common pole of 𝑥 and 𝑦. The

point 𝑄 is the only point of 𝒳 that ramiĄes over the morphism ã. Let 𝒮 ⊖ 𝑀 be a subset of

cardinality 𝑠 > 0. For 𝑖 = 0, . . . ,𝑚 ⊗ 2, take a divisor 𝐷′
𝑖 = 𝑙𝑖∞ of P1 and consider the space

of functions

𝑉 =
𝑚⊗2{︁

𝑖=0

ã*(ℒ(𝐷′
𝑖))𝑦

𝑖 ⊖ F𝑞(𝒳 )

with F𝑞(𝒳 ) = F𝑞(𝑥)(𝑦). From Proposition 4.2.9 it holds that 𝑉 ⊖ ℒ(∞𝑄) and the Weierstrass

semigroup 𝐻(𝑄) of 𝒳 at 𝑄 is generated by ⊗𝑣𝑄(𝑥) = deg(𝐿) and ⊗𝑣𝑄(𝑦) = deg(𝐹 ). Consider

also the set of points 𝒫 = ã⊗1(𝒮)∖¶𝑄♢. Then we have a code 𝐶 = ev𝒫(𝑉 ) ⊖ F𝑛
𝑞 of length
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𝑛 = #𝒫 = 𝑚𝑠. According to the Theorem 5.2.5, 𝐶 is an LRC code based on polynomial

interpolation with locality 𝑟 = 𝑚⊗ 1.

Proposition 5.2.14. The linear code 𝐶 ⊖ F𝑛
𝑞 described above is an LRC code with locality

𝑚⊗ 1 allowing a local recovery based on addition.

Proof. For 𝑎 ∈ 𝑀 , let ã⊗1(𝑎) = ¶𝑃1, . . . , 𝑃𝑚♢ be the Ąbre of 𝑥 at 𝑎 and write 𝑓𝑎𝑗 = 𝑓(𝑃𝑗) the

evaluation at the point 𝑃𝑗 ∈ ã⊗1(𝑎) of a function

𝑓 =
𝑚⊗2∑︁

𝑖=0

𝑔𝑖𝑦
𝑖 ∈ 𝑉.

The functions 𝑔𝑖 ∈ ã*(ℒ(𝐷′
𝑖)) are constant over each Ąbre so we can write 𝑔𝑖 = 𝑔𝑖(𝑃𝑗) ∈ F𝑞 for

any 𝑃𝑗. Then 𝑓𝑎𝑗 = 𝑔0𝑏
0
𝑗 + ≤ ≤ ≤ + 𝑔𝑚⊗2𝑏

𝑚⊗2
𝑗 with 𝑏𝑗 = 𝑦(𝑃𝑗) and so

𝑚∑︁

𝑗=1

𝑓𝑎𝑗 = 𝑚𝑔0 + 𝑔1Þ1 + ≤ ≤ ≤ + 𝑔𝑚⊗2Þ𝑚⊗2 = 𝑔1Þ1 + ≤ ≤ ≤ + 𝑔𝑚⊗2Þ𝑚⊗2,

where Þ𝑖 = Þ𝑖(𝑏1, . . . , 𝑏𝑚) is the 𝑖-th power sum polynomial on the roots 𝑏1, . . . , 𝑏𝑚 of 𝐿(𝑇 ) ⊗
𝐹 (𝑎). Since 𝐿(𝑇 ) ⊗ 𝐹 (𝑎) is an affine 𝑝-polynomial, it follows from Lemma 5.2.13 that Þ1 =

≤ ≤ ≤ = Þ𝑚⊗2 = 0. Therefore 𝑓𝑎1 + ≤ ≤ ≤ + 𝑓𝑎𝑚 = 0 and the local recovery of an erased symbol 𝑓𝑎𝑗

is obtained from the sum of the remaining symbols in the Ąbre 𝑥⊗1(𝑎).

Example 5.2.15. LRC codes arising from Hermitian and Norm-Trace curves in Example

5.2.2(a) and Example 5.2.3(a) satisfy the construction above. Hence recovering single erasures

on these codes can be performed through addition.
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