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Abstract

Nowadays, there is a strong interest for solutions that allow the implementation of effective

and efficient retrieval and classification services associated with large volumes of data. In

this context, several studies have been investigating the use of new techniques based on the

comparison of local structures within objects in the implementation of classification and

retrieval services. Local structures may be characterized by different types of relationships

(e.g., spatial distribution) among object primitives, being commonly exploited in pattern

recognition problems.

In this dissertation, we propose the Bag of Graphs (BoG), a new approach based on

the Bag-of-Words model that uses graphs for encoding local structures of a digital object.

We present a formal definition of the proposed model, introducing concepts and rules

that make this model flexible and adaptable for different applications. In the proposed

approach, a digital object is represented by a graph that models the existing local struc-

tures. Using a pre-defined dictionary, the object is described by a vector representation

with the frequency of occurrence of local patterns in the corresponding graph.

In this work, we present two BoG-based methods, the Bag of Singleton Graphs (BoSG)

and the Bag of Visual Graphs (BoVG), which create vector representations for graphs and

images, respectively. Both methods are validated in classification tasks. We evaluate the

Bag of Singleton Graphs (BoSG) for graph classification on four datasets of the IAM

repository, obtaining significant results in terms of both accuracy and execution time.

The method Bag of Visual Graphs (BoVG), which encodes the spatial distribution of

visual words, is evaluated for image classification on the Caltech-101 and Caltech-256

datasets, achieving promising results with high accuracy scores.
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Resumo

Atualmente, há uma alta demanda por soluções que possibilitem a implementação de

serviços de recuperação e classificação eficazes e eficientes para grande volumes de dados.

Nesse contexto, diversos estudos têm investigado o uso de novas técnicas baseadas na

comparação de estruturas locais presentes em objetos na implementação de serviços de

classificação e recuperação. Estruturas locais podem ser caracterizadas por diferentes

tipos de relacionamentos (e.g., distribuição espacial) entre primitivas de objetos, sendo

geralmente exploradas em problemas de reconhecimento de padrões.

Nessa dissertação de mestrado, propomos a Sacola de Grafos, uma nova abordagem

baseada no modelo de Sacola de Palavras Visuais, que utiliza grafos para codificar es-

truturas locais de um objeto. Uma definição formal do modelo proposto é apresentada,

assim como conceitos e regras que tornam este modelo flex́ıvel e ajustável a diferentes

aplicações. Na abordagem proposta, um objeto é representado por um grafo que modela

as estruturas locais existentes. Usando um dicionário pré-definido, o objeto pode ser de-

scrito por uma representação vetorial com a frequência de ocorrência de padrões locais no

grafo correspondente.

Neste trabalho, apresentamos dois métodos baseados no modelo proposto, a Sacola de

Grafos Triviais e a Sacola de Grafos Visuais, que constroem representações vetoriais para

imagens e grafos, respectivamente. Ambos os métodos são validados em tarefas de classi-

ficação. Nós avaliamos o método Sacola de Grafos Triviais para classificação de grafos em

quatro bases do repositório IAM, obtendo resultados significativos em termos de acurácia

e tempo de execução. O método Sacola de Grafos Visuais é avaliado para classificação

de imagens nas bases Caltech-101 e Caltech-256, alcançando resultados promissores, com

elevados valores de acurácia.
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Chapter 1

Introduction

The number of applications from different areas of knowledge that handle large volumes of

data is currently increasing. Nevertheless, the efficient use and analysis of data depends on

the development of effective and efficient classification and retrieval tools. The challenge

related to the development of such tools relies on the design of discriminant representation

models that enable the identification of semantic similarities among particular instances.

Several digital objects do not possess a semantic meaning that can be easily identified

from their content. Therefore, object recognition is a difficult task that should consider

the proper characteristics of each object in order to distinguish its semantic content. An

evidence of the similarity of a pair of objects is the identification of similar patterns within

them. These patterns may be defined in terms of relationships among object components,

like spatial proximity. Thus, the use of a representation that describes an object through

its local structures can lead to effective solutions for the recognition and categorization

of digital objects.

Since graphs provide a flexible manner to model different types of relationships, they

are useful for representing local structures within an object. Additionally, graphs are

invariant to several geometric transformations, which allows the creation of robust repre-

sentations. One limitation regarding the use of graph representation in large scale prob-

lems refer to the associated computational costs. The computation of graph similarity is

usually an expensive task, requiring a high execution time to be accomplished [6].

In another research venue, bag-based representations have been proposed to effectively

characterize the frequency of occurrence of object features. One example of successful

representation is the bag of words. Originally, the Bag-of-Words model (BoW) creates a

vector representation that describes a textual document based on the frequency of word

occurrences. The adaptation of Bag of Words (BoW) for the image context [76], is called

Bag of Visual Words, Bag of Words or Bag of Features. This approach represents an image

as a collection of visual words, where each visual word refers to a relevant visual pattern.
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2 Chapter 1. Introduction

In this case, the image descriptor is created based only on the number of occurrences of

some particular visual appearances within the image. Recently, different studies [33, 44]

have investigated the use of spatial information in order to improve bag representations.

In summary, the BoW model proposes a simple and efficient form of representation

that enables a fast computation of object similarities. Although this approach achieves

good accuracy rates, the inclusion of the information about local structures into the object

description process can contribute to improve the bag representation, which can lead to

accurate results in classification and retrieval tasks.

We believe that both approaches, graphs and bags, are complementary, in the sense

that one may contribute to each other to overcome their deficiencies. Graphs can be

used for encoding local structures into a BoW-based descriptor, which would contribute

to improve bag representations. At the same time, the use of BoW-based representations

may contribute to reduce the amount of time required by graph-based methods to compute

the similarity between objects. Therefore, our hypothesis is that by combining graphs with

the BoW model, we can create a discriminant and efficient representation based on local

structures of an object, which will lead to accurate results in classification tasks.

The goal of this research project is to create a novel object descriptor that combines

bag and graph representations. In order to accomplish that, we propose the Bag of Graphs

(BoG), a generic approach that creates a vector representation based on local structures

defined by graph elements. Our method may be adapted to different contexts. In this

work, we introduce two BoG-based approaches that are validated for the tasks of image

and graph classification. The first approach, called Bag of Singleton Graphs (BoSG),

generates a bag representation for objects that were previously modeled as graphs with

attributes associated with their vertices and edges. The second one, denominated Bag

of Visual Graphs (BoVG), creates BoW-based descriptors using graphs to model the

spatial relationships between the visual words found within an image. Both approaches

obtain good classification accuracy rates when evaluated on standard datasets [19, 27, 61],

achieving comparable results to other methods of the literature.

The main contributions of this work are:

• the formal definition of a generic model for object representation;

• the definition and implementation of two different approaches based on the proposed

model; and

• the validation of the proposed methods in classification tasks.

This dissertation is organized as follows. Chapter 2 introduces the main concepts and

related work. Chapter 3 presents the formalization of the Bag of Graphs (BoG) model.

Chapter 4 presents the description of two BoG-based approaches that we have proposed.
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Chapter 5 describes the performed experiments for validating the proposed approaches

and presents the main results obtained using different datasets. Finally, in Chapter 6, we

discuss about the contributions and the future work of this research project.





Chapter 2

Background Concepts and Related

Work

2.1 Graph Representation

Graphs are flexible structures that allow modeling different types of data. This character-

istic has contributed to the development of graph-based applications on several domains,

such as Chemistry, Biology, web, and image analysis [1].

A graph G = (V, E) is composed of a set of vertices V and a set of edges E, where

each edge of E represents a relationship between two vertices of V . Numerical or symbolic

attributes may be associated with vertices and edges, which allows the definition of a graph

in accordance with the characteristics of different applications.

The description of an object by means of the relationships of its components favors

the use of graph representation. Let G = (V, E) be a graph that represents an object O,

each vertex of V can be associated with an object component and each edge of E may

correspond to a particular relationship between a pair of object components.

Besides the flexibility for representing different types of objects, graphs are invariant

to several transformations, such as rotation, translation, and mirroring [11]. Since these

geometric transformations usually affect the application data, it is very important to

adopt invariant structures, like graphs, in order to create object representations.

An image is an example of a digital object that is depicted as a graph in several works.

Some of the graph representations proposed in the image context are: graph of interest

points [63, 86], graph of adjacent regions [66], skeleton graphs [26, 67, 72, 73], graph of

primitives [70, 88], and graph of face fiducial points [87].

5



6 Chapter 2. Background Concepts and Related Work

2.2 Graph Matching

Graph matching algorithms enable solving complex pattern recognition problems. Thus,

in several graph-based applications, it is necessary to compute the similarity of graphs.

The computation of graph similarity is a highly complex problem that are usually ad-

dressed by using exact or inexact graph matching approaches.

The exact graph matching algorithms indicate if two graphs are isomorphic or not.

The graph isomorphism is defined by a bijection between the elements of a pair of graphs.

The complexity of exact graph matching has not yet been proven [6]. However, there

are some polynomial algorithms for solving the isomorphism problem of special types of

graphs [1].

Instead of only indicating whether a bijection can be defined between two graphs,

the inexact graph matching approaches provide a distance value that indicates graph

similarity. Different from the exact graph matching, the complexity of this problem has

been proved to be NP-complete [6].

Graph Edit Distance [10] is one of the most popular methods to perform inexact

graph matching. Inspired by the traditional edit distance function, which computes the

similarity between two strings, this method defines the graph similarity based on some

edit operations on vertices and edges. In this context, the distance between a pair of

graphs corresponds to the minimum cost for converting a graph onto another one. This

method provides accurate results, but it has an exponential time complexity [1]. In the

literature, different Edit Distance approaches [23, 39, 62] have been proposed to compute

a sub-optimal edit cost in order to reduce the computation time.

Another solution to the inexact graph matching problem relies on the use of kernel-

based methods [24, 45, 84]. These methods project graphs onto a feature space, where

pairs of graphs are compared by computing inner products. The effectiveness of kernel-

based methods depends on the design of appropriate kernel functions, which is a complex

task. Diffusion, convolution, and random walk are some examples of kernels that have

been used for computing graph similarity [1].

Spectral methods [50, 64, 89] refer to a different kind of approach that uses the eigen-

vectors and eigenvalues of the adjacency matrix of a graph in order to compute graph

similarity scores. In [49], feature vectors are extracted from the eigendecomposition of an

adjacency matrix and then, embedded into an eigenvector space. In this method, a graph

is described by a three-component vector in the pattern space. Another approach [79]

builds a correspondence matrix with the eigenvalues obtained from the adjacency matrices

of two graphs. Then, the Hungarian method [42] is applied to solve the correspondence of

vertices, which allows the computation of the similarity between the corresponding pair

of graphs. Since spectral methods use only the graph structure, one limitation of these
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methods is that they usually can not handle vertex and edge attributes for performing

graph matching.

Besides the techniques mentioned above, there are different approaches that have been

proposed to solve the inexact graph matching problem, such as tree search, relaxation

labelling, and artificial neural network [1, 15].

Recently, the amount of graph data is increasing quickly. However, the use of currently

available methods to search and classify graphs on large datasets is very limited due to

their high computational cost.

2.3 Encoding Spatial Relationships into Graphs

The flexibility afforded by graphs has motivated several studies in different contexts and

applications. The use of graphs for representing spatial relationships is one of the topics

that have been widely investigated in the literature.

Different graph representations have been proposed to describe spatial structures in

the context of object recognition. Spatial Relational Graphs (SRGs) [88] describe sym-

bols based on topological relationships (e.g., intersection, parallelism, and tangency) of

their graphic primitives, while Attributed Relational Graphs (ARGs) have been used

for modeling both topological and directional spatial relationships among graphic primi-

tives [70]. In order to compute the spatial similarity of images, Spatial Orientation Graphs

(SOGs) [28, 29] are used for describing the spatial positioning of objects within an image.

In other works, skeleton graphs [32] and complete graphs [7] are employed to model the

geometry defined by object parts.

Graphs have also been used along with BoW-based approaches [4, 34, 41]. Barbu et

al. [4] propose a bag of symbols to describe a graphical document. Using a pre-defined

codebook of connected components, Barbu et al. represent each document by a graph,

which models the spatial structure of connected components. In their approach, fre-

quent subgraphs are considered as graphic symbols and the BoW-based representation is

obtained by counting the occurrences of frequent subgraphs within the input document.

Hou et al. [34] propose the Bag-of-Feature-Graphs (BoFG), an approach that describes

a 3D-shape by a set of graphs. Each graph is represented by a matrix that describes the

spatial relationships between geometric features considering their similarity to a particular

word of a vocabulary. Thereby, in this approach, a shape is described by N matrices,

where N corresponds to the codebook size. The similarity of a pair of 3D-shapes is then

computed based on the eigenvalue similarity of their corresponding matrices.

In [41], Karaman et al. propose a multi-layer approach that exploits the spatial dis-

tribution of interest points to create BoW-based representations. In this method, called

Bag of Graph Words, graphs are build upon a set of interest points and different layers
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are defined based on the size of built graphs. A graph-based codebook is created for each

layer and the final image representation indicates the frequency of graph-word occurrences

on the input image.

Among the methods presented above, the Bag of Graph Words is the most similar

method to our approach proposed for image classification. Besides the multi-layer com-

ponent, the main difference between the Bag-of-Graph-Words method and the proposed

Bag-of-Visual-Graphs method is the graph description. In Karaman’s approach, the ver-

tices are described by interest-point descriptors. In our approach, we create a visual

codebook from a quantization of the feature space defined by interest-point descriptors.

Then, this codebook is used for describing each vertex by a visual word. Additionally,

different graph matching techniques are employed on both methods.

2.4 BoW-based Representations

The Vector Space Model (VSM) [68] is a well-known technique in the context of text

retrieval that represents a document as a vector. Each feature of the document is rep-

resented by a vector dimension, whose value refers to the relevance of the feature in the

document. The vector representation allows the computation of document similarity using

different metrics, such as the cosine and the Euclidean distances.

Inspired by the VSM model, the Bag-of-Words (BoW) approach [3] has been proposed

to represent a document by the distribution of frequency of occurrence of words. In this

approach, words are considered as features and their relevance is based on their number

of occurrences in the document. Since each document is represented as a collection of

words, the vector representation is denominated a bag of words. The BoW model has

been successfully adapted to different domains [12, 55, 65, 76].

2.4.1 Bag of Visual Words

In this section, we describe the BoW model in the image context [76], which can be also

denominated Bag of Visual Words (BoVW). This model has been successfully used in

image classification and categorization [9, 44, 59, 60], medical image screening [65], and

image retrieval [12] tasks.

The BoVW propose to describe an image based on the global appearance of its local

visual patterns. This approach has some advantages over the use of local [5, 48] and

global descriptors [35, 77]: the final bag representation tends to be more discriminant

than a global descriptor, and more general than a local descriptor. Comparing with local

descriptors, the BoVW approach has also the advantage of creating a single representation

to the image.
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In the Bag-of-Visual-Words approach, the vocabulary is composed of visual words,

which correspond to the main visual patterns of an image collection. Using a pre-defined

visual codebook, the bag of words is created based on the distribution of frequency of

occurrence of visual words within an image.

Regardless of the application domain, the process of creating a bag is very similar.

It may only differ from one application to another with regard to the definition of the

vocabulary, which will be adapted to the characteristics of each domain.

In general, the process of describing an object as a bag has the following steps.

1. Extraction of local information

First, it is necessary to define an object in terms of local features. This local

information will be used to build the dictionary and create the bags. For example,

a text and an image are described by words and interest points, respectively. In

the case of an image, the extraction of local information is usually accomplished

through the use of interest point detectors, like Hessian Affine [52], and interest

point descriptors, like SIFT [48].

2. Creation of the codebook

After the definition of local information, the vocabulary will be created from the

quantization of the feature space. The codebook will be composed of codewords,

which represent the main characteristics that can be used to describe an object. In

the Bag-of-Visual-Words model, the dictionary is usually created using a clustering

method or a random selection of features [83].

3. Coding

The next step consists in identifying the occurrences of the codewords in the object.

In this step, there are two popular approaches to define how a local feature will be

associated with the codewords: hard assignment, which assigns a local feature to

the codeword that most resembles it, and soft assignment that uses a kernel function

to determine the degree of association between local features and codewords [9, 82].

Other approaches for word assignments have been proposed in the literature [46, 82].

4. Pooling

The last step summarizes the assignments in order to create the bag. By using a

sum pooling, for example, the activation of each word of the vocabulary is given

by the sum of all associations to it. By using an average pooling, in turn, each

codeword activation is determined by the percentage of its assignments. Using a

max pooling, the maximum value assigned to a codeword defines its activation [9].
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similarity of two images based on two aspects: the co-occurrence of visual word triplets

and the geometric similarity of the corresponding triangles.

There are other approaches that compute a bag for different regions of the image.

Then, the image descriptor is created from the combination of these bags. The Spatial-

Bag-of-Features [12] is an example of this kind of approach. In [12], Cao et al. define image

regions from linear and circular projections of interest points, and the image descriptor

is created using a RankBoost algorithm that selects a combination of bags from different

regions. The Spatial Pyramids (SP) [44] is one of the most famous BoW-based approaches.

This method hierarchically partitions the image into cells. Each cell is described by a bag

of visual words, and the final descriptor corresponds to the weighted concatenation of

bags of the image cells. The Word Spatial Arrangement (WSA) [59, 60] divides the image

into quadrants, considering each interest point as an origin for partitioning. Through

these partitions, a histogram is constructed with the frequency of occurrence of the visual

words in each of the four relative positions.

In the literature, the spatial information was also considered for some generative mod-

els. In [78], a graphical model is created with the information about the visual appearance

of interest points and their relative positions. In [53], the BoW is combined with the Con-

stellation model [20, 51]. In that way, the parts of an object is described with a bag of

words and the object geometry is modelled through the spatial relationships of object

parts.

Recently, several works have proposed to include the spatial information within the

BoW model for scene and image classification [8, 47, 90]. In [8], Bolovinou et al. proposed

to represent the spatial information through correlograms of visual words. This method,

called Bag of Spatio-Visual Words, defines a vocabulary of log-polar descriptors, which

encode the frequency of visual-word occurrences in particular regions of the image. Then,

this vocabulary is used for creating the final BoW-based representation. In [47], the spatial

arrangement of visual words are described by strings, which correspond to sequences of

visual words within interest-point neighborhoods. In this work, the similarity of a pair of

images is computed based on the difference of the strings whose corresponding interest

points were assigned to the same visual word. In [90], Zhou et al. define vertical and

horizontal regions on three different image resolutions. Each image region is associated

with a bag of visual words and the concatenation of the bags of all regions for an image

resolution corresponds to an image descriptor. The image similarity is measured using a

kernel that combines the similarity obtained from each level of resolution.





Chapter 3

Formalism

In this chapter, we present the formalization of the Bag-of-Graphs (BoG) model. First,

in Section 3.1, we introduce the main concepts related to the model. In Section 3.2, we

present the formal definition of the BoG concepts. Then, in Chapter 4, we present some

approaches that illustrate the use of BoG model for different applications.

The content of this chapter may refer to some mathematical definitions or concepts

introduced in [16, 21, 39]. Appendix A contains the basic concepts used in this chapter.

3.1 Overview of the Bag-of-Graphs concepts

The Bag of Graphs (BoG) corresponds to a description process that creates a vector

representation based on the local relationships within an object. Our model is defined by

a composite function, denominated bag extraction, which combines the following functions:

graph extraction, graph-of-interest detector (GoI detector), assignment, pooling, and the

feature extraction functions associated with vertex, edge, and graph descriptors.

The graph extraction function is used for extracting the intrinsic structure of a digital

object. This structure is represented by a graph that models the relationships among

digital object elements (object components). The set of all components of an object is

called power digital object.

A GoI detector function is then employed for detecting graphs of interest among all

possible subgraphs (power graph) of the corresponding graph of an object, which means

select the subgraphs that represent relevant local structures within an object.

An attributed graph corresponds to a graph whose vertices and edges are described by

features of AllTypes domain, which is composed of simple and complex datatypes. The

description of detected graphs is accomplished using three different types of descriptors:

vertex descriptor, edge descriptor, and graph descriptor. A vertex descriptor comprises

two functions: one that extracts features associated with vertices and a distance function

13
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that is used to compute the distance among different vertices given their features. The edge

descriptor works similarly, except for the fact that it extracts features from edges. Finally,

a graph descriptor combines both edge and vertex descriptors, allowing the computation

of distances between graphs.

Using an assignment function, the object local structures are characterized in terms

of the words of a codebook. These words correspond to the main patterns determined

by clustering a set of graphs of interest extracted from a collection of objects. The final

representation, called bag, is created by a pooling function that summarizes the performed

assignments, which are represented by a set of vectors called coding.

3.2 Formalization of the Bag-of-Graphs model

In this section, we present the formal definition of the concepts related to the BoG model.

Figure 3.1 shows a map of the relationships between the concepts that will be introduced

in this section.

Definition 1. A digital object is a tuple DO = (hDO, SM, ST , FstrStream), such that

• hDO is a set of universally unique handles (label).

• SM is a set of streams.

• ST is a set of structural metadata specifications.

• FstrStreams is a set of structuredStream functions that associate a stream s ∈ SM

with a structural metadata specification m ∈ ST .

A stream is a sequence of elements; a structural metadata specification is a structure,

tuple composed of a graph (see Definition A.1 in the Appendix), a set of literals and labels,

and a set of functions that specifies the relationships among digital object components;

and a structuredStream is a function that associates a structure with a stream. These

concepts were introduced in [21], where a more detailed discussion about digital library

elements can be found.

Definition 2. Given a digital object DO = (hDO, SM, ST , FstrStream), a digital object

element is a tuple DOE = (SM′, ST ′, F ′
strStream) that respects the following constraints.

• SM′ ⊂ SM

• ST ′ ⊂ ST

• F ′
strStream ⊆ FstrStream
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Definition 9. Given a graph G, a graph of interest (GoI) is a subgraph of G that

satisfies a determined property P .

Definition 10. The power graph of a graph G, denoted P(G), is the set of all possible

subgraphs of G.

Definition 11. Let G be a graph, P(G) be the power graph of G and I be a set of graphs

of interest within G, a graph of interest (GoI) detector D is a characteristic function

(Definition A.4) 1I : P(G) → {0, 1} that indicates if a determined subgraph of G is a

graph of interest.

Definition 12. Let G be a set of attributed graphs and T be a complex datatype domain,

a graph descriptor is a tuple (ǫ, σ), where:

• ǫ : G → T is a function that associates an attributed graph with an element of T ,

obtained by means of the combination of vertex and edge attributes.

• σ : T XT → IR is a function that computes the similarity between two attributed

graphs as a combination of the similarity values obtained from vertex and edge

descriptors.

Definition 13. Let T be a subset of T , a clustering C is an equivalence relation

(Definition A.5) that defines a partition (Definition A.6) of T based on the similarity of

its elements. Each subset of T defined under C is denominated cluster.

Mean Shift [14] and K-means [30] are some examples of algorithms that define a

Clustering relation.

Definition 14. Given a clustering C , a word is an element e ∈ T that represents the

prototype of an equivalent class defined by C .

For example, the centroids (Definition A.9) of the clusters may be defined as words.

Figure 3.4 illustrates the words of each cluster defined by a clustering relation.

Definition 15. A codebook C = {w1, w2, ..., w|C|} is a set of words (dictionary).

Definition 16. Let G = {g1, g2, . . . , g|G|} be a set of attributed graphs and C = {w1, w2, ..., w|C|}

be a codebook. Asssignment is a function that defines an activation value for each pair

(gi, wj), where gi ∈ G and wj ∈ C.

Let D = (ǫ, δ) be a graph descriptor, the hard and soft assignment functions can be

defined as follows:
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• Sum pooling:

fpool(C) =

{

~v
∣

∣

∣

∣

(

∀k ∈
[

1, |C|
]

)

[
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ci[k]

] }

. (3.4)

• Average pooling:

fpool(C) =

{

~v
∣

∣

∣

∣
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1, |C|
]

)

[

~vk =
1

|G|
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∑
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ci[k]

] }

. (3.5)

• Max pooling:

fpool(C) =
{

~v
∣

∣

∣

∣

(

∀k ∈
[

1, |C|
]

) [

~vk = max
0<i<|G|

(ci[k])
] }

. (3.6)

Definition 19. Given a collection of digital objects O, a bag extraction is a function

O → IRN that associates a digital object with a vector representation (bag). Let DO be a

digital object of O and C be a codebook, the bag extraction is defined as the composition

of the following functions and concepts:

• Using a graph extraction function, the digital object DO is represented by a graph

G. This function associates digital object elements of P(DO) with the vertices and

edges of G.

• Vertex and edge descriptors associate attributes with edges and vertices of G, defin-

ing an attributed graph Ĝ to represent DO.

• Applying a GoI detector on Ĝ, a set of graphs of interest G is extracted. The GoIs

of G correspond to the relevant local structures of Ĝ.

• A graph descriptor is used for describing each GoI detected from Ĝ.

• An assignment function defines the association between the GoIs of G and the words

of C.

• A pooling function creates a vector representation (bag) by summarizing the word

assignments. Thus, the final representation of DO is created based on the assign-

ments of G elements to the words of C.

Figure 3.5 illustrates the concepts related to the Bag-of-Graphs model. Figure 3.6, in

turn, shows, in the red rectangle, the concepts embedded in the bag extraction function,

which was one of the functions illustrated in Figure 3.5.





Chapter 4

Approaches based on Bag-of-Graphs

model

This chapter introduces two novel approaches for encoding local patterns by means of a

bag of graphs.

4.1 Bag of Singleton Graphs

Graphs can model different types of objects, such as molecules, images, and architectural

symbols [61]. In this section, we introduce the Bag of Singleton Graphs (BoSG),

a BoG-based approach that proposes a bag representation to describe objects that were

previously modeled as graphs.

Figure 4.1 illustrates the sequence of steps used for creating a BoSG representation.

The scenario used for presenting the BoSG approach refers to the description of

molecules. A molecule is a digital object that contains streams of atoms and chemical

bounds, whose positioning in the space defines the molecule’s geometry. The relevance

of the spatial relationships between atoms justifies the use of graphs for representing this

kind of digital object.

Using a graph extraction function and vertex and edge descriptors, a set of attributed

graphs G is defined from a collection of molecules.

Each attributed graph Ĝ ∈ G is a tuple ((V , E), T , {chem}, {valence}) such that

• T = A
⋃

IN, where A is a set of strings that identify atom symbols, such as “C”,

“H”, “O”, etc.

• chem is a vertex descriptor defined as (ǫchem, σchem), where

– ǫchem : V → A is a function that associates a vertex of V with an atom symbol.

21
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Thus, a GoI, identified by applying D on a graph Ĝ = ((V , E), T , {chem}, {valence}),

is a subgraph of Ĝ composed of a vertex v ∈ V, the adjacent vertices of v on Ĝ and the

edges of E that link v to another vertex of V .

The set of GoIs G extracted from an attributed graph Ĝ ∈ G represents the vertex

neighborhoods of Ĝ. Let T be a set of vertex signatures, a graph descriptor D = (ǫ, σ)

is defined as follows:

• ǫ is a function G → T that associates an attributed graph g ∈ G with a single

vertex signature S ∈ T . Since g represents the neighborhood of a vertex v, S

corresponds to the vertex signature of v, which is composed of the vertex attributes

of v, the vertex degree and the attributes of the edges linked to v.

In each vertex signature S , the edges are sorted by their attribute values. Let

L = [AE1, AE2, ..., AED] be the list of edge attributes, the edges of S are sorted in

order of increasing values of AE1. If two edges have the same value for an attribute

AEi, their order is determined by the values of the following attribute AEi+1 in L.

• σ : T XT → IR is a function that computes the similarity between two attributed

graphs by applying the Heterogeneous Euclidean Overlap Metric (HEOM) [85] on

the similarity values obtained from vertex and edge descriptors.

In the scenario proposed in this section, the functions ǫ and σ are defined as:

Let gi = ((V , E), T , {chem}, {valence}) be the representative graph of the neighbor-

hood of a vertex vi ∈ V and eij be an edge of E .

ǫ(gi) =< ǫchem(vi), degreevi
, ǫvalence(ei1), ǫvalence(ei2), ..., ǫvalence(ein) >

σ(ǫ(g1), ǫ(g2)) =
√

(σchem(v1, v2))2 + (Se(ǫ(g1), ǫ(g1)))2 + (Pe(g1, g2))2 , (4.1)

where

Se(ǫ(g1), ǫ(g2)) =

min
{v1,v2}

(degree)

∑

i=1

(σvalence(e1i, e2i))
2

max(σvalence)
(4.2)

Pe(g1, g2) =

max
{v1,v2}

(degree)

∑

i= min
{v1,v2}

(degree)

1 (4.3)

Let G be the set of all GoIs extracted from G, defined as G =
⋃i<|G|

i=0 Gi, and SG be

the set of vertex signatures associated with G under the function ǫ. We use a clustering
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relation on SG to create a codebook C, whose words correspond to vertex signatures that

represent the main graph local structures within G .

Let Q be a set of GoIs extracted with D from an attributed query graph Q and SQ be

the corresponding set of vertex signatures obtained with D . Different coding and pooling

functions can be employed to create a bag of singleton graphs that represents the digital

object related to Q.

In the case of molecule representation, the number of vertices of the corresponding

attributed graph is a relevant information that should be encoded into the graph rep-

resentation. Therefore, the bags are generated using hard assignment and sum pooling

functions.

The proposed method has some advantages over different approaches from the liter-

ature. Since we represent graphs by feature vectors, simple distance functions, like the

Euclidean distance, may be used for calculating the similarity of graphs. Therefore, our

method is very fast for computing graph matching. In fact, different from traditional

approaches, the complexity of the BoSG does not depend on the number of vertices.

Besides, the methods based on the edit distance approach usually require the search

of the optimal combination of parameters. The Bipartite Graph Matching [62] requires

three parameters related to the cost of edit operations on vertices and edges, while, for

example, BoSG requires at most one parameter, which is related to the codebook size.

4.2 Bag of Visual Graphs

In several applications, the semantics associated with the content of an image is perceived

in terms of the spatial distribution of visual properties. In this sense, one limitation of

the BoW model relies on its inability of encoding the spatial distribution of visual words

within an image. In this section, we introduce the Bag of Visual Graphs (BoVG), a

BoG-based approach that proposes the use of graphs for encoding the spatial relationships

among visual patterns into the image representation.

Our approach combines the spatial locations of interest points and their labels defined

in terms of a traditional visual-word codebook. We also define a second vocabulary, the

visual-graph codebook, which contains the main spatial relationships of visual words. In

the following sections, we use the BoG model to create both visual dictionaries and the

final image descriptor.

Figure 4.2 informally describes the steps for generating the proposed visual-graph

codebook and the final image descriptor.
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Each interest point of an image corresponds to a relevant local information, being

defined as a graph of interest (GoI). Thus, we use a GoI detector D that identifies the

subgraphs of Ĝ composed of a single vertex as graphs of interest.

Let G be the set of attributed graphs extracted from a set of images I and G be the

set of GoIs detected on G with D. The attributed graphs of G are described with ǫsift

function, generating a set of feature vectors F that characterizes G.

A clustering relation may be applied on F in order to partition G with respect to the

visual similarity of GoIs. From the definition of clusters on F , we create a codebook C

composed of visual words, which represent the main visual patterns within I.

4.2.2 Encoding Spatial Relationships into BoVW

In this section, we present the process of generating the graph-based codebook and the

proposed image representation, the bag of visual graphs.

In the proposed BoVG approach, the local structures of an image are defined in terms

of visual patterns and their spatial locations. Thus, we apply a graph extraction function

that associates an image I with a weighted graph G = (V , E , φ) (Definition A.10), where

a vertex v ∈ V corresponds to an interest point, each edge e ∈ E encodes a spatial

relationship between interest points, and φ is a function E → IR that defines an edge

weight based on the distance between connected vertices, the higher the distance, the

higher the weight.

Let P(I) be the power digital object of I, we apply the graph extraction function

fdelaunay : P(I) → V
⋃

E that specifies the following rules:

• The vertices of V correspond to interest points, which can be detected with a sparse

or dense sampling technique.

• The edges of E are defined by applying a Delaunay Triangulation on V .

Similar to the work proposed by Hashimoto [31], edges are pruned based on their

weights. Edges with low weights are removed because they encode relationships

between close points, and therefore they are not useful to define spatial arrangements

of visual cues. Edges with high weights are also removed as they are associated with

non-local structures. However, since we want that each image contains at least one

spatial arrangement of visual patterns, these constraints are relaxed when an image

does not have a sufficient number of interest points. The limits of edge size may be

defined empirically based on the size of the images.

We propose to represent an image based on the spatial relationships of visual words.

Thereby, in order to describe the image graphs extracted with fdelaunay, we propose to

describe vertices with visual words, and edges with texture-based signatures.
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Defining vertex and edge descriptors, the image I is associated with an attributed

graph Ĝ = (G, T , {VW}, {LBP}), such that

• G = (V , E) is a graph defined under the graph extraction function.

• T = L
⋃

IRN, where L is a set of labels.

• VW is a vertex descriptor defined as (ǫvw, σvw), where

– Let C be the visual codebook previously introduced, ǫvw is a composite function

that combines an assignment and a labelling function. First, a hard assignment

function is employed to associate each vertex v ∈ V with a visual word of C.

Then, a labelling function associates v with the corresponding label of the

assigned visual word.

– σvw : L → IR is a function that determines the similarity between two vertices

based on the labels assigned to vertices. The similarity value is computed

through the use of the Discrete Distance function (Equation A.3).

• LBP [54] is an edge descriptor defined as (ǫlbpσlbp), where

– ǫlbp is a function E → IRN that associates each edge e ∈ E with a feature vector
~fv. Let the local brightness variations be represented as binary patterns, ~fv

represents the distribution of binary patterns within the region delimited by

the connected vertices of e.

Figure 4.3 illustrates an example of a region described with ǫlbp. The dark-

blue pixels represent two vertices v1, v2 ∈ V and the light-blue area represents

the region of an edge e ∈ E , being e = (v1, v2). In order to create the LBP

descriptor, we compute, for each window 3 × 3 in the blue area, the brightness

transitions between the central pixel of the window and its adjacent pixels. The

blue area is then described by a normalized histogram of size 10 that counts the

occurrences of binary patterns. Non-uniform patterns correspond to windows

with three or more brightness transitions, and they are associated with a single

pattern located at the 9th position of the histogram. On the other hand,

uniform patterns correspond to windows with two or less transitions, and they

refer to nine different patterns, whose positions in the histogram correspond

to the total number of positive brightness transitions.

– σlbp : IRN × IRN → IR is a function that determines the similarity between two

edges by computing the Manhattan Distance (Equation A.2) between their

corresponding feature vectors.
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Figure 4.3: Example of region described with ǫlbp.

Since images may be represented by attributed graphs, the BoG model can be used

for generating bag representations that describe images based on the distribution of the

spatial relationships of visual words.

In this context, given an attributed graph Ĝ associated with a digital object I ∈ I, the

local structures of I are represented by graphs of interest detected with D△, a GoI detector

that identifies the connected subgraphs, whose vertices belong to a triangle defined under

a Delaunay Triangulation. Therefore, the detected GoIs on Ĝ correspond to graphs with

at most three vertices.

Let S be a set of vertex signatures (Definition 21). The set of graphs of interest G△,

obtained by applying fdelaunay followed by D△ on I, is described with a graph descriptor

D = (ǫ, σ), where:

• ǫ is a function G△ → SN that associates an attributed graph gi = ((Vi, Ei), T , {VW},

{LBP}) with an array comprising its vertex signatures. In the example of this sec-

tion, a vertex signature is defined as follows:

S(vi) =< ǫV W (vi), degreevi
, ǫLBP (ei1), ǫLBP (ei2), ..., ǫLBP (ein) >,

where vi ∈ Vi and eij ∈ Ei.

• σ : SNXSN → IR is a function that computes the similarity between two graphs

using the Equation 4.4, proposed by Jouili et al. [39].

σ(ǫ(g1), ǫ(g2)) =
C̄

|C|
+ ||g1| − |g2||, (4.4)

where |gi| is the order of graph gi, C̄ is the optimum graph matching cost and |C|

is a normalization constant that refers to the number of matching vertices.

The optimum matching cost of a pair of graphs is computed by applying the Hun-

garian method [43], an algorithm that solves the assignment problem in polynomial
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time. Given a matrix M , where each element corresponds to the cost of assigning

a job (column) to a worker (row). The Hungarian method finds the minimum cost

for assigning jobs to workers in M .

In the proposed method, the Hungarian method is applied on two distance matrices

C1 and C2. Each element of both matrices corresponds to the distance between a

vertex of graph g1 and a vertex of graph g2, which is computed with a similarity

function δ : S × S → IR (Equation 4.5) that computes the balanced sum of all sim-

ilarity values obtained for each term of the vertex signatures. The sum is balanced

in the sense that all terms have the same weight (importance), and for that, all

similarity values are normalized in the range [0, 1].

Let S(v1), S(v2) ∈ S,

δ(S(v1), S(v2)) = σV W (vi1, vi2) + Se(S(v1), S(v2)) + Pe(v1, v2), (4.5)

where Pe is defined in Equation 4.3, and

Se(S(v1), S(v2)) =

min
{v1,v2}

(degree)

∑

i=1

σLBP (e1i, e2i)

|ǫlbp(ei)|
(4.6)

The matrices C1 and C2 differ in how the distance between vertex signatures is com-

puted. In C1, the function δ considers that, for all vertex signatures, the sequence

of edge attributes is defined with respect to counterclockwise direction of vertices.

In C2, the function δ considers that the sequence of edge attributes is defined using

opposite directions on each graph. For the vertex signatures related to g1,the edges

attributes are set respecting the counterclockwise direction of vertices, while the

edges attributes of g2 are set with respect to the clockwise direction.

Given the matrices C1 and C2, the optimum matching cost is defined as

C̄ = min(C̄1, C̄2),

where C̄i corresponds to the result of the Hungarian Method applied on matrix

Ci. The use of the Hungarian Method on both matrices aims at handling reflection

transformations.

Let S be the set of vertex signature arrays that describes G△. We propose to create a

second vocabulary, the visual-graph codebook, that quantizes, through a clustering relation

on S , the graph space defined by G△. A word in this codebook, named as visual graph,

refers to a group of similar spatial arrangements of visual words. In order to create the
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graph-based codebook, clustering methods [1, 38, 40] or a simple random selection can be

employed for defining groups of graphs.

Given a query image IQ, a set of vector signature arrays SI is extracted from IQ by

repeating the whole procedure described for obtaining S . Using different approaches of

coding and pooling with the visual-graph codebook, a bag of visual graphs can be created

to represent IQ.



Chapter 5

Validation

5.1 Introduction

In this chapter, we present the experiments used for validating the proposed method BoG.

This validation is accomplished by evaluating the BoG-based approaches introduced in

Chapter 4. Sections 5.2 and 5.3 describe the experiments related to the use of Bag of

Singleton Graphs (BoSG) and Bag of Visual Graphs (BoVG) approaches, respectively.

5.2 Bag of Singleton Graphs

The Bag of Singleton Graphs (BoSG), presented in Section 4.1, creates a bag representa-

tion based on the local structures of a graph. Since each graph is represented as a feature

vector, the graph matching problem is reduced to the problem of computing the similarity

between feature vectors. In that case, different distance functions can be used for this

task, such as Euclidean distance, Manhattan distance, or Earth Mover’s distance.

5.2.1 Experimental Protocol

In the experiments reported in this section, the BoSG representations were generated

using hard assignment and sum pooling.

In the IAM repository, it is provided each dataset with pre-defined sets to graph

classification. We used the training, validation, and test sets available in the datasets to

perform the experiments.

Concerning the codebook, we used the Mean Shift algorithm [14] to define the vo-

cabulary size. The optimum codebook size is a difficult parameter to be determined in

BoW-based approaches. Therefore, the use of an unsupervised clustering method, like

Mean Shift, has as objective to simplify the process of building the dictionary.

31



32 Chapter 5. Validation

Nevertheless, we evaluated our approach with two different codebooks. The terms

BoSG (Mean Shift) and BoSG (random) correspond to different versions of BoSG ap-

proach that create the codebook using the Mean Shift [57] and a simple random selection,

respectively. Both approaches generate dictionaries of the same size, which is determined

by the Mean Shift Algorithm.

In order to perform graph matching with our approach, we compute the similarity

between the BoSG representations using the Euclidean distance.

5.2.2 Datasets

We used four online available graph datasets from IAM Repository1 [61]: GREC, Muta-

genicity, AIDS, and Letter (LOW). These datasets contain attributed graphs that repre-

sent different types of objects, such as letters, molecules, and symbols.

Table 5.1 summarizes some characteristics of these datasets, such as number of vertices,

number of classes, and number of graphs. Afterwards, we present a detailed description

of each dataset.

Table 5.1: Number of vertices and classes for each graph dataset and number of graphs
in each classification set.

GREC Mutagenicity AIDS Letter

Mean number of vertices 11.5 30.3 15.7 4.7
Max number of vertices 25 417 95 8

Number of classes 22 2 2 15

Size of Training Set 284 1500 250 750
Size of Validation Set 286 500 250 750

Size of Test Set 527 2337 1500 750

GREC

GREC is a dataset composed of graphs that represent symbols from architectural plans

or electronic diagrams. This dataset has twenty two classes of symbols.

Let G = (V , E) be a graph that represents a symbol of the GREC dataset, each

vertex of V corresponds to an interest point on the graphical symbol, and each edge of E

corresponds to a line segment that link two vertices of V . Some attributes are associated

with the vertices and edges of G in order to describe the corresponding symbol.

The vertex attributes are the coordinates of the corresponding point and a label that

identifies the corresponding point type (intersection, corner, circle, or an end-point).

1http://www.iam.unibe.ch/fki/databases/iam-graph-database (As of April 2014).
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The edge attributes are the number of lines that link the corresponding pair of vertices,

the label that identifies the type of line segment linking the vertices (arc or line), and the

angle of the drawing line.

Figure 5.1 illustrates some samples from the GREC dataset.

Figure 5.1: Symbol examples from the GREC dataset [61].

AIDS

The AIDS dataset is composed of graphs that belong to two classes that represent active

or inactive molecules against HIV. Let G = (V , E) be a graph that represents a sample

of AIDS dataset, each atom of the molecule is associated with a vertex of V and each

covalent bound is associated with an edge of E .

The vertex attributes are the identification number, and the label of the chemical

symbol associated with the corresponding atom, and the charge of the corresponding

atom and its position on a two dimensional space. The edge attribute is the valence of

the corresponding covalent bound.

Figure 5.2 illustrates some samples from the AIDS dataset.

Figure 5.2: Molecule examples from the AIDS dataset [61].

Mutagenicity

The Mutagenicity dataset is composed of graphs that represent molecules that have or

not the mutagenicity property. This dataset is divided into two classes: the mutagen and

the non-mutagen molecules.

A molecule is composed of atoms and covalent bounds. Let G = (V , E) be a graph

that represents a sample of Mutagenicity dataset, each atom is associated with a vertex
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of V and each covalent bound is associated with an edge of E . The vertex attribute is

the label of the chemical symbol associated with the corresponding atom and the edge

attribute is the valence of the corresponding covalent bound.

Letter

The Letter dataset is composed of graphs that represent distorted letters. This dataset

has fifteen classes, being each one associated with a capital letter.

The drawing of a letter corresponds to a set of line segments in a two-dimensional

space. Let G = (V , E) be a graph that represents a sample of Letter dataset, each

segment line corresponds to an edge of E and its end-points correspond to vertices of V .

The end-point coordinates are the attributes associated with vertices and no attribute is

associated with the edges of G.

Figure 5.3 illustrates some samples from the Letter dataset.

Figure 5.3: Letter examples from the Letter dataset [61].

The IAM repository has this dataset on three different levels of distortion: low,

medium, and high. In the experiments presented on this chapter, we use the Letter

dataset with the low level of distortion.

5.2.3 Baselines

The BoSG approach allows to obtain a distance value that indicates the degree of similarity

between a pair of graphs. Therefore, in order to validate the proposed approach on the

task of graph matching, it is important to compare it with standard methods for inexact

graph matching from the literature.

The graph edit distance is a very popular alternative for performing inexact graph

matching. Different approaches have been proposed to compute the edit distance between

two graphs. Among the existing methods, we chose two approaches as baselines for our

method: the Bipartite Graph Matching, proposed by Riesen et al. [62] and the Attributed

Graph Matching, proposed by Jouili et al. [39]. Both approaches use the Hungarian

method, which is a polynomial solution for the assignment problem.

In [62], Riesen et al. propose the recursively use of the Hungarian method for deter-

mining the minimum cost of vertex and edge assignments. Given two graphs G1 = (V1, E1)

and G2 = (V2, E2), a distance matrix C is built with the costs of editing vertices from V1

to V2. For each element c of C, a distance matrix M is built with the edition costs related
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to the edge assignments between the corresponding vertices of c. In this approach, the

Hungarian Method is first applied on edge matrices, like M . The minimum cost obtained

for these matrices is then incremented with the value of the corresponding element of C.

After that, the Hungarian method is applied on C in order to compute the minimum total

cost of graph matching.

Instead of computing separately the costs of vertex and edge operations, Jouili et

al. [39] propose the use of a vector representation, called node signature, which gathers

vertex and edge attributes. In the Attributed Graph Matching approach, the assignment

costs of matrix C are obtained with a distance function that computes the similarity

between node signatures. In that case, the minimum assignment cost is calculated by

applying the Hungarian method on C.

A relevant difference among the methods used in the experiments is that Riesen’s

approach uses a specific implementation for each dataset, while Jouili’s approach and our

method use a unique implementation for all datasets.

In Riesen’s approach, the computation of the substitution edition cost depends on the

graph attributes. In the Letter dataset, the cost for substituting two vertices corresponds

to the Euclidean distance between their coordinates, and the substitution of edges does

not cause any additional cost. In the GREC dataset, the cost of vertex substitution

corresponds to the Euclidean distance between point coordinates when both vertices are

of the same type, and it assumes the double value of node insertion/deletion when the

vertices are of different types. For this dataset, the edge substitution has a zero cost if both

edges are of the same type, otherwise it has the double cost of edge insertion/deletion. In

the AIDS dataset, the edge substitution does not cause any additional cost, and the vertex

substitution assumes the double cost of vertex insertion/deletion when the vertices do not

correspond to the same chemical symbol, otherwise it has a zero cost. The computation of

substitution costs for the Mutagenicity dataset is the same one of the AIDS dataset, except

for the fact that, when vertices refer to different chemical symbols, the vertex substitution

assumes a cost proportional to the distance between their corresponding strings.

5.2.4 Research Questions

In this section, we aim to investigate if the use of a bag representation is an efficient and

effective alternative for graph matching. The goal of the experiments is to evaluate our

method considering different aspects: accuracy, performance, and learning capacity.

The BoSG approach allows to perform graph classification and graph retrieval in two

stages. First, in an offline phase, all graphs of a database are described as feature vectors.

Then, the similarity between a query graph and the graphs of the database is calculated

online. The use of data structures to index the feature vectors would contribute to even
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improve the performance of the method.

Since the computation of similarities between feature vectors has a very low complexity,

we expect that our method outperforms the baseline approaches in terms of execution

time. However, it is important to preserve the precision of the results. Therefore, the first

questions related to these experiments are

• How fast is BoSG compared to the baseline methods?

• Are the accuracy results of BoSG comparable to other methods?

By achieving good accuracy rates and reduced execution time, the proposed ap-

proach could be considered a promising alternative to perform graph retrieval in large

datasets, where the use of popular graph methods becomes unfeasible due to their high-

computational cost.

In a BoW-based approach, the size of the codebook is always an important element

that should be evaluated in order to generate discriminant bag representations. In the

experiments of this section, we apply the Mean Shift algorithm to generate the codebook.

This clustering algorithm simplifies the search for the optimal size of the codebook, since

we do not need to directly specify the number of clusters. However, it has a parameter

related to the kernel bandwidth, which impacts the final number of clusters. Therefore,

another research question is

• What is the impact caused by the codebook size on BoSG’s performance?

Some studies in the literature [69, 83] have shown that the use of a random selection

instead of a clustering algorithm does not affect the quality of the codebook. In this

context, we aim to evaluate BoSG with a random codebook and compare its results with

the ones obtained with a Mean-Shift codebook. In these experiments, we use codebooks

of the same size, which corresponds to the number of clusters generated by the Mean Shift

algorithm.

Concerning the learning capacity of our method, another interesting question that

should be evaluated is:

• Does BoSG learn faster than other methods?

Different from the baseline methods, BoSG describes a graph as a feature vector.

Creating vector representations, different classification methods may be used for solving

graph matching tasks. Thus, in this section, we also intend to answer the following

question:

• Is it possible to improve the accuracy results of BoSG by using different classifiers?
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In order to investigate the questions presented above, the proposed representation was

evaluated for the task of graph classification from five different perspectives:

• Comparison with baselines in terms of classification accuracy;

• Comparison with baselines in terms of execution time;

• Evaluation of the impact of the codebook size;

• Evaluation of the impact of the training set size;

• Evaluation of the representation when combined with different classifiers.

5.2.5 Evaluation Measures

The experiments of this section consist in computing a distance matrix with the dissimi-

larity values between graphs from training and test sets.

In order to compare the performance of the proposed approach over the baseline

approaches, we used some metrics to evaluate the efficacy and efficiency of each method.

Effectiveness Evaluation

In this section, the effectiveness of a method is measured in terms of accuracy. A K-

Nearest Neighbor (KNN) algorithm is applied to classify graphs of a test set. Then, the

accuracy rate is computed in order to obtain the number of graphs correctly classified

with KNN.

In the case of Riesen’s approach, the validation sets are used for finding the best

parameters for each dataset.

Efficiency Evaluation

In the experiments performed in this section, the efficiency of a method is related to

the time spent for computing the graph distance matrix on an Intel Xeon CPU E5645

2.40GHz with 16GB of RAM.

We measured the execution times in seconds and we executed all methods five times

for each dataset. Table 5.6 in Section 5.2.6 presents the average times and standard

deviations related to the performance of each method on the four datasets described in

Section 5.2.2.
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5.2.6 Results

Classification Accuracy

Tables 5.2, 5.3, 5.4, and 5.5 present the accuracy results obtained for each dataset using

the KNN classifier with the parameter K assuming values of one, three, and five.

For the BoSG (random) approach, we repeated five times the process of creating the

codebook and the bags aiming to evaluate the invariance of the representation to different

seeds. The results of Tables 5.2 to 5.5 refer to the average accuracy with the standard

deviation.

In the case of Mutagenicity dataset, a very large number of node signatures are gen-

erated from the training set. Thereby, in order to create the Mean-Shift codebook, it was

used a subset of the training signatures.

Table 5.2: Results for the GREC dataset.

BoSG (Mean Shift) BoSG (random) Riesen [62] Jouili [39]

K = 1 0.934 0.969 ± 0.007 0.983 0.981
K = 3 0.896 0.947 ± 0.007 0.983 0.975
K = 5 0.860 0.92 ± 0.01 0.985 0.960

Table 5.3: Results for the Mutagenicity dataset.

BoSG (Mean Shift) BoSG (random) Riesen [62] Jouili [39]

K = 1 0.690 0.672 ± 0.008 0.695 0.652
K = 3 0.703 0.681 ± 0.008 0.720 0.663
K = 5 0.713 0.69 ± 0.01 0.719 0.652

Table 5.4: Results for the AIDS dataset.

BoSG (Mean Shift) BoSG (random) Riesen [62] Jouili [39]

K = 1 0.989 0.977 ± 0.003 0.993 0.995
K = 3 0.991 0.970 ± 0.006 0.990 0.997
K = 5 0.985 0.959 ± 0.006 0.984 0.996

The results of Tables 5.2-5.5 show that our method achieves comparable accuracy

performance in relation to Riesen’s and Jouili’s approaches. Riesen’s approach achieved

the highest accuracy on three of four datasets, but it uses a specific implementation for the

computation of the edition costs and it requires a search for the optimal combination of
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Table 5.5: Results for the Letter dataset.

BoSG (Mean Shift) BoSG (random) Riesen [62] Jouili [39]

K = 1 0.945 0.89 ± 0.01 0.989 0.920
K = 3 0.948 0.89 ± 0.02 0.991 0.909
K = 5 0.949 0.88 ± 0.02 0.993 0.895

three parameters. In summary, Riesen’s approach obtains the best results, but it requires

a large amount of time and effort for setting up the method for each dataset.

Execution Time

Table 5.6 contains the average time spent by each algorithm to construct a graph distance

matrix. Regarding our method, we considered the creation of bags as an offline phase.

Therefore, the values of BoSG’s row on Table 5.6 refer only to the time for computing

the distances between graph bags. As it can be observed, BoSG has a much better

performance when compared with all baselines in terms of execution time.

Table 5.6: Performance Results.

GREC (s) Mutagenicity (s) AIDS (s) Letter (s)

BoSG 0.11 ± 0.02 2.9 ± 0.1 0.29 ± 0.06 0.384 ± 0.003
Riesen [62] 262 ± 4 65430 ± 2825 616 ± 21 101 ± 6
Jouili [39] 327 ± 19 16668 ± 124 1558 ± 37 773 ± 16

In order to show the relative improvement for the execution time, Table 5.7 presents

the relative times of Riesen’s and Jouili’s approaches in relation to BoSG method. For

each pair method-dataset, this table shows how many times BoSG was faster than the

corresponding method on a given dataset.

Table 5.7: Relative Performance Results.

GREC (s) Mutagenicity (s) AIDS (s) Letter (s)

BoSG 1 1 1 1
Riesen [62] 2382 22562 2124 263
Jouili [39] 2973 5748 5372 2013

Figure 5.4 summarizes the results of evaluated methods in terms of both their accuracy

rates and execution time. In this chart, the points correspondent to BoSG results are
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placed in the superior left corner, which highlights its efficiency. It yields high accuracy

rates with very low computational costs.
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Figure 5.4: Accuracy rates with respect to the execution time for different methods and
datasets. Each method is identified by a marker and each dataset is identified by a
color. The light-blue bands indicate the areas of the highest accuracy rates or the lowest
execution times, and the intersection of these bands (light-green square) indicates the
area where the best results considering both accuracy and execution time are placed.

Table 5.8 shows the offline time spent for executing BoSG approach, which includes the

time spent for generating the Mean-Shift codebook and the feature vectors that correspond

to the bags. We do not show the time spent to generate the random codebook, since it is

very small.

It is important to note that the offline time depends on the number of graphs in the

dataset and the Mean Shift parameter. The values on the Codebook line of Table 5.8

correspond to the time required to generate the four codebooks using the same Mean

Shift parameters used to obtain the results of Tables 5.2-5.5. In the experiments related

to Tables 5.2, 5.3, 5.4 and 5.5, the used Mean Shift parameters were 0.05, 0.05, 0.3, and

0.01, respectively.
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Table 5.8: Offline Time

GREC (s) Mutagenicity (s) AIDS (s) Letter (s)

Parser Graphs 4.2 ± 0.9 10 ± 4 11.1 ± 0.8 2.1 ± 0.2
Codebook 596 ± 14 4753 ± 126 1308 ± 4 97 ± 4
Build Bags 9 ± 6 22 ± 2 11 ± 6 9 ± 6

Total 605 ± 18 4795 ± 126 1330 ± 7 109 ± 10

Impact of the Codebook Size

In the Mean Shift algorithm [57], the size of the codebook is influenced by the kernel

bandwidth, which is determined based on the pairwise distances between training sam-

ples. The parameter used to specify the percentage of distances to be considered when

calculating the bandwidth has a default value of 0.3. The reduction of this parameter

value causes a reduction of the bandwidth, which contributes to increase the size of code-

book. Figures 5.5 and 5.6 show, respectively, the variation of the codebook size and the

performance of BoSG approach using the test sets for different values of the Mean Shift

parameter.
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Figure 5.5: Size of the codebook using different values of the Mean Shift parameter.

Figure 5.5 indicates the impact of the Mean Shift parameter on the size of the code-
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Figure 5.6: BoG performance using different values of the Mean Shift parameter.

book. When we use a low value, the kernel bandwidth is reduced, which contributes to

create small clusters. In order to cover all data, the number of clusters tends to increase,

resulting in larger codebooks.

The size of the codebook is directly related to the vocabulary diversity. For this

reason, the use of larger codebooks can improve the graph description and increase the

classification results, as shown in Fig. 5.6. However, if the codebook is too large, the words

are not good enough in terms of generality, which means that two similar patterns may

be assigned to different words that could have been defined as a single word. Thereby, it

is important to find out a trade-off that corresponds to the optimum size of codebook.

Impact of the Training Set Size

In this section, we also evaluated the performance of BoSG and the edit distance ap-

proaches using different sizes of training set. In this experiment, we built different training

sets by selecting a percentage of graphs from each class of the original training sets.

Table 5.9 shows the different sizes of training set and dictionaries used in this experi-

ment and Figures 5.7, 5.8, 5.9 and 5.10 show the best results obtained for each approach

using the KNN classifier with K equals to one, three, and five.

It can be observed from Figures 5.7, 5.8, 5.9, and 5.10 that our results are similar to

evaluated baselines.
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Table 5.9: Different sizes of codebook used by BoSG approach.

10 % 30 % 50 % 80 % 100 %

GREC
Size of Training Set 22 66 132 218 284
Size of Codebook 24 18 21 28 29

Mutagenicity
Size of Training Set 150 450 750 1200 1500
Size of Codebook 26 31 32 33 34

AIDS
Size of Training Set 25 75 125 200 250
Size of Codebook 11 14 19 22 23

Letter
Size of Training Set 75 225 375 600 750
Size of Codebook 122 101 102 104 109

22 66 132 218 284 334
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Figure 5.7: Results for the GREC dataset using different training set sizes.

The curves of Figures 5.8 and 5.10 show that our method learns faster than Jouili’s

approach in the case of Mutagenicity and Letter datasets. However, Jouili’s approach has

a better performance than ours in the GREC dataset, as shown in Figure 5.7.

In this experiment, Riesen’s approach achieves the best scores in all datasets, but we

reach a similar performance in the Mutagenicity and AIDS datasets.
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Figure 5.8: Results for the Mutagenicity dataset using different training set sizes.
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Figure 5.9: Results for the AIDS dataset using different training set sizes.
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Figure 5.10: Results for the Letter dataset using different training set sizes.

Impact of Using Different Classifiers

Besides the fast performance, the representation of graphs as feature vectors allows the

use of different classifiers. This flexibility can contribute to achieve higher accuracy rates.

The results of Table 5.10 refer to the evaluation of our method using three classifiers:

KNN, SVM [13], and OPF [56]. We compared our best result using KNN with the results

obtained using Support Vector Machine (SVM) and Optimum-Path Forest (OPF). In this

experiment, we used the validation sets to seek the best parameters for SVM and OPF.

Table 5.10: BoSG Results using different classifiers.

GREC Mutagenicity AIDS Letter

KNN 0.969 ± 0.007 0.713 0.991 0.949
SVM 0.972 ± 0.008 0.745 0.991 0.965
OPF 0.986 ± 0.004 0.661 0.987 0.946

It can be observed from Table 5.10 that, by using different classifiers, we improve the

results of our method in three datasets and we achieve a tie in one dataset.
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5.3 Bag of Visual Graphs

Section 4.2 introduced a graph-based approach to encode the distribution of visual-word

arrangements, the Bag of Visual Graphs (BoVG). The proposed approach combines the

spatial locations of interest points and their labels defined in terms of the traditional visual

codebook to define a set of connected graphs. This set of connected graphs encode the

spatial relationships of visual words and we use them to create a graph-based codebook.

Then, an image is represented by a vector that describes the distribution of visual graphs

within the image.

Since the computation cost for creating the visual codebook and classifying images

are the same as those observed for the BoW approach, our method has an additional cost

related to the creation of the graph-based codebook.

5.3.1 Experimental Protocol

In the experiments of this section, we employ SIFT [48] to describe interest points, which

are detected using both sparse and dense techniques: a dense grid [80, 81] with sampling

spacing of 6 pixels, and the Hessian Affine [52] and Difference Of Gaussians [48] keypoint

detectors.

In the BoVG approach, the interest-point detection procedure affects the definition

of graph edges. In the case of dense sampling, all edges have approximately the same

weight (points are in a grid, separated by the same distance). In this case, enforcing

constraints on edge weights would either eliminate all graph edges, or none of them. For

this reason, we did not impose any edge constraint when using dense sampling for the

interest points, and use all triangles of the Delaunay triangulation as connected graphs.

In the case of sparse sampling, we defined the lower and upper size of edge as 10 and 150

pixels, respectively.

We used a simple random selection to generate both the visual-word and the graph-

based codebooks. On all experiments, we created the graph-based codebook with the

same size of the visual-word codebook. The size of the codebook impacts the size of the

descriptor generated by each method. Let K be the size of the codebook, BoW and BoVG

create bags of size K.

For all methods evaluated in the experiments, the bag representations were generated

using hard assignment and average pooling.

5.3.2 Datasets

We used two online available image datasets: Caltech-101 [19] and Caltech-256 [27].
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Method Description

BoVG BoVG Model
BoVG-BoVG BoW and BoVG feature vectors concatenated

BoVG-SP BoVG and SP feature vectors concatenated
SPwithBoVG Spatial Pyramids using BoVG in each image region

Table 5.11: Evaluated variations of the BoVG approach.

5.3.4 Research Questions

In this section, we evaluate the BoVG performance for the task of object classification.

Our approach is compared, in terms of accuracy, with the baseline methods introduced

in Section 5.3.3.

In a BoW-based approach, the size of the codebook and the interest point detection

influence the quality of the generated representations. Therefore, the first questions that

the experiments of this section aims to answer are:

• What is the impact caused by the codebook size on BoVG’s performance?

• What is the impact caused by the interest point detector on BoVG’s performance?

• Are the accuracy results of BoVG comparable to other BoW-based methods?

In order to better understand the overall results of each method, it is important

to analyse the accuracy rates of each image category. This analysis may contribute to

comprehend the behavior of each method in accordance with the object characteristics.

Additionally, we investigate if the learning curve of our approach is similar to the other

methods. Thereby, two other relevant questions that should be investigated are:

• What are the object categories that BoVG performs better or worse than other meth-

ods?

• Does BoVG learn faster than other methods?

The investigation of the questions presented above led to performing experiments

under four different perspectives:

• Evaluation of the impact of the the codebook size and the interest-point detector;

• Evaluation of the impact of the training set size;

• Comparison with baselines in terms of classification accuracy;

• Evaluation of the classification accuracy rates per class;
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5.3.5 Evaluation Measures

In this section, the effectiveness of a method is measured in terms of accuracy. For the

classification procedure, we used an one-vs-all SVM [13, 36] with kernel RBF and default

parameters. The training and test sets were randomly separated, using the same number

of samples per class for training and the rest for test. Each experiment was executed 10

times and the mean accuracy was computed with a confidence interval of 95%.

5.3.6 Results

Impact of the Codebook Size and the Interest-Point Detector

The first experiment evaluates the performance of BoVG and some variations of this

method on Caltech-101 using different sizes of codebook (200, 500, and 1000) and different

interest-point detectors (Hessian Affine and SIFT). For this experiment, the traditional

approach (BoW) was used as reference and we used 30 samples per class for training the

classifier.

Figures 5.13 and 5.14 show the mean accuracies of each method for different codebook

sizes.
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Figure 5.13: Performance of BoVG-based methods on Caltech-101 using Hessian Affine
detector.
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Figure 5.14: Performance of BoVG-based methods on Caltech-101 using SIFT detector.

The results in Figures 5.13 and 5.14 show that the distribution of visual-word ar-

rangements contribute to improve the classification results of other approaches for all

cases evaluated. The best results are observed for the combination of BoVG with Spatial

Pyramids. It can also be observed that the size of the codebook has a greater impact

on BoW. Thus, BoW obtained higher accuracy rates than BoVG, specially with large

codebooks.

Impact of the Training Set Size

We also evaluated the impact of different training sizes on the overall performance. Fig-

ure 5.15 shows the results of BoVG, BoVG-SP, BoW, WSA, and SP using SIFT detector

and a codebook of size 200 on Caltech-101. The curves in Figure 5.15 show that the

accuracy rate increases with the number of samples for training. Since the results of all

methods are equally improved, it indicates that the size of the training set does not favor

one representation over another.

Classification Accuracy

Figures 5.16 and 5.17 show the results of a experiment whose objective is to compare BoVG

and BoVG-SP with BoW, WSA, SP, and the concatenation of BoW with SP (BoW-SP),

with regard to the use of different techniques for interest-point detection. These methods
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Figure 5.15: Classification results of BoW, BoVG, WSA, SP, and BoVG-SP on Caltech-
101 for different training set sizes.

were evaluated on Caltech-101 and Caltech-256 using codebooks of size 200 and 1000,

respectively. We used again a training set with 30 images per class.

The results in Figures 5.16 and 5.17 show that BoVG-SP has a competitive perfor-

mance on both datasets. In the experiment on Caltech-101 (Figure 5.16), BoVG-SP yields

the best classification accuracy rates in all cases, with a statistical tie with SP and BoW-

SP for the dense-sampling case. In Caltech-256 (Figure 5.17), BoVG-SP achieves the

highest accuracy rate using a dense sampling grid and SIFT detector. In the case of SIFT

detector, BoVG-SP is statistically tied with BoW-SP.

In both datasets, the use of dense sampling technique for interest-point detection

provides the highest accuracy rates. The main difference between both techniques of

interest-point detection is that sparse sampling consider only salient regions as points

of interest, while dense sampling selects interest points independently from the visual

content of the corresponding region. The superior performance of dense sampling can

be explained by the fact that non-salient regions can be relevant for distinguishing some

object classes, specially when the objects do not have enough salient regions to describe

them.
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Figure 5.16: Classification results of Bow, BoVG, WSA, SP, and BoVG-SP on Caltech-
101, using different interest-point detectors.
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Analysis of the Classification Accuracy per Class

Figures 5.18 and 5.19 show the results per class on Caltech-101 with the objective of

evaluating the impact of different approaches in image categories. We used SIFT detector,

a codebook of size 200 and a training set with 30 images per class to evaluate BoW, BoVG,

WSA, SP, and BoVG-SP. The BoVG-SP was chosen over the other methods of Table 5.11,

because it was superior to the others in the first experiment (see Figures 5.13 and 5.14).

As it can be observed, BoVG-SP yields the best results for almost all classes.

In order to better analyse the results of Figure 5.18, we present results of three classes

in which our method performs better than baselines, and vice versa. Figures 5.20, 5.21

present, respectively, a per-class comparison between BoVG and the baselines BoW and

SP. Figures 5.22 and 5.23 present a per-class comparison between BoVG-SP and the

baselines SP and WSA, respectively.

It can be observed from Figures 5.20 and 5.23 that BoW and WSA perform better

for classes which contain a frequent occurrence of similar regions in the whole object, and

from Figures 5.20 and 5.22, we can observe that SP performs better for object categories

that have regions well defined visually and spatially.

The BoVG is worthwhile to classes whose objects have discriminant local regions

without necessarily have a fixed relative position. In the BoVG-SP approach, the con-

catenation of SP bags with BoVG adds the multi-scale factor to our method. Thereby,

BoVG-SP encodes two different types of spatial relationships: local structures and scale.

This combination has obtained the best accuracy rates, improving BoVG and SP stan-

dalone results.
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Chapter 6

Conclusions

6.1 Contributions

The hypothesis of this dissertation was that a discriminant and efficient representation

based on local structures of an object could be created by combining graphs with the BoW

model. Based on this hypothesis, we investigated how to generate a meaningful vocabulary

that describes the main local patterns of a set of objects. Using this vocabulary, an object

would be represented by a feature vector that describes the occurrence of local patterns

within this object.

This work proposes a generic BoW-based approach, called Bag of Graphs (BoG),

that uses a graph-based vocabulary to create object representations. We presented a

formalization of the proposed method in terms of mathematical definitions, which enables

the proper adaptation of the method to different applications. Additionally, two different

approaches presented in this dissertation demonstrated how a graph-based vocabulary

can be employed to describe images and some general objects, like graphical symbol and

molecules.

We evaluated the performance of the proposed method in two tasks: graph classifica-

tion and image classification. For both applications, the results show that our approaches

achieve accurate results compared to standard methods of the literature.

For graph classification, we proposed the Bag of Singleton Graphs (BoSG), an ap-

proach that uses the BoG model to describe a graph with a vector representation based

on graph local structures. In order to validate the proposed approach, we employed the

Mean Shift algorithm to create the codebook, which has simplified the search for the

optimal size of the codebook. In the experiments, the BoSG approach demonstrated to

be an efficient alternative for performing graph matching. The use of feature vectors to

represent graphs enables to perform graph retrieval in large databases, which was limited

due to the high computational cost of the traditional graph-based approaches.

59
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The baseline methods presented in Section 5.2.3 employ the Hungarian method to

perform graph matching. Since the Hungarian method has a complexity O(V 3), being V

the number of vertices in the graphs, the performance of the baseline methods depends

on the number of graphs and the size of these graphs. In the case of Riesen’s approach,

the Hungarian method is employed for both vertex and edge assignments. Thereby, its

complexity also depends on the degree of vertices.

The main contribution of the BoSG approach is the proposal of a method that reduces

the complexity of the inexact graph matching task, while keeping the same performance of

classical approaches. Using this method, a search for similar graphs can be accomplished

with a complexity O(Nd), where N is the number of graphs in the training dataset and

d is the size of the dictionary. Moreover, in the context of graph retrieval, it is possible

to improve the overall performance of the method by using an indexing structure, such

as Locality-Sensitive Hashing (LSH) [37] or K-Dimensional Tree (KDTree) [22].

For image classification, we presented the Bag of Visual Graphs (BoVG), a new ap-

proach to incorporate the information about spatial relationships of visual words into the

BoVW model. This approach uses graphs to represent the local distribution of visual

words, and proposes the use of a graph-based vocabulary to generate image descriptors.

As in all the BoW-derived methods, an important open question is how to find out the

optimum codebook size. In the case of BoVG, this question is even harder, as we have

two different codebooks interacting together.

Experimental results show that BoVG improves the classification performance when

combined with other approaches, such as the Spatial Pyramid method. Since our approach

is a generic descriptor method, the BoVG is a promising alternative for image classification

and retrieval.

In summary, we presented, in this work, a flexible model to create discriminant object

representations. The experiments showed that the proposed BoG-based approaches are

effective techniques to perform object recognition. Notwithstanding, the choice of appro-

priate functions and descriptors, that allow describing the relevant object characteristics,

is essential to the proper performance of our method.

6.2 Future Work

In this section, we present possible future work related to this dissertation.

• Evaluate the BoVG approach on different image datasets.

In this work, we evaluated the BoVG approach on Caltech-101 and Caltech-256,

which are standard datasets to perform image classification. Notwithstanding, we

believe that our method could achieve even better results if it was evaluated on a
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dataset, where the spatial relationships of features is a determining factor. There-

fore, a future work would be the investigation of more appropriate datasets [18, 25],

which would better exploit the potential of our method.

• Investigate the relation between the sizes of the two codebooks in the BoVG approach.

In the experiments for validating the BoVG approach, we have assigned the same size

for both the visual-word and visual-graph codebooks. However, more exploration is

necessary in order to confirm if this is a reasonable choice.

• Investigate different applications for the proposed method.

There are different applications where the spatial information is a relevant character-

istic, such as remote sensing [17], image classification [74], symbol spotting [4], and

video retrieval [2]. Since BoG is a flexible method that can be adapted to different

contexts, it would be interesting to evaluate our method on these applications.

• Evaluate the performance of the proposed method in image retrieval and graph re-

trieval.

We validated the proposed methods BoVG and BoSG for classification tasks. An-

other future work concerns the evaluation of these methods in the retrieval context.

For this application, we can use the experimental protocol and the datasets pre-

sented in [60].

• Evaluate the performance of BoSG approach with an index structure.

The BoSG approach has demonstrated to be an efficient alternative for graph match-

ing. Since this method represents a graph as a feature vector, it is possible to adopt

indexing structures to speed up even more the search of graphs on large datasets.

Thereby, an interesting experiment would be to evaluate the performance of BoSG

approach with an indexing structure, like LSH [37] or KDTree [22], for graph re-

trieval on large datasets.

6.3 Publications

This section lists the articles published during the period of this Master’s project. Two

of these publications are directly related to the conducted research.

• F. B. Silva, S. Goldenstein, S. Tabbone, and R. da S. Torres. Image classifi-

cation based on Bag of Visual Graphs. In Proceedings of 20th IEEE Interna-

tional Conference on Image Processing (ICIP), pages 4312–4316, 2013. doi: http:

//dx.doi.org/10.1109/ICIP.2013.6738888
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• O. A. B. Penatti, F. B. Silva, E. Valle, V. Gouet-Brunet, and R. da S. Torres.

Visual Word Spatial Arrangement for Image Retrieval and Classification. Pattern

Recognition, 47(2):705 – 720, 2014. ISSN 0031-3203. doi: http://dx.doi.org/10.1016/

j.patcog.2013.08.012

• F. B. Silva, S. Tabbone, and R. da S. Torres. BoG: A new approach for graph

matching. In 22nd International Conference on Pattern Recognition (ICPR), 2014

(To Appear)
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Appendix A

Basic Concepts

Definition A.1. A graph is a tuple G = (V , E), where V is a set of vertices, E is a set

of edges. Each edge e = (vi, vj) of E represents a link between the vertices vi and vj of V .

The number of vertices, |V|, is nominated graph order and the number of edges linked

to a vertex is called vertex degree .

Definition A.2. The Power Set of a set S is the collection of all possible subsets of S.

Definition A.3. Let x and y be two elements of a set S, a distance function provides

a numeric value that indicates how different these elements are. This type of function

assumes a zero value when computing the distance between two equal elements. The

lower the similarity between elements, the higher the distance value.

Some of the most popular metrics are listed below.

• Euclidean Distance

d(~x, ~y) =

√

√

√

√

N
∑

i=1

(xi − yi)2. (A.1)

• Manhattan Distance

d(~x, ~y) =
N

∑

i=1

|xi − yi|. (A.2)

• Discrete Distance

d(x, y) =

{

0 if x = y

1 if x 6= y
. (A.3)

Definition A.4. Given a set S, a characteristic function 1S′ : S → {0, 1} indicates

the elements of S that belong to a subset S ′. This function is defined as

S ′ ⊂ S

1S′(x) =

{

1 if x ∈ S ′

0 otherwise
.
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Definition A.5. Given a set S, an equivalence relation
P
∼ is a symmetric, transitive,

and reflexive relation that defines a partition P of S. A subset S ′ ∈ P contains equivalent

elements under
P
∼ and it is called an equivalent class of S by

P
∼.

Definition A.6. Given a set S, a partition of S is a collection of disjoint subsets of S.

P is a partition of S ⇔















∅ /∈ P
⋃

A∈P = S

(∀A, B ∈ P) [ A 6= B → A
⋂

B = ∅ ]

Definition A.7. Given a function f : A → B, max and min refer, respectively, to

the maximum and minimum image values that a function f achieves with a particular

domain.

max
A

(f) = f(y) ⇔ (∀x ∈ A) (∃y ∈ A) [ f(y) ≥ f(x) ]

min
A

(f) = f(y) ⇔ (∀x ∈ A) (∃y ∈ A) [ f(y) ≤ f(x) ]

Definition A.8. Given a function f : A → B, argmax and argmin refers to the elements

of the domain of f that achieve the maximum and minimum image values, respectively.

argmax
A

(f) = y ⇔ (∀x ∈ A) (∃y ∈ A) [ f(y) ≥ f(x) ]

argmin
A

(f) = y ⇔ (∀x ∈ A) (∃y ∈ A) [ f(y) ≤ f(x) ]

Definition A.9. A centroid refers to the element that represents the center of a space.

Given a set S and a distance function f : S × S → IR, the centroid c of S is defined as:

(

∀x ∈ S
)

[

∑

z ∈ S
f(c, z) ≤

∑

z ∈ S
f(x, z)

]

Definition A.10. A weigthed graph is a tuple G = (V , E , φ), where V is a set of

vertices, E is a set of edges that link two vertices of V , and φ is a function E → IR that

associates each edge of E with a numerical value (weight).



Acronyms

ARG Attributed Relational Graph. 7

BoFG Bag-of-Feature-Graphs. 7

BoG Bag of Graphs. xi, 2, 13, 14, 21, 24, 28, 31, 59–61

BoSG Bag of Singleton Graphs. xi, xxiii, 2, 21, 24, 31, 32, 34–36, 38–43, 45, 59–61

BoVG Bag of Visual Graphs. xi, xxiii, 2, 24, 26, 31, 46, 48, 49, 54, 60, 61

BoVW Bag of Visual Words. 1, 8, 10, 48, 60

BoW Bag of Words. 1, 2, 7, 8, 10, 11, 24, 31, 36, 46, 48, 49, 54, 59

GoI graph of interest. 17, 19, 22–24, 26, 28

HEOM Heterogeneous Euclidean Overlap Metric. 23

KDTree K-Dimensional Tree. 60, 61

KNN K-Nearest Neighbor. 37, 38, 42, 45

LSH Locality-Sensitive Hashing. 60, 61

OPF Optimum-Path Forest. 45

SOG Spatial Orientation Graph. 7

SP Spatial Pyramids. 11, 48, 49, 54

SRG Spatial Relational Graph. 7

SVM Support Vector Machine. 45
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76 Acronyms

VSM Vector Space Model. 8

WSA Word Spatial Arrangement. 11, 48, 54



Index

graph extraction, 15

attributed graph, 16

AllTypes, 15

argmax, 74

argmin, 74

assignment, 17

centroid, 74

characteristic function, 73

clustering, 17

codebook, 17

coding, 18

digital object, 14

digital object element, 14

discrete distance, 73

distance function, 73

edge descriptor, 16

equivalence relation, 74

euclidean distance, 73

GoI detector, 17

graph, 73

graph descriptor, 17

graph of interest, 17

graph order, 73

manhattan distance, 73

max, 74

min, 74

partition, 74

pooling, 18

power digital object, 15

power graph, 17

Power Set, 73

vertex degree, 73

vertex descriptor, 15

vertex neighborhood, 22

vertex signature, 22

weighted graph, 74

word, 17
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