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Resumo

A representação de dados como redes tem se mostrado uma poderosa abordagem para
análises de dados em biodiversidade, e.g., interações entre organismos; relações entre ge-
nes e fenótipos etc. Neste contexto, bancos de dados e repositórios seguindo um modelo de
grafo (e.g., RDF) têm sido cada vez mais utilizados para interconectar informações e para
dar suporte a análises dirigidas a redes. Usualmente, este tipo de análise requer a coleta
e ligação de dados advindos de várias fontes distintas e heterogêneas. Neste trabalho, nós
investigamos este desafio no contexto de bases biológicas com foco na caracterização de
organismos vivos, especialmente seus fenótipos e doenças. Isto inclui a rica diversidade de
Model Organisms Database (MODs) – repositórios especializados em um taxon particular
– amplamente usados em estudos médicos e biológicos. Nós exploramos uma abordagem
de integração leve, inspirada na iniciativa de Linked Open Data, mapeando várias bases
biológicas em um banco de dados de grafos unificado – nosso BioGraph – e interligando
elementos-chave para oferecer uma perspectiva interconectada sobre os dados. Apresen-
tamos aqui experimentos práticos para validar a proposta e para demonstrar como o
BioGraph pode contribuir para análises de dados biológicos em uma ótica de redes.



Abstract

Representing data as networks have been shown to be a powerful approach for data
analysis in biodiversity, e.g., interactions among organisms; relations among genes and
phenotypes etc. In this context, databases and repositories following a graph model (e.g.,
RDF) have been increasingly used to interconnect information and to support network-
driven analysis. Usually, this kind of analysis requires gathering together and linking data
from several distinct and heterogeneous sources. In this work, we investigate this challenge
in the context of biological bases focusing on the characterization of living organisms,
especially their phenotypes and diseases. It includes the rich diversity of Model Organism
Databases (MODs) – repositories specialized in a particular taxon – widely used in the
biological and medical studies. We exploit a lightweight integration approach, inspired
in the Linked Open Data initiative, mapping several biological bases in a unified graph
database – our BioGraph – and linking key elements to offer an interconnected view over
the data. We present here practical experiments to validate the proposal and to show
how BioGraph can contribute for biological data analysis in a network perspective.
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Chapter 1

Introduction

The development of computational methods to collect, analyze and store biological data
brought unprecedented opportunities to cross data from different organisms. They can
support analysis of: phenotypes, connections between diseases and symptoms, and inter-
action between distinct organisms who are important for research in the biological and
medical area. However, there are two main challenges for this kind of analysis. First, data
are stored in several distinct datasets, where each repository has its own representation,
which is not interconnected with others. Second, it is not trivial to analyse this high
amount of data.

This research is concerned with the context in which biologists and researchers work
with phenotypic data - i.e., data describing characteristics of living beings - focusing
in organisms. We are particularly interested in how we can take advantage of crossing
information from several biological bases, which are independently produced, but contain
interrelated and complementary information about living beings.

In this context, Washington et al. [50] integrated various biological datasets of differ-
ent organisms, combining genotypes with their phenotypes. They created a homogeneous
model for the source databases, manually discovering and defining association. The au-
thors arrived in a result which confirmed their hypothesis: it is possible to identify ortholog
genes 1 crossing phenotypical data in different organisms.

To reach this conclusion, Washington et al. [50], focused in a specific case, defining
phenotype descriptions corresponding to the symptoms of diseases related to lack of vision.
They used the following organisms: mouse, zebrafish, human, and drosophila. For each
organism, it was defined a distinct set of symptoms. Starting from phenotypic symptoms
– e.g., characteristics of a blind eye – the authors arrived in the ortholog genes causing
blindness of various organisms.

Like Washington et al. [50], scientists often need to cross data from different organ-
isms, resorting to several databases to conduct their research. However, each database
contains its particular representation, hampering the data analysis when it involves dis-
tinct databases.

This research addresses this problem. It involves creating a database to support the
search and analysis of the phenotypic data. Its main goal is to develop techniques to

1Genes derived from a common ancestor that have the same function in different species or organisms.
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CHAPTER 1. INTRODUCTION 16

transform the phenotypic data from heterogeneous and distinct data sources into a homo-
geneous format, linking them and crossing phenotype information of different organisms.
Its specific goals are: (i) the development of a unified model to support several descriptive
approaches for phenotype; (ii) techniques to connect and enrich data from several sources
by inference; (iii) the implementation of a unified database based in the main goal.

We have built a unified graph database, that integrates several biological databases,
Model Organism Databases (MODs) and ontologies related to phenotypes and diseases. It
crosses information among organisms, supporting knowledge discovery and network anal-
ysis. MODs are specialized repositories of biological knowledge about model organisms
[21]. The main challenges faced in this work is the heterogeneity of distinct data sources
and the heterogeneity of descriptive approaches for phenotypes.

We are specially interested in phenotype descriptions and their relations through dif-
ferent organisms, diseases, and symptoms. We imported sets of data of phenotype descrip-
tions from several scattered bases. Then, we connected these data, producing BioGraph,
a biological graph database containing 588.237 nodes and 1.790.723 edges, where each
node represent a term in an ontology or MOD. Altogether, we collected data from 63
distinct data sources.

BioGraph is the basis to discover new relations and enrich the graph. For example, we
can relate characteristics shared by several distinct organisms and their respective prop-
erties and descriptions; we can trace which diseases are shared for the same symptoms,
discovering interactions among symptoms. Furthermore, the graph provides the possibil-
ity of executing network analyses, like: finding recurrent descriptive subgraphs to detect
new knowledge. We also created a generalization of phenotype descriptions, which are
linked with descriptions of all organisms having the same phenotype. It makes possible
the straight association of distinct organisms, enhancing the search.

The remaining of the text is organized as follows: Chapter 2 describes the foundations
and related work; Chapter 3 presents the unified model proposed in this work; Chapter 4
details the process to build BioGraph; Chapter 5 presents the experiments over BioGraph
and the respective results; Chapter 6 presents the conclusions and future work.



Chapter 2

Foundations and Related Work

This chapter presents foundations and related work about linking biological data. The
work started looking the strategies for phenotype and genotype representation in an inte-
gration fashion. Section 2.1 describes definitions of genotype and phenotype. We further
narrowed our focus to address only phenotypes. Section 2.2 presents several formats to de-
scribe phenotypes. Section 2.3 describes the main data sources used in this work. Section
2.4 presents the related work. Section 2.5 portrays the Gene Ontology and its strategy to
represent genotypes and phenotypes. Section 2.6 report the InterMine system. Section 2.7
presents the Uberon and Uberpheno ontologies. Section 2.8 presents the graph databases.

2.1 Genotype and Phenotype

Genotype refers to the genetic makeup of the individual, i.e., its set of genes. Gene is
the functional unit of heredity, it is a segment in the DNA. It is formed by proteins
and nitrogenous bases. The nitrogenous bases are nucleic acids, that have the genetic
information. Protein is a macromolecule consisting of small aminoacid molecules [28].

Phenotype is a combination of physical and behavioral characteristics of an individual,
resulting from the interaction of their genotype with the environment influences [28]. In
the medical context, a phenotype can be physical or biochemical characteristics of an
organism, determined by a genotype and the environment. A phenotype can be a mutation
from the normal morphology, physiology, behavior, or biochemical characteristics of an
organism [38]. Phenotypes have been widely used in the research of interaction among
organisms, as well as studies in the medical and biological area.

One important application which involves phenotypes is the study of genetic diseases.
In this kind of disease occurs a mutation in a gene, affecting the respective phenotype.
Considering the genes alone - without their respective phenotypes - the comparison among
these genes is made through alignment algorithms. But in cases in which the gene is
mutated, these algorithms can be useless, because they compare genes through similarity
between the chains of genes. A mutation can hamper the matching. So, the phenotype
can be key for comparison among organisms [38, 24].

Figure 2.1 shows a gene mutation of a C base to an A base, reflecting in a different
protein modifying the gene function. Even though, the alignment algorithms cannot

17



CHAPTER 2. FOUNDATIONS AND RELATED WORK 18

correlate the two genes, it is possible to compare phenotypes of diseases with similar
effects, e.g., changes that cause blindness.

Figure 2.1: Example of Mutation Gene. Source: Kohler [24]

The comparison of organisms departing from their phenotypes has great potential
in analyzing and finding correlations among organisms and provides an efficient way, to
identify related candidate genes which cause the same disease in several organisms [50].

Another key concept in this context is the profile, which defines a focus of the relevant
information to perform searches, analysis and analogy among organisms. In the context of
diseases, for example, a profile can be composed of elements for the phenotype description
of the disease and its associated genotype. The profile becomes the basic search unit, i.e.,
the comparison is made between profile searched – e.g., absent eye – and the ones retrieved
from the database. Phenotypes may be associated with ontologies.

In the next sections, we present two essential topics for this work: an important
base that describes genotypes related to phenotypes, the Gene Ontology, and works that
interlink datasets.

2.2 Describing Phenotypes

There are several ways to describe a phenotype. Figure 2.2 shows main phenotypes de-
scription approaches. There are datasets that use free textual descriptions to represent
a phenotype. This approach hampers the automatic interpretation and use by compu-
tational tools. This approach is adopted by OMIM, a disease database [19] and by the
FishBase information system (http://www.fishbase.org).

Another approach is the C/CS (Character, Character State). It is a semi-structured
approach that split the Character of the Character State, where Character represents
what is described and Character State is a state of this Character. This approach is still
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not the most appropriate, because a Character can contain inside a textual description.
This approach is adopted by Xper, a system to edit, store and analyze phenotypes [48].

The most semantically rich approach is the Entity-Quality (EQ) format [27], wherein
the entity is a morphological or anatomical structure of organisms, specified through on-
tologies, and the quality is a property that describes the entity, usually specified in the
Phenotype and Trait Ontology (PATO) [16]. This approach enables to execute computa-
tional analyses and to search more accurately. ZFIN (Zebrafish Information Network) [46]
uses the Entity-Quality (EQ) format. It adopts ZFA (Zebrafish Anatomy and Develop-
ment Ontology) for the entity representation and PATO (Phenotypic Quality Ontology)
for the quality representation, as shown in Figure 2.2. Following the Köhler et al. [25]
classification, we call this approach a pos-composed EQ.

Some datasets use a variant of the EQ format, where the entity and quality are com-
bined in a single description and it is not possible to distinguish the entity from the
quality. We call this variant a pre-composed EQ [25] and it is used by the Mammalian
Phenotype Ontology (MP) [43], an ontology for phenotype description adopted by MGI
(Mouse Genomic Informatics) [10].

Figure 2.2: Phenotype Description Approaches.

2.3 Data Sources

This section summarizes the main MODs and databases used in this work.

2.3.1 MOD

Model Organism Databases (MOD) are specialized repositories of biological knowledge,
whose definition is not strictly established [21]. In the last decades the term model
organism refered to a small and select group of species, deeply studied in the laboratory
and richly documented [21]. As the mechanisms for genetic mapping have became more
affordable, the concept of model organism expanded to a wider range of species [21]. We
consider that each MOD stores data of a model organism and may contain data from its
genotype and phenotype, providing biological knowledge to conduct research, in domains
like genetics, development, and evolution.

The main MODs used in this work are MGI, MP, ZFIN, ZP, and HP. MGI - Mouse
Genomic Informatics - is a MOD of mouses that contains their genotype and phenotype
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data [10]. MGI uses the ontology MP - Mammalian Phenotype Ontology - to describe
phenotype, as described in Section 2.2. HP - Human Phenotype Ontology - contains
data of the human phenotype [39], describes like MGI in Figure 2.2. Both MP and HP
adopt the pre-composed EQ format [25], i.e., they join Entity+Quality in a single atomic
concept.

ZFIN - Zebrafish Information Network - is a MOD containing data from Zebrafish
[46]. It uses ZFA - Zebrafish Anatomy and Development Ontology - an ontology of the
zebrafish anatomical structure and PATO - Phenotypic Quality Ontology.

ZP - Zebrafish Phenotype Ontology - is an ontology for phenotype descriptions. It is
post-composed [25], linking a ZFA (entity) term and a PATO (quality) term in a statement
containing an entity-quality sentences. Figure 2.3 shows how a ZP statement is built for
the statement "abnormal decreased area eye".

Figure 2.3: Structure of a ZP statement.

2.3.2 Disease and Symptom

The main diseases bases used in this research are OMIM and DO. OMIM - Online
Mendelian Inheritance in Man - is a knowledge base of human genes and genetic disorders
[19]. OMIM was created in 1966 and is maintained by the Johns Hopkins University.
OMIM uses textual description to represent phenotypes. In this context, a phenotype is
a symptom. It has 4,746 phenotype descriptions and 82 terms of genes and phenotypes
linked. Altogether, OMIM has 23,565 terms and it was updated on June 27th 2016.

DO - Disease Ontology - is a database with data of inherited, developmental and
acquired human diseases. The web DO system uses a graph database to store the ontology.
DO links diseases with OMIM. It has 1,594 terms from OMIM [40]. DO is maintained by a
collaboration of researchers at Northwestern University (Center for Genetic Medicine) and
the University of Maryland (School of Medicine, Institute for Genome Sciences). It was
updated on June 1st 2016. SYMP - Symptom Ontology - is an ontology with symptoms.

2.4 Interlinking Datasets

Whasington et al. [50] used several MODs to integrate genotypes with their phenotypes
and to discover orthologous genes 1 that mutated in different species. They report an

1Genes derived from a common ancestral that has the same function in different species.
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example of mutated genes that resulted in blindness in different organisms. For this
study, they generated a unified model from various heterogeneous MODs containing genes
to be considered in the comparison. 11 human genes were chosen which have orthologous
genes in mice, zebrafish, and drosophila from the OMIM database. Mouse, zebrafish, and
fruitflies genes were obtained from different bases.

Whasington et al. [50] achieved the following conclusions: (i) variant alleles contain
more similar phenotypes than other alleles of the same gene; (ii) it is possible to retrieve
mutant genes, responsible for phenotypic anomalies through the similarity analysis of the
respective phenotypes; (iii) it is possible to identify orthologous genes from phenotypic
data that cross different species. These results would not be achieved only looking to the
genotypes, due to two major problems: (1) the genetic basis of most diseases are often
unknown; (2) although the genetic basis is known, algorithms of sequence alignment are
inadequate, as this comparison is based on the similarity of genes along the chains. For
this reason, they propose a comparison through the phenotypes, in their case, the disease
symptoms.

Whasington et al. [50] faced two major difficulties: (1) they had to manually create
a homogeneous model and integrate various MODs focusing in the analyzed profiles; (2)
to create a profile encompassing several ontologies, selecting the relevant terms for the
search. Similarly, many researchers face the same difficulties, of integrating MODs and
setting profiles manually, as there is no computational tool to build a unified model from
several different MODs and to support profiles associated with ontologies.

Phenoscape is an ontology-driven database that integrates data from mouse, human,
zebrafish, and frog, adopting Uberon for entity terms and PATO for quality terms.
Phenoscape has data of genes and phenotypes. The main goal the Phenoscape is to
adopt semantic similarity algorithms, e.g., the parsimony algorithm, to discover pheno-
typic variations among species. It can match similar phenotypes to find related genes in
different species [29].

2.5 Gene Ontology

Gene Ontology is an ontology that stores data from genotypes and descriptive related data,
it was used in this work like data source. Guarino et al. [18] use three complementary
definitions for ontology: (i) Gruber [17] defines ontology "as an explicit specification of a
conceptualization"; (ii) Borst [8] includes the concept of sharing, defining an ontology as
a "formal specification of a conceptualization shared"; (iii) Studer et al. [47] unified the
two definitions: "an ontology is an explicit specification, formal of a conceptualization
shared."

The Gene Ontology arose from the need of having consistent descriptions of genes,
when they appear in different databases, i.e., the association of different terms that have
the same meaning. Ashburner et al. [3] define Gene Ontology (GO) as a structure
that contains a controlled vocabulary and defines known genes and proteins. It can
support the study of biological information associated with these genes, using structures
that record information and assist in data analysis. For example, the Gene Ontology
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helps in the study of genetics, where there are works attempting to identify functional
relationships between genes and consequent results. The Gene Ontology is composed of
three independent ontologies, divided by areas: molecular function, biological process, and
cellular component [3]. Every publicly known gene has records representing the biological
characteristics within those areas.

• Molecular function: describes activities at the molecular level driven by gene. The
Figure 2.4 illustrates an example of the molecular function Cytokine Activity in
the Gene Ontology. This function is part of a taxonomic structure of molecular
functions, shown in Figure 2.4(right), indicating the a type of connection as receiver
Receptor Binding, which in turn is a type of Protein Binding. It is also related
with the Receptor-mediated Virion Attachment to Host Cell. This example was
taken from the Amigo tool, that is part of Gene Ontology.

Figure 2.4: Example of a molecular function. Source: (http://amigo.geneontology.
org/amigo).

• Biological process: a series of molecular functions; it defines in which biological
processes a gene is involved. Figure 2.5 shows an example of the biological process
Cell Differentiation in Gene Ontology. It is arranged in a taxonomy of biolog-
ical processes. Cell Differentiation refers to a biological process of cell growth
cellular, which is a development process and so on. This example was taken from
the Amigo tool.

• Cellular component: establishes the location of a gene within the cell. Figure 2.6
shows an example of the cell component membrane, which is a kind of cellular
component. This example was taken from the Amigo tool.
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Figure 2.5: Example of a biological process. Source: (http://amigo.geneontology.
org/amigo).

Figure 2.6: Example of a cellular component. Source: (http://amigo.geneontology.
org/amigo).

According to Bard and Rhee [4], the structure of the Gene Ontology is based on an
acyclic graph. As illustrated in Figure 2.7, each term of the Gene Ontology is represented
as a node and relationships between terms are the edges between nodes.

One of the main motivations to use the Gene Ontology is due to its a vast net-
work on the web, available to all researchers anywhere in the world. Researchers can
put information from their research in the network and acquire data from studies of
other people. Gene Ontology can be linked to related research data, even though they
are in different databases. Rat Genome Database (http://rgd.mcw.edu/) and VCmap
(http://www.animalgenome.org/VCmap/) interlink their descriptive structures to Gene
Ontology, allowing to associate additional data of different sources.

2.6 InterMine

InterMine is a data warehouse that integrates diverse biological databases to support
data analysis [36]. We used InterMine in this work to obtain data from mouse, zebrafish
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Figure 2.7: Graph of a Gene Ontology. Source: Marbach et al. [30].

and human. It was developed by the Micklem lab at the University of Cambridge, since
2002. Initially InterMine was called FlyMine. Figure 2.8 represents the architecture of
Intermine, that has three parts further described.

Figure 2.8: Architecture Intermine. Source: Smith et al. [44]

2.6.1 Database

In InterMine, data from each database to be integrated are loaded and stored in a local
relational database, represented by the PostgreSQL box in Figure 2.8. It has a core data
model based on the Sequence Ontology [15, 44].

To address the outdated data problem, InterMine uses the concept of identifiers,
wherein each ontology has an open unique identifier, that is used as a reference in others
ontologies. By convention, this identifier is formed by a namespace and a unique number
inside the ontology. For example, one identifier of the ZFA ontology is ZFA:0000001,
where the namespace is ZFA, followed by a unique number inside the ZFA ontology. This
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unique identifier is represented by the fields ID in the respective ontologies in Figure
2.9. InterMine has a mechanism to replace outdated data by current ones, consistently
updating even identifiers, when the data are loaded again from the source databases.
Furthermore, the same datatype may conflict in different bases. In this case, InterMine
decides which one is the most relevant, based on a priority score defined for each data
source, giving precedence to the more reliable [44].

This kind of identifier also enables to link resources distributed in several bases, as
they have been adopted by several ontologies and knowledge bases. The identifiers inside
InterMine are equivalent to those adopted by the referred bases.

To address performance problems, InterMine has a module called Query Optimiser,
which reuses results of previous requests whenever it is possible. Moreover, the query
results are stored in a smart cache system represented by the Object Cache box in Figure
2.8. It can get results of a previously executed query or part of it to improve the response
time [44].

Figure 2.9: Identifiers InterMine.

2.6.2 Web Application

InterMine offers a standard interface to wrap existing MODs, to homogenize the way in
which users access data. Each MOD has its own InterMine data warehouse, they are
MouseMine, ZebrafishMine, RatMine, YeastMine, and Wormbase. Figure 2.10 shows the
three MODs from InterMine used in this work. The column (a) shows that each database
has a distinct model; Column (b) shows the original source MODs: MGI, ZFIN and HP.
Column (c) represents the ETL (Extract Transform Load) process conducted by InterMine
to transform the data in a standard format. Column (d) is the InterMine data warehouse
of each MOD. This process corresponds the Web Application box in Figure 2.8 [36].

We further present an example to access data from the MouseMine web application
(www.mousemine.org/mousemine). Through the interface will be possible to grasp the
InterMine potential of homogenizing interfaces. Figure 2.11 shows the QueryBuilder

tab, where it is possible to select the data type of the wanted data. In Figure 2.11 we are
selecting the MP Term.

The following tab is illustrated in Figure 2.12. On the left side in the Model browser

the user chooses the fields. On the right side in Query Overview, the system shows the
fields chosen. In the example, they are: Description, Identifier and Name. The result in
shown in Figure 2.13. On the Export button it is possible to download the returned data
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Figure 2.10: Mines from Intermine.

Figure 2.11: MouseMine: To obtain data part 1.

in CSV, TSV and other formats. Users can choose as input their own list of identifiers
and queries can be saved in their ’MyMine’ space [44].

2.6.3 Web Services

Complementary to the web application, the search described in Subsection 2.6.2 is avail-
able via web services API to be used by computational tools, see Figure 2.14. Querying
the data via web services is similar to search via web application, where the data are
returned in following formats: JSON, XML, CSV, TSV, GFF, BED and FASTA.

InterMine offers support for API, in the following languages: Python, Perl, Java,
Ruby, JavaScript and XML [22]. Next, we show a code in Python for get the same data
described.

1 from intermine.webservice import Service

2 service = Service("http ://www.mousemine.org/mousemine/service")

3 query = service.new_query("MPTerm")

4 query.add_view("identifier", "name", "description")
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Figure 2.12: MouseMine: To obtain data part 2.

5

6 for row in query.rows():

7 print row["identifier"], row["name"], row["description"]

2.7 Uberon and Uberpheno

Uberon

Uberon (Uber-anatomy ontology) is an ontology with integrates entity terms of several
anatomic ontologies defining anatomical structures of different organisms. It enables
crossing data among organisms, see Figure 2.15 [32].

Uberon links the ontologies creating classes to generalize terms of several ontologies.
The concepts in the integrated ontologies are specializations of these generic classes or
their equivalents.

Uberon works in an integration chain progressively integrating modules, i.e., it starts
integrating a more specialized groups of ontologies in modules – e.g., mammals – and
progressively merge them in modules that reach broder groups – e.g., vertebrates. When
overlaping classes exist in Uberon modules, a merge is made avoiding a new class, i.e.,
Uberon only creates a new class when it is necessary to generalize the merged ontology
classes. Uberon uses axiom based relationships among the classes to integrate the on-
tologies. The Figure 2.16 synthesizes the process of creating generic classes from various
ontologies.

This approach present some disadvantages: the resulting ontology is very large, and
highly latticed, making difficult the navigation [32]. Actually, Uberon has 8.000 classes
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Figure 2.13: MouseMine: To obtain data part 3.

Figure 2.14: Intermine Web Services. Source: Kalderimis et al. [22]

and 13.629 relationships of type Xref (Uberon with external ontologies) to 4.087 integrated
classes. Figure 2.17 presents the participation of the ontologies in the Uberon composition.
Uberon has a web interface where users can download the data in OBO and OWL format.

Uberpheno

Uberpheno is a cross–species ontology, i.e., it focuses on bridging elements of existing
ontologies to produce a single integrated result. It links phenotype descriptions from MP
(mouse) to HP (human) and ZP (zebrafish) in HP (human).

Uberpheno does not have a web interface, but it’s possible to download data in OWL
and OBO formats [25]. The Figure 2.18 shows a MP (mouse) term linked in an HP
(human) term and a ZP (zebrafish) term linked in an HP term.

2.8 Graph Databases and Biological Graph Databases

Graph databases natively store data as graphs. Graphs are mathematical models, con-
sisting containing a triple of a non-empty set of vertices or nodes, a set of edges (relations)
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Figure 2.15: Uberon. Source: Mungall et al. [32]

Figure 2.16: Uberon Classes. Source: (http://pt.slideshare.net/cmungall/ uberon-cl-
workshophaendel).

and a function that associates each edge with a pair of vertices [7]. Figure 2.3 shows a
directed graph [2], i.e., the edges have a direction as indicated by the arrow. Over this
basic definition, graph models can vary according to the intended application and the
database management system.

There are several approaches to model the data in a graph database. We have adopted
in this work the property graph, where it is possible to create properties in nodes and/or
relationships [1]. In Figure 2.3 the nodes have the properties Id and Name to describe
their terms. The model adopted here also defines a special property named Label, which
is used to classify nodes and edges. In the Figure, labels are prefixed by colors. The
nodes are labeled according to their original ontologies (:ZP, :ZFA, :PATO) and the edges
according to their roles (has_entity, has_quality).

Studies between relational and graph databases have shown that graph databases can
be better in some cases, like bioinformatics for example. It has many fields that can ex-
ploit the graph representation, including, metabolic networks, protein-protein interaction
networks, chemical structure graphs, gene clusters, genetic maps and genotype-phenotype
interaction [20, 49].

According to Vicknair et al. [49], graphs are the most useful structure for modeling
interactions, like: protein, genes, organisms, among others.
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Figure 2.17: Uberon Composition. Source: (http://pt.slideshare.net/cmungall/
uberon-cl-workshophaendel).

Figure 2.18: Uberpheno linking Mouse, Human and Zebrafish. Source: Kohler el. al. [25]

With graphs is simpler traversing long paths, while in a relational database, this query
can be time inefficient due to the number of joins.

In this work we adopted graph databases due to its natural vocation to represent
relations. Linking things is the main task of this project.

Neo4j

Neo4j is a graph database that implements a property graph data structure. It was
chosen based on a comparison of different models of graph databases. It has its own
query language – Cypher [2, 14]. Neo4j also provides graph algorithms, e.g., to determine
the shortest path between two nodes.

The InterMine system has initiated studies with Neo4j, as an alternative to the current
relational database, to handle complex biological data and relations. They conducted
performance tests with queries in Neo4j and Postgree and in almost all the tested queries
the Neo4j showed better response time – see Figure 2.19.

Bio4j

Bio4j is a bioinformatics graph data platform, that uses Neo4j. It contains protein data
integrated from UniprotKB (a database of protein), Gene Ontology (GO), UniRef (data of
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Figure 2.19: Performance test between Neo4j and PostGree by InterMine. Source:
(https://intermineorg.wordpress.com/)

clusters of UniProtKB sequence), NCBI Taxonomy2, and Expasy Enzyme DB (enzyme3

database) [35].

2NCBI taxonomy database contains names and classifications for the organisms present at the Gen-

Bank database
3Enzymes are the kind of proteins responsible for catalyzing chemical reaction
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Unified Model

In this chapter, we present our unified model which is a main contribution of this research.
It is represented in Unified Modeling Language – UML. Among several challenges, we faced
the heterogeneity of approaches to describe phenotypes.

3.1 UML Model

In this research, we approached the pre-composed and post-composed EQ models for
phenotype description. To solve the heterogeneity problem here, we developed a unified
model to support pre-composed and post-composed EQ models and their alignment. To
generate a unified model we analyzed two MODs widely used and cited in related work:
ZFIN and MGI. The analysis was based in the study of the database schemes, which are
published by ZFIN and MGI. Its results are further detailed.

As described in the previous section, ZFIN is a MOD that contains both data genotype
as phenotypes of the zebrafish, wherein the phenotypes are described by post-composed
EQ model [46, 50]. The partial model of phenotype description from ZFIN is presented in
Figure 3.1. A phenotype description is formed by a statements (Phenotype_statement)
involving an entity (ZFA_term) and a quality (PATO_term) from external ontologies: ZFA
(Zebrafish Anatomy Ontology) or GO (Gene Ontology) and PATO. Entities and qualities
are generalized as terms (term) that have a self-relationship type (e.g., is-part-of), as one
can build a taxonomy of terms.

MGI is a MOD with genotype and phenotype data of the mouse [6]. Figure 3.1(b)
shows a partial model of phenotype descriptions from MGI. As ZFIN, the phenotype
descriptions are treated as a set of statements set. Each statement corresponds to a term in
MGI (voc_term). Each term is associated with the MP ontology (Mammalian Phenotype

Ontology). As mentioned in the previous section, they are using a pre-composed EQ
model, as each ontology concept is already an indivisible composition of entity plus quality
[43]. The class voc_vocab corresponds to the class ontology of ZFIN and enables the
use of terms of several ontologies.

Figure 3.2 presents our unified model, wherein a phenotype (Phenotype) is composed
by a set of statements (Statement). Each statement generically defines an EQ, without
discern an entity and quality. Therefore, it corresponds to a pre-composed EQ, like the

32
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Figure 3.1: (a) ZFIN partial database model of phenotypes. (b) MGI partial database
model of phenotypes.

voc_term of MGI. The class Statement_EQ specializes the Statement to represent the
post-composed EQ, in which entity and quality are discriminated, as the ZFIN term

class. The voc_vocab class from MGI and the ontology class from ZFIN match our
Ontology class. Furthermore, there is a self-relationship in the Statement class whose
type is defined by the Association Type class – an Association class. The classes Entity
and Quality have also a self-relationship to record synonyms.

Figure 3.2: Unified Model.

The main MODs used in this work are MP from MGI (mouse), HP (human) and ZP
(zebrafish). As shown in the previous section, HP has pre-composed EQ terms like MP.

Figure 3.3 shows the main classes of Figure 3.2 plus the classes of external ontologies –
which we integrate – as specializations of our core model. The type attribute defines the
relationship type. The classes with orange color represent classes of external ontologies,
i.e., HP and MP. The type attribute defines the relationship type. The classes with orange
color represent classes of external ontologies. MP and HP are terms specializations of
Statement. ZP is a specialization of Statement_EQ. PATO is a specialization of Quality.
Uberon and Uberpheno are auxiliary ontologies used to connect several bases. Uberon
contains entity terms and generalizes entities from other ontologies. Therefore, Uberon
is an Entity, ZFA and XAO are ontologies with entity terms from zebrafish and frogs
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respectively. ZFA and XAO are related to a Uberon terms. Uberpheno is an association
class, since it links statements without creating a new term.

Figure 3.3: Mapped Model.

3.2 Graph Model

Our unified model is based on a graph structure, so we will map the model to a property
graph model [37]. We mapped our model of Figures 3.2 and 3.3 to a graph model in
Figure 3.4. We defined the following mapping rules, to produce our UML model:

• A class in the UML model (Figure 3.3) becomes label of the node in the graph model
(Figure 3.4). This labels will be replicated in each node which is an instance of the
respective classes. The classes are Statement, Statement_EQ, Entity, and Quality.

• A class instance in the relational model becomes a node in the graph model.

• The inheritance generates multiple labels, e.g., MP is subclass of Statement, which
results in two labels for the same node Statement and MP (see Figure 3.4). The
same occurs with HP, generating a node with the Statement and HP labels. In our
model, the Statement label will always have another label associated with it.

• Each attribute of these classes becomes a node property in the graph.

• Each relation between two labels becomes an edge in the graph, connecting the node
containing the label of the origin class to the node containing the destination class.

• Each relation type among classes becomes a label of the edge. For example, the
has_entity and has_quality relation types became node labels.



CHAPTER 3. UNIFIED MODEL 35

• Each association class instance define a label in the respective edge. For example, the
equivalent_to label in the edge is an instance of AssociationType. We indicate
through a dashed contour that this edge applies for the all :Statement nodes.

Figure 3.4: Mapped Model to Graph.



Chapter 4

Building BioGraph

In this research, we are interested in phenotype data. These kind of data is an access key
for integration of biological data. Through phenotypes, it is possible to discover ortholo-
gous genes in different organisms. It helps the research in the medical human area, like,
to study new drugs and diseases. Phenotype data also allow linking anomalous behav-
iors, e.g., the same disease in distinct organisms. In addition, we can integrate different
datasets of the same organism, for example, it is possible to link diseases with symptoms
which in turn is linked with body parts reaching the genotype from the phenotype – in
this case, reading the genotype departing from the diseases.

This section details the process that we designed and implemented to integrate several
biological knowledge bases, mainly focusing in phenotypes and model organism databases
(MODs). As we have introduced in this section, we are also interested in integrating
organisms and diseases. The section starts presenting our architecture, including the
applications of our project, which are detailed in the next section.

4.1 Architecture

Figure 4.1 represents the architecture of our project. In a nutshell, our architecture
is organized in four parts. First, we have the data sources used in this research, like:
intermine, MODs, Uberon, Uberpheno and other ontologies. Second, we show the steps
to ingest, link, and build BioGraph in a graph database. Third, we present the resulting
unified database containing data from all these data sources. It is produced according
to the unified model presented in the previous section. Fourth, we have the data access,
where the user can search and analyze data in BioGraph.

In the following subsections, we detail the three steps inside the Ingest and Enrich
process (see Figure 4.1), which involves the parts one to three of the architecture. In the
next section, we detail the fourth part.

4.2 ETL Process

As shown in Figure 4.1 there are several formats of data sources and their heterogeneity
is a challenge. Each MOD and dataset used to build BioGraph have its specific for-

36
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Figure 4.1: Architecture of project.

mat. Thus, we obtained data in various and distinct formats. It is illustrated in the
box Graph Extract Transforma Load of Figure 4.1. This process is portrayed in Figure
4.2. We downloaded data from data sources in several formats, like: JSON, OBO, OWL,
RDF and XML. Extensible Markup Language (XML) [9] and Javascript Object Nota-
tion (JSON) [12] are formats to describe documents as hierarchies of elements. Resource
Description Framework (RDF) [23] and Web Ontology Language (OWL) [31] and Open
Biomedical Ontologies (OBO) [42] are designed to describe knowledge bases and ontolo-
gies. RDF and OWL have a graph model and OBO can be handled as a graph. Comma
Separated Values (CSV) is a simple tabular format, which can represent relational tables.

We have converted all the files to an internal homogeneous format. This process is
represented as the ETL (Extract Transform Load) box in Figure 4.2. We further load the
data in the Neo4j graph database, where we are building BioGraph.

Figure 4.2: Extract Transform Load.
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We have obtained data from several sources, among them, from the InterMine system
in CSV format. As described in the previous section, InterMine generates a standard web
interface for each MOD, represented as InterMine Extract Transform Load in Figure 4.1.
It creates an InterMine data warehouse for each MOD. In this work, they are: MouseMine,
ZebrafishMine, HumanMine. We used InterMine as a way to solve part of the problem of
files with various formats, see Figure 4.1. Using InterMine, we obtained data from MGI,
ZFIN and HP in a standard CSV format.

4.3 Ingest and Linking

This section presents how we have ingested data in our graph database and how we further
linked them.

Through the standard way of identifying using namespaces, as described in the pre-
vious section, it was possible to cross data among organisms. This unique identifier is
represented by the fields ID in Figure 4.3, which shows the files obtained from InterMine
according to the MOD. In ZebrafishMine, we got data from ZFA that contains anatomic
entities of zebrafish and PATO that contains qualities. Post-composed phenotype descrip-
tions, connecting entities and qualities (statements), adopt an internal identifier designed
for local affairs and not to be linked with external resources. We addressed this limitation
aligning them with the ZP ontology, which also defines ZFA and PATO post-composed
EQs, but defining open public identifiers, based on namespaces.

From MouseMine, we got data from MGI, which are related to MP pre-composed
phenotype EQs. The same occurs with HumanMine, which is related to the HP pre-
composed phenotype EQs. This process is represented in Figure 4.1 in the InterMine
frame.

Figure 4.3: Data downloaded from InterMine.

After loading the data in a graph, we used Uberon and Uberpheno to link the descrip-
tion, represented by the linking box in Figure 4.3. Uberon is an ontology integrated with
entities terms from several ontologies.
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Uberpheno to link phenotype descriptions of mouse (MP) to the human (HP) and
phenotype descriptions of zebrafish (ZP) to the human (HP). We have linked the unique
identifiers. Uberpheno publishes the data in OBO format [25]. ZP post-composed EQs
have been linked with the MP and HP pre-composed EQs. Figure 4.4 shows the result in
the Entity-Quality cloud. It is important to emphasize that ZP is the only one which is
able to distinguish the entity (ZFA) from the quality (PATO).

Uberpheno does not define its own entities, it just links pairs of terms, whereas
Uberon creates generic entities to generalize existing entities from distinct ontologies,
as show in Figure 4.4. For each generalized entity, Uberon defines a unique open pub-
lic identifier, which is linked with the external ontologies. For example, the identifier
"UBERON:0001769", of the Uberon entity "iris", is linked with the term "ZFA:0001238",
of the zebrafish entity "iris". Uberon links only anatomic entities. The general schema of
connections is represented in Figure 4.4, in the Entity cloud, and its respective instance
example in Figure 4.5. Uberon is the red entity.

Besides ZFA, Uberon also links other anatomical ontologies like Xenopus Anatomy
and Development Ontology (XAO) and Mouse Adult Gross Anatomy Ontology (MA),
which we also ingested and linked in our graph. When we interconnect all these elements
in a unique graph, as shown in Figure 4.4, it becomes possible to infer new relations
described in the next subsection. The Figure 4.5 shows how the entity iris from Uberon
is linked with the same entity of other ontologies in Entity cloud. The Entity_Quality
cloud shows how Uberpheno link statements. We have combined fragmented interlinking
strategies like Uberon and Uberpheno in our unified BioGraph.

Figure 4.4: Uberon and Uberpheno.

The Figure 4.6 shows an example of how these three organisms became interlinked.
The label of the node (prefixed by a colon) represents their ontology, e.g., :ZP identifies
that this term refers a zebrafish term. Each node has the Id and Name of the term as
properties. A search started in the statement abnormal cornea in zebrafish (ZP), can
arrive in cornea of Uberon that is linked with astigmatism in human (HP) and mouse
(MP).

Several research projects are using phenotype data to study the interaction between
phenotype, organisms and diseases [50, 33, 5, 13, 45, 26, 41].

The National Research Council [33] raises important aspects of having a biological
knowledge network with the interaction among several areas like: diseases, phenotypes,
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Figure 4.5: Example of terms interlinked by Uberon and Uberpheno.

Figure 4.6: Example of the interlinks among organisms.

environment, behavior, drugs, among others to make precise diagnostics and to classify
the variations of each disease. It provides the answers like: which type of treatment and
prevention is most suitable for the type of detected disease. PhenoDigm is a database
that provides the connection between model organisms and human diseases based on the
phenotype description. It finds gene candidates for human genetic diseases thought the
phenotype [41].

BioGraph also comprises diseases and the respective symptoms. We imported and
linked data from the Human Disease Ontology (DO) and the Symptom Ontology (SYMP).
As shows Figure 4.7, diseases (labeled as DOID) are linked to the human phenotype (HP)
and symptoms are linked to the diseases.

4.4 Inference

With the interlinked graph we can infer new edges and nodes, generating knowledge.
While Uberon generalizes only anatomical entities, this work goes beyond exploiting the
existing links to infer new links and to produce generic post-composed EQs, which we call
Generic_EQs.



CHAPTER 4. BUILDING BIOGRAPH 41

Figure 4.7: Example of the interlinks among organisms with disease and symptom.

Generic_EQs are generic statements able to cross phenotypes of organisms. The
Generic_EQ have been produced through inferences, as presented in Figure 4.8. In the
first column, we present the statements with relations in their original format as extracted
from the sources and presented in the previous subsection. In the second column, we
present the inferred Generic_EQ derived from the respective original form. In the first
case, we have a ZP term statement linking with PATO and ZFA, which in turn is associated
with Uberon by a relation of equivalence. We have created a Generic_EQ that makes a
join of the quality (PATO) and the Entity (Uberon) originally linked with ZP, producing
a statement, that generalizes it. Furthermore, it points for the ZP term as one of its
specializations. This Generic_EQ is showed in the second column in Figure 4.8. The
same procedure is applied to other MODs like MP and HP as illustrated in Figure 4.8.

In the rightest column of Figure 4.8, is presented a General Vision frame of the
Generic_EQ connected with all the organisms, who shares the same statement, and their
entities and qualities. This graph put together those of the Inference box in Figure 4.1.
As can be seen in the figure, whenever a generalized statement points to the same entity
and quality it will refer to the same Generic_EQ, i.e., our algorithm always checks if there
is an existing Generic_EQ pointing to a given entity and quality (to be reused) before
creating a new one. Figure 4.9 presents an example of the process, in which there is a
Generic_EQ term, whose label is "blue iris", for example, and this term is linked with
the same statement "blue iris" in the ontologies of human, mouse and zebrafish.

These inferences can enhance analyses and searches in the graph. Since both PATO
and Uberon, linked by a Generic_EQ statement, are independent of a given organism,
it is possible to formulate statements (specifying a link among entities and qualities)
independently of a specific organism. Furthermore, with the Generic_EQ, a search can
return all organisms which are linked by the same statement in a profile. For example, in a
search for "blue iris", BioGraph returns all organisms that have this phenotype. Compared
to our work, Uberon generalizes only entities, Uberpheno links existing statements without
a generalization. BioGraph produces a generic statement that takes advantages of the
Uberpheno links, but also joins, in the same network, generic qualities (PATO) and generic
entities (Uberon), to produce a descriptive system, which is independent from specific
organisms. In addition, it is possible to access and download (in CSV or JSON) data
from BioGraph, with all the integrated data and the inferences to use in other works.

Figure 4.10 shows an overview of BioGraph and how it is organized; it contains: de-
scriptions of phenotypes; Uberon entities, terms of gene ontology; diseases; and symptoms.
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Figure 4.8: Knowledge generation.

Edges with the "link:uberon" and "link:uberpheno" labels indicate that these edges are
derived from Uberon and Uberpheno respectively. In red, we highlight nodes and edges
which we created by our inference process. Besides the links and inferences that are
preciously detailed, we also ingest links of Uberon with diseases of DO (Human Disease
Ontology) and SYMP (Symptom Ontology). From those links, we related Uberon straight
with symptoms.

BioGraph is available at http://pandora.lis.ic.unicamp.br:7474/. Currently, it
contains 588,237 nodes from 63 distinct databases, with 1,790,723 relations of different
types, being a complex network that interlinks a big volume of data. In the next section
we show how the graph produced here can be exploited for searching and to support data
analysis based on the produced network.

4.5 Statistics

This section presents the statistics of the results obtained in the interconnection provided
by BioGraph. It has the purpose of showing the interconnection potential achieved by
our work, i.e., how many phenotype statements we are able to link departing from a given
kind of organism.

For the sake of simplicity, we related only the more expressive bases. The three first
rows contain the number of phenotype statements of each kind of organism, extracted
from the original bases. BioGraph has 21,192 statements of human, 17,091 statements
of mouse and 19,872 statements of fish. The following rows show the number and the
percentage of the interlinked statements departing from a specific kind of organism. We
were able to link 4,161 human statements with mouse ones (19% of the total), 5,982 mouse
statements with human ones (35% of the total) and so on. Part of these links have been
made by the inference process, detailed in Section 4.4.

As can be seem, the interlinked organisms are directionally computed and the number
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Figure 4.9: Example of the knowledge generation.

of linked statements are different in each direction due to the fact that one statement can
be linked with several statements of the other organism and vice-versa.

Table 4.1: Statistics of interconnection among organisms.
Source Amount Statements Percentage (%)

Human only 21,192
Mouse only 17,091
Fish only 19,872
Human -> Mouse 4,161 19%
Mouse -> Human 5,982 35%
Human -> Fish 885 4%
Fish -> Human 5,044 25%
Mouse -> Fish 1,041 6%
Fish -> Mouse 2,500 12%
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Figure 4.10: Domain Model.



Chapter 5

Experimental Results

This chapter presents some practical applications of our BioGraph in contexts like search-
ing (Section 5.1), analyzing (Section 5.2) and describing (Section 5.3). Each section shows
experimental results of querying examples or preliminary prototypes aimed at illustrating
and evaluating the potential of our network.

5.1 Searching

This section illustrates the querying potential provided by interconnection of our network.
BioGraph enables searches across organisms in single queries – an operation that would
require integrating and interconnecting several sources without BioGraph. We further
show two questions that can be asked in BioGraph and the respective queries answering
them:

1. Which phenotype statements (a composition of Entity and Quality) are shared by
the human, mouse, and fish?

Figure 5.1 shows the graph template to answer this query. The requested statements
are specializations of the Generic_EQ. The figure also shows an instance returned
by the respective query in Cypher:

1 match(z:ZP)--(g:Generic_EQ)--(h:HP)

2 match(m:MP)--(g)

3 return z,g,h,m

The Cypher sentence presented here has two parts: MATCH (a sentence with a
template that would match with some subgraph) and RETURN (the elements of
the sentence to be returned). The MATCH reflects the graph of Figure 5.1, with:
nodes represented between parenthesis; edges represented by to dashes --; labels
preceded by colons; and variables before the colons. In this case, z, g, h, m are
variables that receive instances of nodes which match the template.

2. Which organisms have the phenotype "iris hypoplastic" or equivalents?

Figure 5.2 shows the graph template to answer this query and an instance returned
by the respective query.
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Figure 5.1: Graph template for the query that returns organisms with the same phenotype.

1 match (g:Generic_EQ) -[]-(o) where g.Name="iris hypoplastic"

2 return g,o

Figure 5.2: Graph template for the query that returns all organisms with the phenotype
"iris hypoplastic".

Besides the presented questions/queries there are several other possibilities of ques-
tions, as the three following examples:

3. Which disease manifests itself in a determined part of the body (entity)? For ex-
ample, which diseases attack the heart?

4. Which diseases have a given symptom?

5. Which symptoms belongs one specific disease?

5.2 Analyzing

The interconnections produced in BioGraph can be the basis to discover latent knowledge,
based on the analysis of correlations in the network. We show this potential here through
an experiment to discover relations among symptoms of diseases. The network enables
us to correlate symptoms occurring in the same disease or in the same entity as follows:

1. Correlating symptoms through diseases: Figure 5.3 shows in the left side a
fragment of our original BioGraph. Departing from one disease (DOID – Human
Disease Ontology) shared by two symptoms (SYMP – Symptom Ontology), we have
created a new edge between the symptoms. Since the same two symptoms can share
several diseases, the edge has a property that indicates the number of diseases shared
by them.
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2. Correlating symptoms through entities: The second part of Figure 5.3 (down)
shows an entity (Uberon) shared by two diseases having different symptoms. We
have created an edge linking the symptoms transitively related by the entity, with
a property that indicates the number of entities shared by these symptoms.

Figure 5.4 shows an example with terms of ontologies of Figure 5.3 and the respective
inferences.

Figure 5.3: Correlating symptoms in BioGraph.

Figure 5.4: Example of the correlating symptoms in BioGraph.

The correlation of symptoms enabled us to build a homogenous network of symptoms,
as shown in Figure 5.5, where the nodes represent symptoms and edges represent corre-
lations of symptoms sharing a disease. The edges have weights according to the number
of correlations. Figures 5.6 represents the correlations of symptoms sharing an entity.

This network was the basis for the network analysis that we conducted here. We
analyzed the topology of the network, i.e., the characteristic way in wich the links are
organized in the network. This kind of analysis is usual in the Complex Network domain,
which defines metrics to discover knowledge observing the characteristical way in which
the topology is organized in the network.

Figures 5.5 and 5.6 show the result of a classic centrality algorithm called PageR-
ank [34], applied to the network correlating symptoms by disease. In simple terms, cen-
trality is a measure o “importance” in the network. PageRank measures this importance
of a given X node by computing the number of incoming edges of X, weighted by the im-
portance (PageRank) of the nodes which point to X. Therefore, it is a recursive measure,
since one must also evaluate the PageRank of the nodes pointing to X.

The nodes in Figures 5.5 and 5.6 have their size according to the value of the PageRank.
Therefore, Figure 5.5 shows that high fever (first) and chils (second) are the two most
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Figure 5.7: A screenshot of Xper with zebrafish data.

and mapped them transforming Entity-Quality (EQ) statements in Character/Character
State (C/CS) sentences of Xper (see details in Section 2.2). Therefore, each Entity has
been mapped to a Character and each Quality has been mapped to Character State.

The clusters of subgraphs in Figure 5.8 represent different ontologies that are inter-
linked by Uberon and Generic_EQs in BioGraph. Whenever a user adopts these terms
in a description (a Xper relational database in the figure), the independent bases become
implicitly interlinked.

To validate our proposal, we exported the zebrafish data from BioGraph and imported
in Xper, as previously described. Figure 5.9 illustrates this process. Data have been
exported from Neo4j in XML format, containing elements from ZP (see Appendix C),
ZFA (see Appendix B), and PATO (see Appendix D) – see Figure 2.3. These files were the
input of our XQuery code (see Appendix A) to produce only one Structured Descriptive
Data (SDD) file (see Appendix E). SDD is an open format to share data of phenotypes
and identification keys. We have imported this file in Xper. The result is shown in Figure
5.7. In the tab description model, the character (entity) Kupffer’s vesicle is selected
on the left side and, on the right side, it is showed all the states (qualities) that this
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Figure 5.8: BioGraph–Xper connection; adapted from Cavoto el. al. [11].

character can present.
As this experiment illustrates, BioGraph can be used as a knowledge base to enrich

and to interconnect systems adopted to describe phenotypes.

Figure 5.9: BioGraph to Xper mapping process.



Chapter 6

Conclusion

Cross data of different organisms is crucial in medical and biological research. However,
each organism is described in a distinct base. The bases are represented in heterogeneous
formats, hampering their interconnection.

Sharing phenotypic descriptions is a key to cross data among organisms, due to the
possibility of comparing phenotypes. Furthermore, through phenotypes becomes possible
finding candidate genes for diseases. It can also help in the diagnosis of diseases. However,
even though there are several fragmented initiatives to describe phenotypes and to inter-
connect them, there is a lack of a solution to combine them in a single unified base. This
is the main challenges faced in this work, which addressed the heterogeneity of distinct
data sources, having different formats and descriptive approaches for phenotypes.

The main contributions of this work are: the unified model to support several descrip-
tive approaches for phenotypes and the unified graph database, containing descriptions
of phenotypes from 63 distinct data sources. The main limitations of this work are: its
domain dependency, i.e., the proposed model needs to be extend in order to be applied to
other scenarios than phenotypes and there is no mechanism to import data automatically
in Biograph.

Future work includes:

1. to import genes, linking them with their phenotypes and diseases;

2. to implement an interface for our system;

3. to improve the integration with Xper, even including features in the system that
takes advantage of BioGraph – e.g., the system can recommend phenotype elements
from BioGraph;

4. to further explore the possibility of searching and analysis provided by the network.
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Appendix A

XQuery Code

let $zfadoc:=doc(’http://www.ic.unicamp.br/~santanch/temp/zp/zfa.xml’)

let $zpdoc:=doc(’http://www.ic.unicamp.br/~santanch/temp/zp/zp.xml’)

let $patodoc:=doc(’http://www.ic.unicamp.br/~santanch/temp/zp/pato.xml’)

return

<Datasets><Dataset xml:lang="en">

<Characters>

{

for $zfa in ($zfadoc//ITEM)

return

<CategoricalCharacter id="{data($zfa/ID)}">

<Representation>

<Label>{data($zfa/NAME)}</Label>

<Detail>{data($zfa/DESCRIPTION)}</Detail>

<States>

{

for $zppato in distinct-values($zpdoc//ITEM[ZFA=$zfa/ID]

/PATO),$pato in ($patodoc//ITEM[ID=$zppato])

return

<StateDefinition id="{concat(data($zfa/ID),’;’,

data($zppato))}">

<Representation>

<Label>{data($pato/NAME)}</Label>

<Detail>{data($pato/DESCRIPTION)}</Detail>

</Representation>

</StateDefinition>

}

</States>

</Representation>

</CategoricalCharacter>

}

</Characters>

</Dataset></Datasets>
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Appendix B

ZFA Terms in XML

1

2 <ZFA>

3 <ITEM><NAME>Brachet’s cleft </NAME ><DESCRIPTION >The visible division

between epiblast and hypoblast in the gastrula.</DESCRIPTION ><

ID>ZFA:0000000 </ID ></ITEM >

4 <ITEM ><NAME >Kupffer ’s vesicle </NAME><DESCRIPTION >Small but

distinctive epithelial sac containing fluid , located

midventrally posterior to the yolk cell or its extension , and

transiently present during most of the segmentation period.

Kupffer ’s vesicle has been compared to the mouse embryonic node

.</DESCRIPTION ><ID>ZFA:0000001 </ID ></ITEM >

5 <ITEM ><NAME >adaxial cell </NAME ><DESCRIPTION >Muscle precursor cell

that is adjacent to the notochord and part of the presomitic

mesoderm.</DESCRIPTION ><ID>ZFA:0000003 </ID ></ITEM >

6 <ITEM ><NAME >anterior axial hypoblast </NAME ><DESCRIPTION >Anterior

portion of the axial hypoblast.</DESCRIPTION ><ID>ZFA:0000004 </ID

></ITEM >

7 <ITEM ><NAME >artery </NAME ><DESCRIPTION >Blood vessels that carry

blood away from the heart.</DESCRIPTION ><ID>ZFA:0000005 </ID ></

ITEM >

8 <ITEM ><NAME >ball </NAME ><DESCRIPTION >The anterior round region of

the yolk cell present after the yolk extension forms during the

segmentation period.</DESCRIPTION ><ID>ZFA:0000006 </ID ></ITEM >

9 <ITEM ><NAME >blood </NAME ><DESCRIPTION >A complex mixture of cells

suspended in a liquid matrix that delivers nutrients to cells

and removes wastes.</DESCRIPTION ><ID>ZFA:0000007 </ID ></ITEM >

10 <ITEM ><NAME >brain </NAME ><DESCRIPTION >Cavitated compound organ which

is comprised of gray and white matter and surrounds the

cerebral ventricular system.</DESCRIPTION ><ID>ZFA:0000008 </ID ></

ITEM >

11 <ITEM ><NAME >cardiac ventricle </NAME ><DESCRIPTION >Cavitated compound

organ that receives blood flow from the atrium and delivers

blood to the body via the aorta. Valves are present to direct

flow. There are only two chambers present in the fish heart.</
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DESCRIPTION ><ID>ZFA:0000009 </ID ></ITEM >

12 <ITEM ><NAME >cardiovascular system </NAME ><DESCRIPTION >Anatomical

system that functions in circulation and has as its parts the

heart and vasculature. The lymphatic system is considered part

of the cardiovascular system.</DESCRIPTION ><ID>ZFA:0000010 </ID

></ITEM >

13 <ITEM ><NAME >caudal artery </NAME ><DESCRIPTION >Extension of the

dorsal aorta in the post -vent region.</DESCRIPTION ><ID>

ZFA:0000011 </ID ></ITEM >

14 <ITEM ><NAME >central nervous system </NAME ><DESCRIPTION >The brain and

spinal cord.</DESCRIPTION ><ID>ZFA:0000012 </ID ></ITEM >

15 <ITEM ><NAME >cranial ganglion </NAME ><DESCRIPTION >Ganglion which is

located in the head.</DESCRIPTION ><ID>ZFA:0000013 </ID ></ITEM >

16 <ITEM ><NAME >dorsal aorta </NAME ><DESCRIPTION >Principal unpaired ,

median artery of the trunk , leading from the paired roots (

radices) of the dorsal aorta to the caudal artery.</DESCRIPTION

><ID>ZFA:0000014 </ID ></ITEM >

17 <ITEM ><NAME >ectoderm </NAME ><DESCRIPTION >The outer layer of the

embryo derived from the epiblast. The definitive ectoderm will

give rise to such tissues as epidermis , the central nervous

system , neural crest , and sensory placode.</DESCRIPTION ><ID>

ZFA:0000016 </ID ></ITEM >

18 <ITEM ><NAME >endoderm </NAME ><DESCRIPTION ></DESCRIPTION ><ID>

ZFA:0000017 </ID ></ITEM >

19 <ITEM ><NAME >epiblast </NAME ><DESCRIPTION >The outer of the two layers

of the blastoderm that form during gastrulation , corresponding

to primitive ectoderm during gastrulation and to the definitive

ectoderm after gastrulation .</DESCRIPTION ><ID>ZFA:0000018 </ID ></

ITEM >

20 <ITEM ><NAME >epiphysis </NAME ><DESCRIPTION >A circumscribed swelling ,

includes the pineal primordium that appears late in the

segmentation period in the dorsal midline of the diencephalon .</

DESCRIPTION ><ID>ZFA:0000019 </ID ></ITEM >

21 <ITEM ><NAME >extraembryonic structure </NAME ><DESCRIPTION >Anatomical

structure that is contiguous with the embryo and is comprised of

portions of tissue or cells that will not contribute to the

embryo.</DESCRIPTION ><ID>ZFA:0000020 </ID ></ITEM >

22 <ITEM ><NAME >floor plate </NAME ><DESCRIPTION >Multi -tissue structure

that is the ventral -most aspect of the developing neural tube.

The floor plate is a specialized glial structure that spans the

rostral -caudal axis from the midbrain to the tail regions.</

DESCRIPTION ><ID>ZFA:0000022 </ID ></ITEM >

23 </ZFA >
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ZP Terms in XML

1

2 <ZP\_SET>

3 <ITEM><ZP>ZP:0009054 </ZP><ZFA>ZFA:0000598 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

4 <ITEM><ZP>ZP:0009054 </ZP><ZFA>ZFA:0000598 </ZFA><PATO>PATO:0001623 </

PATO></ITEM>

5 <ITEM><ZP>ZP:0008661 </ZP><ZFA>ZFA:0000155 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

6 <ITEM><ZP>ZP:0008661 </ZP><ZFA>ZFA:0000155 </ZFA><PATO>PATO:0000600 </

PATO></ITEM>

7 <ITEM><ZP>ZP:0008661 </ZP><ZFA>ZFA:0001115 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

8 <ITEM><ZP>ZP:0008661 </ZP><ZFA>ZFA:0001115 </ZFA><PATO>PATO:0000600 </

PATO></ITEM>

9 <ITEM><ZP>ZP:0005097 </ZP><ZFA>ZFA:0000547 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

10 <ITEM><ZP>ZP:0005097 </ZP><ZFA>ZFA:0000547 </ZFA><PATO>PATO:0000610 </

PATO></ITEM>

11 <ITEM><ZP>ZP:0000054 </ZP><ZFA>ZFA:0001114 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

12 <ITEM><ZP>ZP:0000054 </ZP><ZFA>ZFA:0001114 </ZFA><PATO>PATO:0000587 </

PATO></ITEM>

13 <ITEM><ZP>ZP:0001143 </ZP><ZFA>ZFA:0001114 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

14 <ITEM><ZP>ZP:0001143 </ZP><ZFA>ZFA:0001114 </ZFA><PATO>PATO:0000586 </

PATO></ITEM>

15 <ITEM><ZP>ZP:0001772 </ZP><ZFA>ZFA:0000152 </ZFA><PATO>PATO:0000001 </

PATO></ITEM>

16 <ITEM><ZP>ZP:0001772 </ZP><ZFA>ZFA:0000152 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

17 <ITEM><ZP>ZP:0003743 </ZP><ZFA>ZFA:0005490 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

18 <ITEM><ZP>ZP:0003743 </ZP><ZFA>ZFA:0005490 </ZFA><PATO>PATO:0001997 </

PATO></ITEM>
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19 <ITEM><ZP>ZP:0001866 </ZP><ZFA>ZFA:0000152 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

20 <ITEM><ZP>ZP:0001866 </ZP><ZFA>ZFA:0000152 </ZFA><PATO>PATO:0001780 </

PATO></ITEM>

21 <ITEM><ZP>ZP:0003916 </ZP><ZFA>ZFA:0001283 </ZFA><PATO>PATO:0000001 </

PATO></ITEM>

22 <ITEM><ZP>ZP:0003916 </ZP><ZFA>ZFA:0001283 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

23 <ITEM><ZP>ZP:0000362 </ZP><ZFA>ZFA:0009316 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

24 <ITEM><ZP>ZP:0000362 </ZP><ZFA>ZFA:0009316 </ZFA><PATO>PATO:0001997 </

PATO></ITEM>

25 <ITEM><ZP>ZP:0000362 </ZP><ZFA>ZFA:0000114 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

26 <ITEM><ZP>ZP:0000362 </ZP><ZFA>ZFA:0000114 </ZFA><PATO>PATO:0001997 </

PATO></ITEM>

27 <ITEM><ZP>ZP:0006147 </ZP><ZFA>ZFA:0000105 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

28 <ITEM><ZP>ZP:0006147 </ZP><ZFA>ZFA:0000105 </ZFA><PATO>PATO:0000591 </

PATO></ITEM>

29 <ITEM><ZP>ZP:0004247 </ZP><ZFA>ZFA:0009091 </ZFA><PATO>PATO:0000051 </

PATO></ITEM>

30 <ITEM><ZP>ZP:0004247 </ZP><ZFA>ZFA:0009091 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

31 <ITEM><ZP>ZP:0004247 </ZP><ZFA>ZFA:0000368 </ZFA><PATO>PATO:0000051 </

PATO></ITEM>

32 <ITEM><ZP>ZP:0004247 </ZP><ZFA>ZFA:0000368 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

33 <ITEM><ZP>ZP:0011205 </ZP><ZFA>ZFA:0000100 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

34 <ITEM><ZP>ZP:0011205 </ZP><ZFA>ZFA:0000100 </ZFA><PATO>PATO:0000645 </

PATO></ITEM>

35 <ITEM><ZP>ZP:0000711 </ZP><ZFA>ZFA:0000008 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

36 <ITEM><ZP>ZP:0000711 </ZP><ZFA>ZFA:0000008 </ZFA><PATO>PATO:0000587 </

PATO></ITEM>

37 <ITEM><ZP>ZP:0001511 </ZP><ZFA>ZFA:0005145 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

38 <ITEM><ZP>ZP:0001511 </ZP><ZFA>ZFA:0005145 </ZFA><PATO>PATO:0001779 </

PATO></ITEM>

39 <ITEM><ZP>ZP:0005185 </ZP><ZFA>ZFA:0000123 </ZFA><PATO>PATO:0000460 </

PATO></ITEM>

40 <ITEM><ZP>ZP:0005185 </ZP><ZFA>ZFA:0000123 </ZFA><PATO>PATO:0001624 </

PATO></ITEM>

41 </ZP\_SET>
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PATO Terms in XML

1

2 <PATO>

3 <ITEM><NAME>quality </NAME><DESCRIPTION >A dependent entity that

inheres in a bearer by virtue of how the bearer is related to

other entities </DESCRIPTION ><ID>PATO:0000001 </ID></ITEM>

4 <ITEM><NAME>mobility </NAME><DESCRIPTION >A quality of inhering in a

bearer by virtue of the bearer’s disposition to move freely.</

DESCRIPTION ><ID>PATO:0000004 </ID ></ITEM >

5 <ITEM ><NAME >speed </NAME ><DESCRIPTION >A physical quality inhering in

a bearer by virtue of the bearer ’s scalar absolute value of the

rate of change of the bearer’s position.</DESCRIPTION ><ID>

PATO:0000008 </ID ></ITEM >

6 <ITEM ><NAME >age </NAME ><DESCRIPTION >A time quality inhering in a

bearer by virtue of how long the bearer has existed.</

DESCRIPTION ><ID>PATO:0000011 </ID ></ITEM >

7 <ITEM ><NAME >color </NAME ><DESCRIPTION >A composite chromatic quality

composed of hue , saturation and intensity parts.</DESCRIPTION ><

ID>PATO:0000014 </ID ></ITEM >

8 <ITEM ><NAME >color hue </NAME ><DESCRIPTION >A chromatic scalar -

circular quality inhering in an object that manifests in an

observer by virtue of the dominant wavelength of the visible

light; may be subject to fiat divisions , typically into 7 or 8

spectra.</DESCRIPTION ><ID>PATO:0000015 </ID ></ITEM >

9 <ITEM ><NAME >color brightness </NAME ><DESCRIPTION >A scalar optical

property that is the intensity , value or amount of perceived

light.</DESCRIPTION ><ID>PATO:0000016 </ID ></ITEM >

10 <ITEM ><NAME >color saturation </NAME ><DESCRIPTION >A scalar chromatic

property that is the degree of purity of perceived light.</

DESCRIPTION ><ID>PATO:0000017 </ID ></ITEM >

11 <ITEM ><NAME >fluorescence </NAME ><DESCRIPTION >A luminous flux quality

inhering in a bearer by virtue of the bearer ’s emitting longer

wavelength light following the absorption of shorter wavelength

radiation; fluorescence is common with aromatic compounds with

several rings joined together.</DESCRIPTION ><ID>PATO:0000018 </ID
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></ITEM>

12 <ITEM><NAME>color pattern </NAME><DESCRIPTION >A chromatic property

that is the relative position of different hues or degrees of

saturation.</DESCRIPTION ><ID>PATO:0000019 </ID></ITEM>

13 <ITEM><NAME>compatibility </NAME><DESCRIPTION >A quality inhering in

a bearer by virtue of the bearer’s disposition to harmonious

coexistence .</DESCRIPTION ><ID >PATO:0000021 </ID ></ITEM >

14 <ITEM ><NAME >composition </NAME ><DESCRIPTION >A single physical entity

inhering in an bearer by virtue of the bearer ’s quantities or

relative ratios of subparts.</DESCRIPTION ><ID>PATO:0000025 </ID><

/ITEM>

15 <ITEM><NAME>concentration of</NAME><DESCRIPTION >A quality inhering

in a substance by virtue of the amount of the bearer’s there is

mixed with another substance.</DESCRIPTION ><ID>PATO:0000033 </ID

></ITEM >

16 <ITEM ><NAME >consistency </NAME ><DESCRIPTION >A physical quality

inhering in a bearer by virtue of the bearer ’s density , firmness

, or viscosity.</DESCRIPTION ><ID>PATO:0000037 </ID></ITEM>

17 <ITEM><NAME>direction </NAME><DESCRIPTION >A physical quality

inhering in a bearer by virtue of the bearer’s orientation in

space.</DESCRIPTION ><ID>PATO:0000039 </ID ></ITEM >

18 <ITEM ><NAME >distance </NAME ><DESCRIPTION >A quality that is the

extent of space between two entities.</DESCRIPTION ><ID>

PATO:0000040 </ID ></ITEM >

19 <ITEM ><NAME >flavor </NAME ><DESCRIPTION >A quality of a physical

entity inhering in a bearer by virtue of whether the bearer ’s

molecules are being perceived by a taste and odorant receptors.<

/DESCRIPTION ><ID>PATO:0000043 </ID></ITEM>

20 <ITEM><NAME>frequency </NAME><DESCRIPTION >A physical quality which

inheres in a bearer by virtue of the number of the bearer’s

repetitive actions in a particular time.</DESCRIPTION ><ID>

PATO:0000044 </ID ></ITEM >

21 <ITEM ><NAME >biological sex </NAME ><DESCRIPTION >An organismal quality

inhering in a bearer by virtue of the bearer ’s ability to

undergo sexual reproduction in order to differentiate the

individuals or types involved.</DESCRIPTION ><ID>PATO:0000047 </ID

></ITEM>

22 <ITEM><NAME>hardness </NAME><DESCRIPTION >A physical quality inhering

in a bearer by virtue of the bearer’s disposition to being

turned , bowed , or twisted without breaking.</DESCRIPTION ><ID>

PATO:0000048 </ID ></ITEM >

23 <ITEM ><NAME >intensity </NAME ><DESCRIPTION >A quality inhering in a

bearer by virtue of the bearer ’s possessing or displaying a

distinctive feature in type or degree or effect or force.</

DESCRIPTION ><ID>PATO:0000049 </ID></ITEM>

24 </PATO>
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Result in SDD

1

2 <Datasets >

3 <Dataset xml:lang="en">

4 <Characters >

5 <CategoricalCharacter id="ZFA:0000001">

6 <Representation >

7 <Label>Kupffer ’s vesicle </Label >

8 <Detail >Small but distinctive epithelial sac containing

fluid , located midventrally posterior to the yolk cell

or its extension , and transiently present during most

of the segmentation period. Kupffer ’s vesicle has

been compared to the mouse embryonic node.</Detail >

9 <States >

10 <StateDefinition id="ZFA:0000001;PATO:0000460">

11 <Representation >

12 <Label>abnormal </Label>

13 <Detail >A quality inhering in a bearer by virtue of

the bearer’s deviation from normal or average

.</Detail >

14 </Representation >

15 </StateDefinition >

16 <StateDefinition id=" ZFA:0000001;PATO:0000586">

17 <Representation >

18 <Label >increased size </Label >

19 <Detail >A size quality which is relatively high.</

Detail >

20 </Representation >

21 </StateDefinition >

22 <StateDefinition id=" ZFA:0000001;PATO:0000646">

23 <Representation >

24 <Label >malformed </Label >

25 <Detail >A morphological quality inhering in a

bearer by virtue of the bearer ’s being distorted

during formation.</Detail >
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26 </Representation >

27 </StateDefinition >

28 <StateDefinition id="ZFA:0000001;PATO:0001241">

29 <Representation >

30 <Label>physical object quality </Label>

31 <Detail >A quality which inheres in a continuant.</

Detail >

32 </Representation >

33 </StateDefinition >

34 <StateDefinition id="ZFA:0000001;PATO:0001997">

35 <Representation >

36 <Label>decreased amount </Label>

37 <Detail >An amount which is relatively low.</Detail >

38 </Representation >

39 </StateDefinition >

40 <StateDefinition id="ZFA:0000001;PATO:0002001">

41 <Representation >

42 <Label>has fewer parts of type</Label>

43 <Detail >The bearer of this quality has_part &lt; n

AND has_part &gt; 0 of the indicated entity type

, where n is the normal amount for a comparable

organism. Note that the bearer of the quality is

the whole , not the part. Formally: If a bearer

entity e has fewer parts of type X at time t,

then the number of instances x of X at t such

that x part_of e is &lt; n, where n is either

the normal number for comparable entities , or n

is stated explicitly.</Detail >

44 </Representation >

45 </StateDefinition >

46 <StateDefinition id="ZFA:0000001;PATO:0000596">

47 <Representation >

48 <Label>decreased volume </Label>

49 <Detail >A volume which is relatively low.</Detail >

50 </Representation >

51 </StateDefinition >

52 <StateDefinition id="ZFA:0000001;PATO:0001896">

53 <Representation >

54 <Label>unlumenized </Label>

55 <Detail >A structure quality inhering in a bearer by

virtue of the bearer’s lacking of a three

dimensional space surrounded by one or more

anatomical structures and containing one or more

anatomical substances .</Detail >

56 </Representation >

57 </StateDefinition >

58 </States >
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59 </Representation >

60 </CategoricalCharacter >

61 </Characters >

62 </Dataset >

63 </Datasets >
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