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Abstract

Signal-to-noise (S/N) ratio in seismic data is affected by random noise, influencing

the continuity and identification of reflectors. In this work, I present a method

to overcome this problem based on smoothing Common-Reflection-Surface (CRS)

parameters through application of local statistics in small windows aligned with

reflection events. First, the CRS parameters are obtained by a standard applica-

tion of the CRS stack method. Subsequently, the CRS parameters are smoothed

so as to eliminate fluctuations and outliers. Finally, a CRS stack is performed

with the new, smoothed parameters. The process may be iterative, to achieve op-

timal results. The proposed scheme has been applied on a 2D synthetic data set

and marine field data. The synthetic data application showed effective random

noise attenuation plus highlighting of the reflection events. Application to the real

marine data resulted in an increase of S/N ratio with consequent highlight and

greater continuity of the reflections. The seismic interpretation of stratigraphic

elements has been more precise in the PostSTM section related with the CRS

stack method. It is performed using smoothed attributes and a velocity model as

a guide.

Key-words: Geophysics, Seismic Reflection Method, Noise.
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Resumo

A razão sinal-rúıdo, geralmente abreviada por razão S/N (do Inglês signal-to-noise ratio)

é bastante afetada por rúıdos aleatórios, os quais degradam a continuidade e identificação

de refletores, com prejúızos para interpretação geológica. Com vistas à superação dessas

dificuldades, apresentamos neste trabalho uma técnica baseado na suavização de parâmet-

ros obtidos pela aplicação do método de empilhamento Common-Reflection-Surface (CRS).

A suavização é realizada através da utilização de estat́ısticas locais em pequenas janelas

alinhadas com os eventos de reflexão. Primeiramente, os parâmetros CRS são estimados

através de uma aplicação convencional do método CRS. Em seguida, os parâmetros CRS são

suavizados de modo a eliminar flutuações e valores espúrios. Finalmente, os dados originais

são submetidos a um novo empilhamento CRS, com utilização dos parâmetros suavizados

recém obtidos. O processo pode ser aplicado de maneira iterativa para otimização de re-

sultados. O esquema proposto foi aplicado em um dois conjuntos de dados maŕıtimos 2D,

um sintético e um de campo. No dado sintético, obtivemos uma efetiva atenuação do rúıdo

aleatório com significativa ênfase dos eventos de reflexão. A aplicação nos dados de campo

resultou num significativo increment da razão S/N com consequente ênfase e aumento de

continuidade dos refletores. A interpretação śısmica dos elementos estratigráficos tornou-se

mais precisa na seção pós-migrada em tempo (PostSTM ) correspondente ao método CRS.

A seção migrada foi obtida com a utilização dos parâmetros suavizados em conjunto com um

guia de velocidade.

Palavras chaves: Geof́ısica, Método Śısmico de Reflexão, Rúıdo.
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1. INTRODUCTION

Random noise diminishes the quality of seismic images, introducing difficulties in the iden-

tification of horizons and other image features that are useful for interpretation of seismic

reflection data. Uncontrolled sources, such as wind, rain, road traffic, poorly planted geo-

phones, or electrical noise, usually generate random noise in prestack seismic data. While

stacking can, at least partly, attenuate random noise in prestack data, residual random noise

after stacking will still survive and affect the accuracy of final data interpretation.

Methods for random-noise attenuation of seismic data is an ever present topic of interest

in the literature (e. g., Yilmaz; 2001). Different methods of eliminating random noise have

been developed. Bednar (1983); Duncan and Beresford (1995); Mi and Margrave (2000)

incorporated median-filter noise reduction into standard Kirchhoff time migration, Gülünay

(2000) used the noncausal prediction filter for random-noise attenuation, Ristau and Moon

(2001) compared several adaptive filters for the same purposes. Karsli et al. (2006) applied

complex-trace analysis to seismic data for random-noise suppression, recommending it for

lowfold seismic data. Transform methods were also used to eliminate seismic random noise,

such as discrete cosine transform Lu and Liu (2007), curvelet transform Neelamani et al.

(2008), seislet transform and seislet frame Fomel and Liu (2010).

All methods above attempt to attenuate random noise within the shot gather domain. As

such, they often leave residuals which remain in the stacked seismic section decreasing the

S/N ratio and consequently, declining the continuity of reflectors and their subsequent inter-

pretation in poststack time or depth migrations. The idea in this work is to reduce random

noise directly within that stacked section. For that, I make use of parameters obtained by

the Common-Reflection-Surface (CRS) stack method (see, e. g., Duveneck; 2004). Such pa-

rameters are subjected to suitable smoothing process to eliminate fluctuations and outliers.

After smoothing, a new CRS stack is performed. This is an iterative process which continues

up to a user-selected level of optimal random-noise attenuation. The procedure has been

applied to a real marine 2D data set, with encouraging results. The geological interpretation

carried out on PostSTM sections, aims to distinguish stratigraphic and structural elements

1



2 Chapter 1. INTRODUCTION

present in the area like onlap, unconformity and faults.



2. GEOLOGY OF THE
JEQUITINHONHA BASIN

2.1 Location

Jequitinhonha basin is located in the northeast portion of the East Brazilian margin, on the

southern of Bahia coast and behind to the mouth of the Jequitinhonha River (see Figure 2.1).

It is limited in the northern boundary with the Camamu-Almada Basin and in the southern

boundary with the Cumuraxitiba Basin. It occupies an area of 10,100 km2, of which 9,500

km2 is offshore (7,000 km2 to a water depth of 1,000m and 2,500 km2 between 1,000 and

2,000m).

2.2 Regional geology

Three main stratigraphic mega-sequences characterize the evolution of the basin (Santos

et al.; 1994):

The first one is associated with a syn-rift phase that started in the Lower Aptian, this mega-

sequence is thicker at the onshore and in sea portion at south shows a thickness of 2000 m

aproximately. This sequence is characterized by siliciclastics and shales of Mucuri Member

belonging to Mariricu Formation, deposited in a fluvio-lacustrine environment. These sedi-

ments of Aptian age, show an increase of thickness in the onshore part and in the southern

marine portion of the basin, belonging to Native Group. (see, Figure 2.2). The increased

thickness is due to a heat input that began during the Barremian, whose volcanic rocks were

only expelled in the southern part of the basin during the Paleocene and Eocene.

The second transitional mega-sequence is characterized by Neoaptian evaporites of Itaúnas

Member belonging to Mariricu Formation, this fact mark the beginning of a marine ingression,

i.e., evaporite stage represents the first marine incursions during the transition of continental

environment of rift phase for the open marine environment of post-rift phase.

The third mega-sequence, post-rift or marine, was formed during the continental drift and

is characterized by the accumulation of marine transgressive sediments deposited during a

3
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Figure 2.1: Localization of Jequitinhonha basin. (Source: ANP (2013))
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Figure 2.2: Geological section of Jequitinhonha Basin. (Source: ANP (2013))

phase of thermal subsidence of the basin, followed by a regressive marine phase. At the

beginning of the marine transgressive sedimentation siliciclastic deposits occur in fan-delta

belonging to São Mateus Formation and neritic carbonates of Regência Formation both of

Barra Nova Group. The neritic carbonates were produced in the marine bathymetric zone,

where waves and tides dominate, deposited from Albian to Coniacian age, being thicker in

the south of basin. In the Upper Cretaceous and Paleocene occur transgressive deposits in

slope and deep basin, pelites (sedimentary rock composed of fine fragments, as of clay or

mud) and fine sandstones of Urucutuca Formation. From the Eocene a marine regressive

phase is originated in the basin, with a system of alluvial fans (Rio Doce Formation) and

neritic carbonates of high and low energy (Caravelas Formation) that harrow for bathyal

shales (Urucutuca Formation). All the above mentioned formations are represented by the

stratigraphic chart.

According to Davison (2007), the Jequitinhonha basin in the central portion has a 3.1◦ dip

from the landward edge to the seaward edge of the salt, representing a total relief of 3400 m.

(see, Figure 2.3). The mega-rollover anticline is generated by a large extensional listric fault

formed at the landward edge of the salt basin. Early turbidite sandstone reservoirs may be

trapped in the hanging wall of this fold (see, Figure 2.4). On the other hand, the pronounced

contractional folding is due to a large gravitational component developed as a result of the

steep topography on these margins.
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Figure 2.3: Seismic (top) and cross-section (bottom) of the Jequitinhonha Basin. The beds
are folded as a result of gravitational spreading of the post-salt section, (Davison; 2007).

Figure 2.4: Style of salt tectonics on the Jequitinhonha basin (Davison; 2007). Correspond
to a narrow basin with a relatively steep oceanward-dipping base salt horizon. As a char-
acteristic, the salt pinch-out causes compression to propagate back up the slope and later
turbidites may be trapped behind the folds.
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2.3 Stratigraphy Chart

The stratigraphic column represented in Figure 2.5 is analogous to columns in other basins

of eastern Brazilian coast, depicting lacustrine sediments of the rift phase started in Aptian

age. These sediments are covered by evaporitic rocks of Neo-Aptian age and, subsequently

by rocks of passive margin belonging to the open ocean associated with thermal subsidence.

The stratigraphic architecture of the rift Aptian / Albian the newest and broad is similar

to a basin being just stretched. This pattern may reflect an unusual contribution of heat,

which began during the Barremian, caused by formation of domes, whose volcanic rocks were

only expelled in the vicinity south of the basin during the Paleocene and Eocene. The Royal

Complex Charlotte is the evidence of the volcanic event. After the thermal uplift during

the Aptian and Albian ages, the appearance of extensional faults that, with the subsequent

cooling, formed a system of rifts.

During the Middle and Upper Aptian (equivalent to Middle and Upper Alagoas in the strati-

graphic chart), salt domes with southeast-northwest direction were approached to the edge

of the basin in its northern part. This is the opposite to other basins, where the sediment

progradation associated with dip, encourage salt migration to more distal parts.

The marine environment is formed from the deposition of Eoalbian fan-delta on the edge

of the basin, which quickly changed to high-energy carbonates. The sedimentation during

the Albian was heavily influenced by salt movement corresponding to the lower sequence,

generating the formation of a large and thick structural-high with North-South direction in

the proximal part of the basin.

2.4 Petroleum System

The definition of a petroleum system in a sedimentary basin comprises all the essential

elements and necessary processes for the existence of an accumulation of hydrocarbon. These

essential elements are the source rock, reservoir rock and seal rock. On the other hand, the

processes include trap formation and generation, migration path ways and accumulation of

petroleum. The processes required to form a petroleum accumulation occur when all the

essential elements are placed in time and space in a synchronized manner (Magoon and Dow;

1994).

Seismic image is a tool used by the Geologist and Geophysicist to assess the quantity of oil and

gas available for production from a field or to assess the potential of an undeveloped resource.

The interpretations and conclusions from seismic data are integrated with the analysis of

well logs, pressure tests, cores, geologic depositional knowledge and other information from

exploratory and appraisal wells to determine if a known accumulation is commercial or to

formulate an initial field development plan. If the seismic image is poor in quality, is possible
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Figure 2.5: Stratigraphic chart of Jequitinhonha Basin. (Source: ANP (2013))
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to create false structures that hinder petroleum system characterization.

The nomenclature of a petroleum system includes the designation of source rock, followed by

the main reservoir rock and, finally, the symbol expressing the level of certainty. If the level

of certainty is high, the petroleum system is called known and is indicated by the symbol (!).

In a hypothetical petroleum system (.) geochemical information identifies a source rock, but

no geochemical match exits between the source rock and the petroleum accumulation. When

the presence of the source rock or petroleum is only based on the geological and geophysical

evidence, this system is called speculative and receives the symbol (?).

In the basin under study, the petroleum system Regência - Mariricu (!) is responsible, for

all occurrences of hydrocarbons (DPC and Assoc.; 2000). The only significant occurrence,

related to this petroleum system, was discovered by well 1-BAS-37. Moreover, few evidences

of oil were located in wells at the southern portion of the basin.

2.4.1 Source Rock

The source rocks are contained in Regência Formation (Albian-Cenomanian) and include

shales rich in organic matter, deposited in anoxic marine carbonate. These rocks contain

traces of Total Organic Carbon (TOC) varying from 2% to 5%, and a satisfactory potential

of hydrocarbon generation with an average of 7 mgHC/g rock (Gaglione et al.; 1987). In the

source rock, the dominant kerogen is of type II, shown by the hydrogen index (HI) ranging

from 500 to 600 mgHC/GCOT. This hydrogen index is obtained from the ratio between the

hydrogen and TOC. Marine source rocks are also found in Mariricu (Aptian) and Urucutuca

(Cenomanian-Turonian) Formations, but it was recognized that both are poor in organic

matter (DPC and Assoc.; 2000).

2.4.2 Seal, Trap and Reservoir Rock

The rocks that represent the reservoirs for oil are formed by Regência Formation, this For-

mation is from Aptian age and it is composed by fluvial deposits of the siliciclastic member

Mucuri (Mariricu Formation). The seal is composed by the evaporitic rocks of the Itaúnas

Member from Aptian age. The traps are essentially structural and the reservoirs are sealed

by evaporites (DPC and Assoc.; 2000).

2.4.3 Generation and Migration

The study of the reflectance of vitrinite made by Gaglione et al. (1987) in several wells of

Jequitinhonha Basin indicated, that the top of the oil window ranges from 1000 to 1500 meters

on the onshore part (proximal) and lies above 3000 meters in the ocean part or (distal). From

this analysis, the shales of Regência Formation are immature in virtually every platform area,
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getting mature only in talud and deep oceanic regions. Possible migration path ways would

be through the main normal faults and direct contacts with the carrier rocks of Mariricu

Formation (DPC and Assoc.; 2000).
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3.1 Acquisition Parameters and Processing Layout

The seismic reflection line 214-2660 is part of a 2D marine seismic acquisition. It was acquired

by Petrobrás in 1985 along a NE direction over the Jequitinhonha basin. Table 3.1 gives a

summary of the main acquisition parameters. In the line 214-2660 the length of streamer and

the time sample rate is 2.975 km and 4 ms respectively. As can be seen, these parameters

correspond to an old line. Generally, in modern marine data acquisition the time sample rate

is 1 or 2 ms and the length of a streamer is about 6 to 12 km. Typically, in modern acquisition

the receiver group spacing is 6.25 m with 1024 receivers or 12.5 m with 512 receivers.

Five zero-offset (ZO) stacked sections were generated and studied in this thesis. One repre-

sents conventional CMP stacking and the other four, were generated applying the multi-step

common-Reflection-surface (CRS) stacking method. The same pre-processed data were used

as input to the CMP and CRS methods. The seismic pre-processing steps were: segy-input,

geometry, trace editing, spherical divergence corrections, minimum phase spiking deconvolu-

tion, time-variant spectral whitening and zero-phase ormsby bandpass filter, as depicted on

the processing flowchart (Figure 3.1).

3.2 SEG-Y Format

The data format that we generally use to store seismic recordings is SEG Y, which is a format

defined by the Society of Exploration Geophysicists (SEG), according to Norris and Faichney

(2002). This format is structured in different headers and its main headers are as follows:

• Textual File Header: The SEG Y data format contains an ASCII description of the

seismic data of 40 lines, located at the first 3200-byte. This description contains in-

formation about, as example, the year of acquisition, the name of the line and other

technical issues as measurement system, source, pattern, among others.

• 400-byte Binary File Header: Contains crucial values or information for the processing

of seismic data particularly the sampling interval and trace length. Its binary values

affect the whole SEG Y file.

11
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Figure 3.1: Processing flowchart. In gray is shown the processing sequence carried out to
obtain the CMP stacked section.
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Table 3.1: Marine data: acquisition geometry of line 214-2660

Acquisition Parameters Values

Seismic line 214-2660

Acquisition type end-on

Minimum offset 150 m

Maximum offset 3125 m

Number of shots 1577

Source spacing 25 m

Receivers per shot 120

Receiver group spacing 25 m

Recording time 7 s

Time sample rate 4 ms

CMP spacing 12.5 m

Maximum CMP fold 60

• Trace Header: Information of trace attributes needed to process or identify the trace,

as example, the number of samples and the field geometry, are contained in the SEG

Y trace header.

• Trace Data: In the SEG Y structure each Trace Header is followed by Trace Data.

Moreover, the seismic data is organized into ensembles of traces or series of stacked

traces.

The 2D seismic reflection data of Jequitinhonha basin were recorded in SEG Y format by

Petrobrás. These data were imported to the seismic processing package ProMAX, which

is used to make the conventional processing of line 214-2660. Inside ProMAX, data are

converted from SEG Y to an internal processing format.

3.3 Field Geometry

To incorporate field geometry in the seismic data is an important step that requires close

attention. Based on survey information, the coordinates of receivers and sources are assigned

to all traces and used in the next steps of processing. One objective of introducing the field

geometry into the trace header is to make it possible to efficiently sort the traces in CMP

families or other types of configurations as common offset. If we do not do the geometry

update correctly, many problems may appear in the seismic processing to follow.

Using the ProMAX software and its geometry assignment option, see Figure 3.2, the survey

information was uploaded for line 214-2660. This was done by completing the following

tables: Setup, Auto-2D, Sources, Patterns and Bin.
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Figure 3.2: Screenshot of menu bar to build the 2D marine geometry.

3.3.1 Setup Table

In this table (see, Figure 3.3), we fill in the information from the observer’s log, as example,

receiver station interval, source station interval, survey azimuth, the number of the first and

last live station, the source type, among other parameters.

Figure 3.3: Screenshot of the setup table used to build the 2D marine geometry.
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3.3.2 Auto-2D Table

The Auto Marine 2D Geometry spreadsheet editor (see Figure 3.4), automatically generates

the Source and Pattern tables or spreadsheet.

Figure 3.4: Screenshot of the Auto Marine 2D Geometry spreadsheet editor used to build
the 2D marine geometry.
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3.3.3 Source Table

We must fill this table (see Figure 3.5), with the X, Y and Z coordinates, the station number,

and the FFID number for each shot taking into account the observers report.

Figure 3.5: Screenshot of the Source Table used to build the 2D marine geometry.

3.3.4 Pattern Table

This spreadsheet called PAT Ordered Parameter File (OPF) (Figure 3.6), is used for entering,

importing, or editing the definition of receiver patterns for all shots.

Figure 3.6: Screenshot of the Pattern Table to build the 2D marine geometry.
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3.3.5 Bin Window

This window (Figure 3.7) allows one, to calculate Receiver X and Y coordinates, to enter

binning parameters for midpoints and offsets, to bin the midpoints and offsets, to generate

QC displays of the binned data, and to finalize the database.

Figure 3.7: Screenshot of the bin window used to build the 2D marine geometry.
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3.3.6 CDP Fold

The graph of CDP number vs fold is very important because it shows the number of traces in

each CDP of the section, see Figure 3.8. In case of line 214-2660 we have 60 traces by CDP.

As each shot gather of this seismic line was acquired with the same number of receivers, we

have a constant full fold of 60 in the portion with maximum coverage. Plotting the CDP fold

is another manner to review the geometry. The following formula can be used to calculate

the 2D fold in marine seismic

2D fold =
N ×∆g

2×∆s
=

120× 25m

2× 25m
= 60 (3.1)

where, N is the number of channels, ∆g is the group interval and ∆s is the source interval.
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Figure 3.8: Plot of the CDP fold of line 214-2660
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3.4 Trace Editing

The trace editing must be done before or after the geometry assignment and the geophysicist

must pay close attention to not remove traces containing information. If we do not make

trace editing, the quality of the results in the following steps can be affected. During this

step we make a quality control of the seismic data, in order to, avoid propagation of mistakes.

Therefore, noisy traces and sources are automatically and/or visually detected in the shot

domain and removed. This is done without deteriorating the seismic data with the purpose

to obtain better stacked or migrated sections.

Seismic traces that contain different kind of noise may degrade the result of deconvolution

or migration. Random noise, for example, can reduce the effectiveness of the deconvolution,

because the noise can cause a bias in the autocorrelation function of the trace. Also, clustered

random noise can be spread in the seismic section by the migration operator.

In this work, the 979 shots used in the processing were reviewed one by one in order to

identify noisy traces. After loading the geometry into the seismic data, the trace editing was

done in common shot domain. The main traces edited in a seismogram are: traces with low

signal to noise ratio, traces without signal or zero amplitude due to problems in hydrophone.

Figure 3.9 shows different wave types and it is used to illustrate the procedure of trace

editing. It represents a common shot gather (FFID 637) of line 214-2660. From all common

shot gathers the mono-frequency traces located in channels 12, 56, 59 and 82 were removed.

These bad traces contained a frequency of approximately 60 Hz. This frequency is due to the

electrical current present in the acquisition system. The direct wave and the refracted wave

signal were also removed for the complete marine line.

After trace-editing (see Figure 3.10), the mono-frequency traces have now been removed.

Also, spikes present in some common shot gathers have been removed by interpolation of

adjacent samples and in the same way, bursts of noise have been replaced with interpolated

trace segments from adjacent traces. Linear coherent noise represented by the direct wave,

was removed after application of a top mute function as illustrated in Figure 3.11, (in the

same way, the guided or refracted wave was removed mainly present, in gathers close to the

onshore).

Using the Fourier Transform a time domain signal is transformed to the frequency domain

where it is equivalent to an Amplitude Spectrum and a Phase Spectrum. The Figure 3.12

was created with the ProMAX routine called Interactive Spectral Analysis. It uses Fourier

Transforms to compute the average power spectrum (top right), the F-X power spectrum

(bottom left), and the average phase spectrum (bottom right) of an interactively selected

subset of the data (top left) that corresponds to the shot 787. It is a tool that help us

to decide, as example, what are the best parameters to apply in deconvolution as will be

explained later.



3.4. Trace Editing 21

Figure 3.9: Common shot gather before trace editing. We can see the mono-frequency traces
located in the channels 12, 56, 59 and 82.
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Figure 3.10: Common shot gather after trace editing. The mono-frequency traces have been
killed.
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Figure 3.11: Common shot gather after trace editing. Direct wave and guided wave have
been removed after the application of top mute.
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Figure 3.12: Spectral analysis of the raw data

3.5 Amplitude Correction

In seismic pre-processing we try to correct the amplitudes of the field record registered by

each hydrophone for various effects. A field record generated by a single shot represents a

series of reflections. As the earth filters a propagating wavefield, the field record will contain

decaying amplitudes with increasing propagation times as well as frequency absorption. Am-

plitude attenuation and frequency absorption are thus two undesirable effects causing loss of

energy during propagation in the earth. The main causes of these two effects are geomet-

rical spreading (spherical divergence), intrinsic attenuation or absorption and transmission

losses. In this thesis work only geometrical spreading was corrected for, since this correction

seemed to be enough to give good quality data. Theory related to intrinsic attenuation and

transmission losses can be found in (e. g., Yilmaz; 2001). A brief description of geometrical

spreading is presented below:

1. Geometrical spreading (spherical divergence): The energy of the illuminating wavefield

is distributed over larger areas during propagation. If the medium is homogeneous,

energy density decays as

ρ ∝
1

r2
, (3.2)
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where, ρ is the energy density per unity of surface, ∝ means proportional to and r is

the radius of wavefront. This is equivalent to that the same quantity of energy must

be distributed over a larger spherical surface with radius r and area 4πr2. As the wave

amplitude H is proportional to the square root of energy density; it decays as 1/r

H ∝

(

1

r2

)1/2

, (3.3)

where, r is the radius of wavefront.

In a stratified medium the losses are larger, compared to a homogeneous medium.

The amplitude attenuation can be described approximately by 1/ [v2(t) · t] (Newman;

1973), where, t is the two way traveltime and v (t) is the rms velocity of the primary

reflections averaged over a survey area. Therefore, the gain function for geometric

spreading compensation is defined by

g(t) = v2(t) · t, (3.4)

True Amplitude Recovery is a tool of ProMAX used to compensate for loss of amplitude due

to wavefront spreading and attenuation. In recovering the amplitude, different combinations

between spherical divergence and inelastic attenuation were tested. The best result was

obtained taking only into account the spherical divergence correction.

Including compensation for inelastic attenuation, made, the amplitude level only balanced at

middle and late traveltimes. In Figure 3.13, we can see the effect of amplitude balancing on

traces belonging to common shot gather 637. The amplitude level has now been restored at

all traveltimes.
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Figure 3.13: Geometrical spreading correction.
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3.6 Deconvolution and Filtering

3.6.1 Spiking Deconvolution

Deconvolution, or inverse filtering, is a step in seismic data processing used to recover high

frequencies, attenuate reverberations and short-period multiples and thus improving the tem-

poral resolution of seismic records. It is achieved by removing the negative filtering effects

encountered by seismic waves during their travel through the earth. As we know, an impulse

is expanded by the earth filter into a wavelet and due to reflection and refraction, several

wavelets will be generated. Deconvolution or inverse filtering has been developed, in order

to, partially reversing the effect of the earth filter, in others words, deconvolution tries to

recover the reflectivity series or earth’s impulse response e(t) from the recorded seismogram

x(t) (e. g., Yilmaz; 2001).

The main objective of deconvolution is to compress each recorded wavelet into a shorter

impulse that is optimal for further processing and interpretation.

The complete convolutional trace model is given by

x(t) = w(t) ∗ e(t) + n(t), (3.5)

where x(t) is the filtered output or recorded seismogram, w(t) is the input signal or seismic

wavelet, e(t) is the reflectivity series or earth’s impulse response, n(t) is the random am-

bient noise and ∗ denotes convolution. This convolutional model is based on the following

assumptions:

• Horizontally layered earth model of constant velocity.

• Normal incident plane waves that impinge on layer boundaries without shear contribu-

tion.

• The source waveform does not change as it travels in the subsurface, in other words the

source waveform is stationary.

For the purpose to solve for the unknown e(t) in equation (3.5), we will consider the convo-

lutional trace model given by

x(t) = w(t) ∗ e(t), (3.6)

based on the following assumptions:

• The ambient noise component is zero.

• The source waveform is known and minimum phase.
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The earth’s impulse response e(t) can be estimated if a defined filter operator f(t) is convolved

with the known seismogram x(t) in this manner

e(t) = f(t) ∗ x(t). (3.7)

By substituting equation (3.7) into equation (3.6), we get

x(t) = w(t) ∗ f(t) ∗ x(t). (3.8)

Eliminating x(t) from both sides of the equation, we have:

δ(t) = w(t) ∗ f(t), (3.9)

From equation (3.9), we see that f(t) is the convolution inverse of w(t), namely

f(t) = w−1(t). (3.10)

As can be seen, to recover the reflectivity series e(t) from the recorded seismogram, the

filter operator f(t) must be the mathematical inverse of the seismic wavelet w(t). It can be

accomplished mathematically by using the z-transform,

F (z) =
1

W (z)
. (3.11)

It is noteworthy that the inverse filter converts the recorded seismogram to a series of spikes

that defines the earth’s impulse response. In practice a more accurate way to do pulse

compression is to employ least-squares filtering. This method designs a finite-length filter

under the assumption of minimum error-energy in a least-squares sence. (see, GeoCLASS

(2013)).

Until now, we have assumed that the seismic pulse is known. However, for most cases we do

not know the seismic pulse. Therefore it is necessary to introduce approximations. Typically

they are: the reflectivity series has the properties of white random noise and the source

waveform is causal and minimum phase.

The autocorrelation of the reflectivity series, when it is assumed to have the properties of

white random noise is given as

Urr(Z) = u0, only contribution at zero lag (3.12)

Moreover, from the trace convolutional model it follows:

Uxx(Z) = u0Uss(Z). (3.13)

Hence, the autocorrelation of the seismic trace is a scaled version of the autocorrelation of

the seismic signal.
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According to the application there are different types of deconvolution:

• Spiking Deconvolution: desired output wavelet is a spike. It is also known as whitening

deconvolution because a spike has the amplitude spectrum of white noise (i.e. all

frequency components have the same amplitude).

• Predictive Deconvolution: attempts to remove the effect of multiples and reverbera-

tions.

Several tests of deconvolution were analyzed using operator lengths of 80,160 and 320 ms.

These results are displayed in Figures 3.14, 3.15 and 3.16 respectively. If we analyze each

of the figures, it can be seen that the spiking deconvolution has been more efficient in the

recovery of frequencies, when we used an operator length of 320 ms.

After deconvolution, the traces contain significantly more energy at high frequency. Given

that both the high frequency noise and signal are increased by deconvolution, the data needs

to be subject to bandpass filter. Additionally, frequency spectral whitening of the traces can

be used after deconvolution.

Figure 3.14: Interactive Spectral analysis of shot gather FFID 787 after spiking deconvolution.
The operator length used was 80 ms.
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Figure 3.15: Interactive Spectral analysis of shot gather FFID 787 after spiking deconvolution.
The operator length used was 160 ms.

Figure 3.16: Interactive Spectral analysis of shot gather FFID 787 after spiking deconvolution.
The operator length used was 320 ms.
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3.6.2 Time-Variant Spectral Whitening TVSW

The spectral whitening sometimes called balancing is used to recover high frequency signal

components. It tries to reverse the absorption effect of high frequencies caused by wave

propagation in subsurface. In practice, the idea is to flatten the amplitude spectrum as

depicted in the top right panel of Figure 3.17. Special care must be taken during this

operation. This operation not only tends to sharpen reflectors, it will also sharpen the

noise and make everything more ”spike-like.”, according to Stockwell (2009). The spectral

whitening algorithm operates in the frequency domain. A bandpass filter is part of the

process.

As mentioned above, if we observe the amplitude spectrum in Figure 3.16, which was obtained

only after spiking deconvolution, we can see that the spectrum is almost flat and contains

large amounts of energy at high frequencies. In marine data, to difference of land data is

generally observed a good energy recovery at high frequencies after spiking deconvolution.

For this seismic line is not necessary to apply the TVSW. Because not worsen the final result,

the TVSW was applied in order to show its effect on the data.

Time variant spectral whitening works by applying different gains to individual frequency

bands. The spectral whitening selected will be applied to each input trace. The amount of

whitening can vary as a function of time.

Each trace will be transformed to frequency domain and multiplied by the filter slice spec-

trum, an inverse transform returns the trace to time, and a gain, AGC scalar, is applied to

each narrow bandpass-filtered trace. Both the filtered trace and the filtered trace with the

gain are summed to produce the whitened output trace and an average AGC scalar trace.

The final output trace is divided by the average AGC scalar trace to restore true amplitude.

Figure 3.19 shows a portion of a CMP stacked section of seismic line 214-2660 after application

of time-variant spectral whitening and spiking deconvolution with an operator length of

320 ms. Making the comparison between Figure 3.18 with no spiking deconvolution and

Figure 3.19, it is possible to see that Figure 3.19 contains thinner beds and higher frequencies,

i.e., vertical resolution has been improved.
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Figure 3.17: Spectral analysis after the aplication of TVSW.

Figure 3.18: Selected area of line 214-2660 without spiking deconvolution. Only amplitude
recovery was applied.
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Figure 3.19: Selected area of line 214-2660 with amplitude recovery, spiking deconvolution
and TVSW.

3.6.3 Ormsby Bandpass Filter

Ormsby bandpass filtering is commonly used, its principle consists in removing frequencies

outside a certain band. The interval is limited to a bandwidth of approximately 10 to 70 Hz

because the usable seismic reflection energy falls in this range. Outside this range, seismic

data contain high-frequency ambient noise, and ground roll characterized by low-frequency

noise (if land data). In others words, the objective of a bandpass filter is to remove both low

frequency, as well as high-frequency ambient noise.

Bandpass filtering can be performed before deconvolution to prevent that different kind of

noise associated with low and high frequencies may contaminate the signal autocorrelation.

It also can be performed before the standard velocity analysis to improve the velocity picking.

The passband of a bandpass filter is defined by four frequency values as shown in Figure 3.20.

The filter will take the first frequency as the initial value and will gradually allow frequencies

to pass in the interval between the first and the second frequency; reaching the second

frequency, the filter will pass all components between the second and the third frequency.

Finally, from the third frequency, the amount of frequencies allowed to pass will gradually

begin to decrease up to the fourth (see, Figure 3.20) .
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Figure 3.20: Bandpass filter scheme showing the four key frequencies.

In this work, I used a bandpass filter with the values (8-15-70-80) Hz. Just after the spiking

deconvolution and the Time-Variant Spectral Whitening, this Ormsby Bandpass Filter was

applied to the data (Figure 3.21). The objective of this bandpass filter was to remove both

low frequency, as well as high-frequency ambient noise.

Figure 3.21: Spectral analysis after spiking deconvolution, TVSW and ormsby bandpass filter
have been applied.
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3.7 CMP Sorting and Velocity Analysis

3.7.1 Common Mid-Point (CMP) Sorting

Before the seismic data can be further analyzed, they are resorted in Common-Midpoint

(CMP) gathers. The process of selecting a set of traces is called sorting. The set of traces

sorted for a particular CMP stack is called the CMP gather. The seismic industry and the

literature use the older term common depth point (CDP) interchangeably for CMP.

Seismic data acquisition with multifold coverage is done in shot-receiver (S,G)-domain. The

data is then resorted on a midpoint-offset form, i.e., described by the midpoint-offset (y, h)-

domain. (Note: y = (G + S)/2, h = (G− S)/2).

The example in Figure 3.22(a) illustrates reflection paths for traces on a single seismogram

and reflections points for traces from several seismograms. Observe that for a source at S1,

the interval between the reflections points R1,R2, ...,R8 is one-half the receiver spacing.

Figure 3.22(b) depicts the geometry of a CMP gather in case of a single horizontal reflector.

In this case the gather can also be denoted a CDP gather because reflectors are horizontal and

velocities do not vary horizontally. In this configuration, for isotropic horizontal layers and to

small and intermediate offset values, the NMO velocity is equal to RMS velocity. However,

when dipping reflectors in the subsurface (Figure 3.22(c)), only the term CMP gather should

be used. In practice, when a velocity analysis is carried out, the velocity to be used is the

stacking velocity because of the larger offsets.

3.7.2 Velocity Analysis and the Stacking Velocity Model

In preceding sections I discussed methods to improve the signal of each individual trace.

In the velocity analysis our objective is to determine velocities that can flatten each of the

hyperbolic reflections, so that we can, add the traces and obtain stacked sections with a good

signal to noise ratio (S/N).

As explained in the next section, conventional CMP stacking involves summing the primary

reflections along the calculated moveout curves which best approximate the actual reflection

traveltime curves. For a CMP gather, and small offsets the traveltime curves are approxi-

mated by a hyperbolic formula (Hubral and Krey, 1980):

t2(h, vNMO) = t20 +
4h2

v2NMO

. (3.14)

where t is the time of wave propagation from source to receiver, h is half-offset, t0 is zero-

offset traveltime, and VNMO is the moveout (or NMO) velocity. For a single dipping layer

the NMO velocity is given by
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R1    R2    R3   R4    R5   R6    R7   R8

S1           G1           G2           G3           G4           G5           G6           G7           G8

S2           G1            G2           G3           G4           G5           G6           G7           G8

S3            G1            G2           G3           G4           G5           G6           G7           G8

S4            G1            G2           G3           G4           G5           G6           G7           G8

   

depth

profile

direction

(a) Recording procedure with an eight-channel system to obtain fourfield data. Rows
of points indicate the horizontal positions of reflection points for each spread.

R7

S1            S2            S3           S4  CMP  G1           G3           G5           G7 

depth

profile

direction

(b) Common midpoint gather.

S1           S2           S3           S4          CMP          G1           G3           G5           G7

depth

profile

direction

(c) The common depth point is not achieved in the case of a dipping reflector.

Figure 3.22: Reflection travel paths for seismogram traces to be included in a succession of
CMP gathers.
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VNMO =
V

cosφ
. (3.15)

where V is the medium velocity and φ is the dip angle of the reflector. For several layers

with arbitrary dips the definition of the NMO velocity becomes more complex. It depends

on model parameters such as reflector positions and interval velocities.

On each trace in a CMP gather, the arrival time of the reflection from the same reflector

will be different, due to the different source-receiver offsets of the traces. Because of these

arrival time differences that is called normal move-out (NMO), dynamic time correction or

normal move-out (NMO) correction is applied to shift reflections on all traces to a common

arrival time before the traces can be added. In case of a stratigraphic earth, these arrival

time differences depend on the root-mean-square (RMS) velocity, as well as, on the half-offset

distance as we can see from the traveltime equation

t2(h, vrms) = t20 +
4h2

v2rms

. (3.16)

where t is the time of wave propagation from source position to depth point and back to

receiver position, t0 is zero-offset traveltime, i.e., the traveltime measured for coincident

source and receiver (h = 0), h is half-offset, and vrms is the root-mean-square (RMS) velocity.

The root-mean-square (RMS) velocity is given by

v2rms =
N
∑

i=1

v2i∆τi /

N
∑

i=1

∆τi, (3.17)

in which, vi is the interval velocity of the ith layer and τi is the two-way traveltime of the

reflected ray through the ith layer. The vrms is the effective velocity of a stratigraphic Earth

model.

In order to apply normal move-out corrections we first need to determine the velocities. This

is typically done using an interactive computer program.

Since the earth is not stratigraphic in general, and also since offsets are not small, equa-

tions (3.14) and (3.16) are in practice replaced by equation (3.18). The procedure of search

used for velocity analysis is based on trial-and-error and its objective is to identify reflections

contained in the CMP gathers. A range of velocity values are used to calculate NMO cor-

rections and after that, the NMO corrected traces are stacked. The velocities which produce

the maximum amplitudes of the reflected events in the stack of traces are called stacking

velocities vst. Thus the NMO correction is done by a two parametric equation on the form

t2(h) = t2st +
4h2

v2st
, (3.18)
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Often stacking velocities are assumed to be close to rms velocities and interval velocities can

then be derived using the Dix formula. During the velocity analysis, a velocity spectrum

(Figure 3.23) is produced where NMO corrections are computed for narrow time windows

along the entire trace, and for a range of velocities. Semblance, by means of the power of the

stacked reflected wavelet, is used to assess the suitability of each velocity value. The velocity

function defining the increase of velocity with time for a given CMP is derived by picking the

peaks in the velocity spectrum. The spectrum is represented by contours corresponding to

semblance values, such that contour peaks occur at times corresponding to reflected wavelets,

and at velocities which produce an optimum stacked wavelet.

The velocity analysis was carried out in ProMAX, in which, the search of stacking velocities

was made using semblance or the average absolute value of the data within time-windows for

different test velocities. The highest value plotted on a histogram of time versus velocity is

chosen as an optimal velocity function. This can be observed in Figure 3.23.

Figure 3.23 shows the velocity analysis CMP 600. The semblance not only tends to be

high if an event with good coherency, but also, is sensitive to if traces contribute equally or

not. Consequently, strong events will exhibit high semblance values, weak events will show

moderate semblance values, while, incoherent data have low semblance. Figure 3.24 shows

the semblance analysis after NMO correction of CMP 600.

The velocity analysis was performed for each 100 CMP. Figure 3.25 shows the stacking

velocity model obtained for line 214-2660, constructed by interpolation of the picked velocity

functions.
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Figure 3.23: Velocity analysis of CMP 600. From left to right panel we have: Velocity spectrum (semblance histogram),
plot of CMP analyzed, mini-stacks based on picked velocity-function (yellow curve) and mini-stacks based on constant-
velocity functions
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Figure 3.24: Velocity analysis of CMP 600 after NMO correction. From left to right panel we have: Velocity spectrum
(semblance histogram), plot of CMP analyzed, mini-stacks based on picked velocity-function (yellow curve) and mini-
stacks based on constant-velocity functions
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Figure 3.25: Stacking velocity model constructed from standard velocity analysis using ProMAX. Each velocity analysis
is represented by blue lines spaced every 100 CMP.
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3.8 Stacked Section

3.8.1 CMP stacked section

The procedure for stacking the equivalent zero-offset traces of a CMP gather, is described by

the equation

St =
M
∑

i=1

fi,t(i), (3.19)

where, St is the summation of traces in a CMP family, M is the number of traces in the

CMP-gather, fi,t(i) is the amplitude value for trace i at two-way time t(i).

After applying normal move-out corrections we shift the reflected wavelets to the same arrival

times on the equivalent zero-offset traces. Strong reflected signals on the stacked trace are

produced from the combination of these aligned wavelets.

Coherent noise of refracted wavelets and surface waves show straight alignments on seismo-

grams before the normal move-out corrections. When normal move-out correction is applied,

they are shifted into random positions or along hyperbolic arcs because of straight alignments.

In this case, stacking should attenuate coherent noise as well as other random noise. The

conventional CMP-ZO stacked section of seismic line 214-2660 showed in Figure 3.26 has been

obtained using the seismic processing package ProMAX. A F-K filter poststack (Figure 3.27)

was applied to improved the signal to noise ratio. The polygon specifies a filter as a polygonal

region of the F-K plane. This can be achieved thanks to that coherent linear noise in the

T-X domain can be separated in the F-K domain by their dips. Coherent linear noise types

include guided waves, which often are abundantly present in shallow marine data, ground

roll and noise associated with shallow waterbottom side scatterers (e. g., Yilmaz; 2001). In

Figure 3.28 is depicted the CMP-ZO stacked section after applying F-K filter. We can see

that the events are stronger, clearer and have more continuity. The stacking velocity model

used to construct the CMP stacked section was determined, by means of, standard veloc-

ity analysis. We will see later that the same velocity field will be used as a guide for CRS

parameter estimation.
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Figure 3.26: CMP stacked section belonging to the seismic line 214-2660.
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Figure 3.27: F-K Analysis Display Window. The T-X display is in the upper left, T-K display in the upper right, F-X
display in the lower left, and F-K display in the lower right.
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Figure 3.28: CMP stacked section belonging to the seismic line 214-2660. A F-K filter poststack was applied to improved
the signal to noise ratio.
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4. CONVENTIONAL CRS
PROCESSING

4.1 Review of the Common Reflection Surface (CRS)

Stacking Method

Figure 4.1, shows the seismic processing flow performed to obtain the different CRS stacked

sections analyzed in this chapter. The same pre-processed data was used as in the previous

chapter.

The CRS stack method improves the S/N ratio, making use of the redundancy in seismic

multicoverage data to obtain a stacked simulated zero-offset (ZO) section (2D case) or volume

(3D case), (Duveneck; 2004). For a given reference trace and time sample, (x0, t0), on the

ZO (stacked) volume to be constructed, the CRS method considers the so-called generalized

hyperbolic normal moveout

t2(∆x,h) = (t0 +∆xTa)2 +∆xTB∆x+ hTCh, (4.1)

designed to approximates the traveltimes of reflection rays in the neighborhood (paraxial) of

a reference ZO ray. That ray emerges at the surface point, X0, specified on the measurement

surface (supposed by simplicity as a planar surface) by the 2D-vector x0. The reference and

paraxial rays are assumed to be primary and non-converted (PP) rays. In the above equation,

∆x and h denote, respectively, the midpoint displacement with respect to x0, and half-offset

coordinates of the source and receiver pair, xs and xg in the neighborhood of x0. In symbols,

we have

∆x = xm − x0, xm = (xg + xs)/2 and h = (xg − xs)/2. (4.2)

The 2D-vector parameter, a, and 2×2 parameters B and C are the coefficients of the second-

order Taylor expansion of the square of traveltime, t2(x,h), in the vicinity of (x0, t0). Namely,

we have

a =
∂t

∂xm

, B = t0

(

∂2t

∂xm∂xT
m

)

and C = t0

(

∂2t

∂h∂hT

)

, (4.3)

all derivatives being evaluated at xm = h = 0.

47
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Figure 4.1: Processing flowchart. In gray is shown the processing sequence carried out to
obtain the CRS stacked section.
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The linear coefficient, a, represents the two-component vector slope at (x0, t0) of the ZO

(stacked) traveltime surface to be constructed. It is related to the azimuth, α0, and emergence

angle, β0, of the reference, ZO ray at its arrival point, X0, at the surface. More specifically,

we have

a =
2 sin β0

v0

(

cosα0

sinα0

)

, (4.4)

where v0 is the medium (near-surface) phase velocity at X0. Moreover, the second-order

coefficients, B and C are 2 × 2 Hessian matrices, related to the curvature at (x0, t0) of the

ZO (stacked) traveltime to be constructed. As described in Duveneck (2004), the parameters

B and C can be interpreted in terms of wavefront curvature matrices, KN and KNIP , of

the so-called Normal (N) and Normal-Incident- Point (NIP) waves (Figure 4.2). The normal-

incidence-point, NIP, represents the point where the reference ZO ray hits the reflector. As

explained in Iversen (2006), it is useful to interpret the N- and NIP-waves as related to the

reference normal ray, which is the reflection leg of the reference ZO ray. In other words, the

reference normal way is the one that starts at the NIP, with slowness vector normal to the

reflector and progresses to the surface where it emerges at the point X0. The N-wave is then

the one that starts at the NIP with identical curvature as the reflector and progresses along

the reference normal way to the surface, arriving at X0 with curvature matrix KN . On the

other hand, the NIP-wave is the one that starts at the NIP as a point source, progresses along

the reference normal ray, arriving at X0 with curvature matrix, KNIP . More specifically, we

have the relations

B =
2t0
v0

HTKNH and C =
2t0
v0

HTKNIPH, (4.5)

in which H represents the transformation matrix

H =

(

cosα0 cos β0 − sinα0

sinα0 cos β0 cosα0

)

. (4.6)

In the case of single line seismic data acquisition and 2D propagation, the vectors h and xm

reduce to scalars h and xm. Moreover, the traveltime formula (4.1) the simplifies to

t2 (∆x, h) = (t0 + a∆x)2 +B (∆x)2 + Ch2, (4.7)

with

a =
2 sin β0

v0
, B =

2t0 cos
2 β0

v0
KN and C =

2t0 cos
2 β0

v0
KNIP . (4.8)

in which v0 and β0 are as previously.

It is also convenient to write the B and C parameters as

|B| =
4

v2PST

and |C| =
4

v2NMO

. (4.9)
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Figure 4.2: (a) NIP wave and the associated radius of curvature. (b) The N wave and the
associated radius of curvature.

Coefficient C is related to the NMO-velocity vNMO. Coefficient B on the other hand, has an

analogous expression using the quantity vPST , the post-stack velocity.

The 3D CRS operator (4.1), depends on eight independent parameters: the horizontal slow-

ness (the two components of the vector, a) and six independent components of the symmetric

2 × 2 matrices, B and C, containing second traveltime derivatives with respect to the mid-

point and offset coordinates, respectively. In the 2D case of equation (4.7), the number of

parameters reduces to three. All parameters are determined by means of coherence analysis

similar to conventional stacking velocity analysis. For each of these parameters, the results

can be displayed as a 3D volume, similar to the ZO (stack) volume.

4.1.1 Estimation of CRS parameters

To obtain stacked sections using equation (4.7), the CRS parameters must be estimated.

To do it, the implementation of Mann (2002), based on three independent one-parameter

searches is used in this thesis. In the (2D case), with the generation of an automatic CMP

stack section, the parameters a, B and C are estimated step by step.
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CMP domain

By setting ∆x to zero in equation (4.7) transforms the CRS stacking surface to the special

case of a CMP gather:

t2CMP (∆x = 0, h) = t20 + Ch2, (4.10)

As can be seen, equation (4.10) has the same form as the standard CMP formula in equa-

tion (3.14). Parameter C is now determined automatically for each time sample by picking

highest coherencies (i.e. automatic type of velocity analysis).

ZO domain and CRS parameter search

In the second step, the CRS stack performs a parameter search using the zero-offset ap-

proximation of the CRS traveltime formula. Setting the half-offset h to zero, equation (4.7)

reduces to

t2 (∆x, h = 0) = (t0 + a∆x)2 +B (∆x)2 , (4.11)

where in this traveltime formula, the parameters a and B related with β0 and KN are un-

known. In the short-offset approximation, we set KN = 0 (Müller; 1999). Geometrically this

means, that N waves are assumed locally planar for small apertures, and equation (4.11) can

be further simplified to yield a one-parametric equation

t (∆x, h = 0) = (t0 + a∆x) . (4.12)

This equation depends only on the unknown parameter a related with the angle of emergence

β0. By means of equation (4.12), an initial angle of emergence is determined for every ZO

time sample. In the same way as the automatic velocity scan, a discrete number of angles of

emergence are tested.

After vNMO (C) and β0 (a) are estimated, the KNIP is defined from C through equation (4.8)

KNIP =
Cv0

2t0 cos2 β0

. (4.13)

The attribute KN (B) can be estimated using equation (4.11) because the parameters β0 and

KNIP are now known. It is neccesary to test a range of values and use coherency measure to

select optimal values.

The kinematic wavefield attributes β0, KNIP and KN are provided by the search algorithm

for every ZO time sample. Each triplet defines a CRS stacking surface in the (∆x, h, t)

domain. The initial CRS stacked section is obtained by summing the prestack data along

these surfaces and assigning the result to the respective ZO time sample.
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4.2 CRS Stack with Automatic Search

4.2.1 Stacking Velocity Model and CRS Stacked Section

In this section the velocity model obtained from the C parameter using equation (4.9) is

shown. Figure 4.3, shows this stacking velocity model. The C parameter employed has been

obtained using automatic search and the multi-step CRS method as proposed by Müller

(2003).

Note that opposed to the conventional velocity analysis, the velocity is now estimated for

each trace sample. Figure 4.5 shows the corresponding stacked section.

4.3 CRS Stack with Guided Search

4.3.1 Stacking Velocity Model and CRS Stacked Section

The stacking velocity model depicted in Figure 4.4, has been obtained using the conventional

velocity field (see Figure 3.25) as a guide to constrain the parametric search of C. The

velocity field determined from this strategy is shown in Figure 4.4. Comparison between

Figure 4.3 and Figure 4.4 shows that the latter velocity field is to be preferred (the velocity

field in Figure 4.3 contains velocity distortions due to the strong water bottom multiples that

can be seen between CMPs 400 and 800, from 4s and below). The stacked section obtained

with these improved velocities is show in Figure 4.6.
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Figure 4.3: Stacking velocity model obtained from the conversion of C parameter using equation (4.9). The C parameter
was obtained with automatic search.
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Figure 4.4: Stacking velocity model obtained from conversion of guided C parameter.
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Figure 4.5: CRS stacked section without smoothed β0 and KNIP attributes. These attributes were obtained with
automatic search.
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Figure 4.6: CRS stacked section obtained using the stacking velocity model as a restriction to search the C parameter.
The velocity model used as a guide was constructed by standard velocity analysis.



5. SMOOTHING OF CRS
PARAMETERS

5.1 Formulation

In this thesis a methodology of random-noise attenuation based on smoothening of the CRS

parameters is investigated. The CRS parameters are, in an independent way, estimated at

each sample of the stacked volume to be constructed. Due to noise in the data and also to

the numerics of the search procedures, the resulting parameters suffer from fluctuations along

reflection events, as well as non-physical values (outliers) at points of no event. In this way,

a stable parameter estimation might not be possible for every ZO location. Moreover, the

CRS parameters are generally determined by means of partial, one-parameter searches within

subsets of the data (Mann et al.; 1999). As a consequence, these searches most often fail to

detect the global coherency maximum for the entire CRS operator. Such inherent shortcoming

of the search procedures, most often leads to outliers in the determined attributes, Duveneck

(2004). The fluctuations and outliers may have adverse effects in the stack result, and on

processes such as velocity estimations which depend on the CRS parameters. In summary,

removing the best we can these unwanted outliers and fluctuations is a sensible thing to do.

The presented methodology of smoothing the CRS parameters is justified by the following

two reasons: (a) The first- and second-order spatial traveltime derivatives which define the

CRS stacking operator remain locally constant along the wavelet and (b) From the paraxial

ray theory, it is expected that these spatial traveltime derivatives should vary smoothly along

a reflection event. All deviations from that expected behavior may be due to noise in the

seismic data, as well as from shortcomings of the search strategy.

5.1.1 Smoothing Window

The smoothing algorithm applied here have been proposed, in the 2D and 3D cases, by

Mann and Duveneck (2004) and by Klüver and Mann (2005) respectively. In both cases the

algorithm consists of constructing, for each point on the ZO (stacked) volume, taken as a

candidate of a reflection, a space-time window aligned to that reflection event within the ZO

57
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stacked data volume. Once the window is constructed, local statistics (median filtering and

averaging based on stack coherency and amplitudes) is applied to the set of ZO points inside

the window, with the aim of returning meaningful CRS parameter values to be assigned

at the window center point. In the spatial directions, the window should not exceed the

first projected Fresnel zone. In order not to mix the time information related to other

coherent events, or valuable information with noise, the window should not be larger than

the considered event wavelet. Finally, to stay inside the (candidate) reflection event, the

window is tilted according to the slope of that event in the stacked section (2D case) or

volume (3D case). The window slope is calculated from the angular CRS parameters at the

window center from

a =
∂t

∂xm

=
2 sin β0

v0
, (5.1)

which have been estimated by the CRS stack method (2D case). The following steps are

performed for every sample in the ZO (stacked) section and CRS parameter, in order to

handle fluctuations as well as outliers:

1. Centered on the considered ZO sample, define a smoothing window with a temporal

width of nt samples and a spatial width of nx traces (Figure 5.2).

2. Using the slope information (linear CRS parameters) at the central ZO sample given

by equation (5.1), orient the window along the event, in order to frame the reflection

event (Figures 5.3 and 5.4).

3. Reject samples below a user-defined coherence threshold in the constructed window

(Figures 5.5).

4. With respect to the central ZO sample, reject all samples in the window with dip

difference θ beyond a user-defined threshold (Figure 5.5).

5. Apply a median filter to remove outliers and averaging around the median to remove

fluctuations (separately for each attribute type).

6. Assign the result to the corresponding ZO central sample. If there are no remaining

parameters, use the original values of the central ZO sample (Figure 5.6).

7. Repeat the procedure for each sample in the ZO section.

The Median Filter is an effective method that can suppress isolated noise. Specifically, the

median filter replaces a sample by the median of all samples in the neighborhood. For

example: a median is the middle point of an ascending-value sequence (Figure 5.1)
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Figure 5.1: Figure showing the results of a signal ordered by a median filter of size five. Top:
Five samples are enclosed in the red ellipse. The sample with non-physical value (outlier) is
represented in green. Bottom: The outlier is sorted on one side of the window. The middle
point (fuchsia) of the ascending-value sequence is chosen.

Median = value of

{

n+ 1

2

}

th item term, (5.2)

n correspond to the sample number, thus,

(5, 100, 6, 3, 4, 7, 10), (5.3)

when ordered, becomes

(3, 4, 5, 6, 7, 10, 100). (5.4)

The median is 6.

An appropriate smoothing algorithm should, in principle yield physically meaningful attribute

values without destroying any relevant information, see Duveneck (2004). Only samples on

the same reflection event are considered for each smoothed attribute value. There is no

mixing of intersecting events due to difference of slopes in different events, conflicting dip

situations need no action and do not lead to wrong results. In this case, the attributes of

each event will be smoothed separately.
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Figure 5.2: Centered on the considered ZO sample, define a smoothing window with a tem-
poral width of nt samples and a spatial width of nx traces.

Figure 5.3: Using the slope information (linear CRS parameters) at the central ZO sample,
orient the window along the event, in order to frame the reflection event.



5.1. Formulation 61

Figure 5.4: Select all samples in window with respect to the central ZO sample.

Figure 5.5: Reject samples of coherence and dip difference θ beyond a user-defined threshold,
in the constructed window.
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Figure 5.6: If there are no remaining parameters, use the original values of the central ZO
sample. Repeat the procedure for each sample in the ZO section.

5.1.2 Central ZO sample for different cases

For a better understanding, each case was summarized in table 5.1.2 to 5.1.2. The symbols

< and > used in each table mean that, the attribute values within the smoothing window

are below or above, respectively, of our desired threshold. In all cases, it is assumed that

the values for the central ZO sample of KNIP are very high compared to physical values and

are not real. On the other hand, the values of KNIP are physical values for the remaining

ZO samples in the window. It is worth remembering that θ is the difference of inclination of

the other samples with respect to the central ZO sample and a high value corresponds to an

other event.

When the central ZO sample of the smoothing window is in a region of the ZO section that

has low signal to noise ratio, and its coherence is low or is below the desired range, the

central sample will not be taken into account. A low coherence indicates that the kinematic

wavefield attributes are unreliable or that the considered zero-offset sample is not located on

a reflection event, see Duveneck (2004). In the same way samples adjacent to the central

ZO sample belonging to the same smoothing window will not be taken into account if their

coherence are low. In this case the original value is preserved.

Table 5.1: It will leave the original value because only the central sample is selected.

Values Coherence θ Chosen

Central ZO Sample > Yes

Remaining ZO Samples >
>

Not
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Table 5.2: It will leave the original value because no sample is selected.

Values Coherence θ Chosen

Central ZO Sample < Not

Remaining ZO Samples <
>

Not

Table 5.3: It will leave the original value because no sample is selected.

Values Coherence θ Chosen

Central ZO Sample < Not

Remaining ZO Samples <
<

Not

Table 5.4: It will leave the original value because only the central sample is selected.

Values Coherence θ Chosen

Central ZO Sample > Yes

Remaining ZO Samples <
>

Not

Table 5.5: It will leave the original value because no sample is selected.

Values Coherence θ Chosen

Central ZO Sample < Not

Remaining ZO Samples >
>

Not

Table 5.6: It will leave the original value because only the central sample is selected.

Values Coherence θ Chosen

Central ZO Sample > Yes

Remaining ZO Samples <
<

Not

Table 5.7: It will work with the value of samples adjacent to the central sample, because the central

sample has low coherence value.

Values Coherence θ Chosen

Central ZO Sample < Not

Remaining ZO Samples >
<

Yes
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Table 5.8: All samples will be considered except the central ZO sample of the attribute KNIP . As

mentioned initially, it is assumed that the values of KNIP are not real for the central ZO sample,

and for this reason, they are removed by the Median Filter.

Values Coherence θ Chosen

Central ZO Sample > Yes

Remaining ZO Samples >
<

Yes

5.2 Synthetic Data Test of Smoothed Parameters

In order to test the methodology of random-noise attenuation based on smoothing of the

CRS parameters, I applied it to a synthetic marine dataset.

The synthetic data set was obtained by ray-tracing in the elastic isotropic model depicted in

Figure 5.7. This geological model contains a reverse fault with an angle of 45◦ located in the

central part of the model, with a few horizontal layers at both sides of the fault. The velocity

field varies from 1500 to 3700 m/s, see Figure 5.8. The acquisition set up is that of a 2.5D

model. Namely, the model is homogeneous in the y-direction (cross line), acquisition line

is along the horizontal, x-direction (in-line). The acquisition geometry comprises 370 shots

spaced every 40 m and 240 receivers per shot spaced every 20 m. The sampling rate is 4

ms. Random noise was added to the data with a S/N ratio of 1/100 of the largest amplitude

found in the trace. Other type of noise, slash noise was added to simulate the effects of

instrument problems or electrical discharges, and occur across a range of 60 traces per shot

at times from 1.5 and 4.5 seconds.

The effect of the smoothing of the parameters, β0 and KNIP can be evaluated by means of

the stacked sections shown in the next figures. In Figure 5.9(a) no attribute smoothing has

been applied, while Figure 5.9(b) shows the stacked result with smoothed attributes and a

clearer definition of the reflectors.

In this example, a smoothing window with a temporal extension of nt = 2 samples and a

spatial extension of nx = 3 traces was employed. The coherence threshold was 0.005 and the

maximum angle deviation allowed was ∆θ = 2◦. The stacked result after attribute smoothing

presents a significant improvement. We can see a better definition of the reflectors in the

whole section, besides the amplitude of the signal corresponding to the random noise has

decreased around the reflectors. When the central ZO sample of the smoothing window

is located on parts only of noise that have low coherence and these values are below the

user-defined threshold, the original value is not modified.
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Figure 5.7: 2.5D model used to generate the synthetic data. Acquisition line is highlighted
in black.

5.3 CRS Stack of Marine Data with Automatic Search

and Smoothed Parameters

The seismic processing flowchart carried out to obtain the different CRS stacked sections

discussed in this chapter is depicted in Figure 5.10. As in the previous chapters the same

pre-processed data was used.

We return again to the marine field data and apply now the smoothening technique. To

obtain the smoothed KNIP and β0 attributes, a smoothing window has been applied with

a temporal extension of nt = 11 samples and a spatial extension of nx = 11 traces. The

coherence threshold was 0.005 and the maximum angle deviation allowed was ∆ = 2◦. The

smoothing process was applied four times until an optimal result was achieved. The stack

result due to parameter smoothing presents a significant improvement.

5.3.1 Stacking Velocity Model and CRS Stacked Section

The only difference between the stacking velocity model in Figure 5.11, with respect to, the

velocity model in Figure 4.3, is that C parameter has been smoothed.
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Figure 5.8: Velocity profile of the synthetic model.

Figure 5.13 shows the corresponding stacked section.

5.4 CRS Stack of Marine Data with Guided Search and

Smoothed Parameters

5.4.1 Stacking Velocity Model and CRS Stacked Section

Figure 5.12 has been obtained employing the smoothed C parameter in combination with a

velocity guide model (Figure 3.25).

Comparing the velocity models in Figure 4.3 and Figure 5.12 we can see, that the first one

gives more inconsistent values than the second. As example, between the CMPs 400 to

800 after 4 seconds velocity values of 1500 m/s (represented in blue color) are irregularly

distributed without relation to litological units but caused by waterbottom multiples.

Thus like before, velocity models obtained using a velocity guide are more stable. In addition,

the velocity model depicted in Figure 5.12 contains less distorted velocity values, compared

with the result of Figure 4.4.

Finally, Figure 5.14 shows the corresponding stacked section obtained. It can be seen that

the multi-step CRS stacked section (Figure 4.5) presents a significant improvement in S/N

ratio, with respect to, the CMP stacked section (Figure 3.26).

A comparison between the CRS stacked sections not using the stacking velocity model as

a guide, i.e., Figure 4.5 and Figure 5.13, shows that Figure 5.13 which is stacked using the

smoothed KNIP attribute has a better attenuation of random noise.
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Regarding the ZO stacked sections obtained using a stacking velocity model as a guide, i.e.,

Figure 4.6 and Figure 5.14, the section with the best S/N ratio is the one in Figure 5.14.

The two stacked sections are very similar, however a small difference related to random noise

attenuation is observed.
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(a) CRS stack result, without smoothed β0 and KNIP sections.

(b) CRS stack result, with smoothed β0 and KNIP sections.

Figure 5.9: Synthetic marine data set.
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Figure 5.10: Processing flowchart. In gray is shown the processing sequence carried out to
obtain the CRS stacked section based on smoothed attributes.
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Figure 5.11: Stacking velocity model obtained from conversion of smoothed C parameter using the equation (4.9).



5.4.
C
R
S
S
tack

of
M
arin

e
D
ata

w
ith

G
u
id
ed

S
earch

an
d
S
m
o
oth

ed
P
aram

eters
71

Figure 5.12: Stacking velocity model obtained from conversion of smoothed guided C parameter.
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Figure 5.13: CRS stacked section created with smoothed β0 and KNIP attributes.
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Figure 5.14: CRS stacked section generated using the smoothed β0 and KNIP attributes and the stacking velocity model
as a restriction to search the C parameter. This velocity model was constructed in standard velocity analysis.
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6. MIGRATION

On a seismic stacked section, the reflection point is located vertically below, only if the

reflector is horizontal. If the reflector has a component of dip along the survey line, the

reflection point is displaced in the up-dip direction; if the reflector has a component of dip

across the survey line, the reflection point is displaced out of the plane of the section.

According to Sheriff (2002), ”Migration is an inversion operation involving rearrangement

of seismic information elements so that reflections and diffractions are plotted at their true

locations.” If an integral type of migration is used, its principle is to sum energy along the

diffraction curve or scattering traveltime for a given point difractor and place it at the apex

(Figure 6.1).

The objective of migration is to position more correctly the reflection events. Migration im-

proves seismic interpretation because the corrected locations of the various geological struc-

tures. It also improves the resolution of seismic sections because diffractions patterns pro-

duced by point reflectors and faulted beds are collapsed. Time is still the vertical dimension

in case of time migration, but in depth migration, by means of an appropriate velocity model,

the migrated section gives directly the reflector depths.

6.1 Review of Kirchhoff Migration

In Kirchhoff migration acccording to Bancroft (2007), for every migrated sample, energy is

summed along the diffraction, or hyperbolic paths, on the input section. The summed value

becomes the amplitude value at the output location. Additional scaling and filtering may be

required.

Following the principle of Huygens, reflectors in the subsurface can be visualized as being

made up of many points that act as secondary sources. Superposition of many hyperbolic

traveltime responses represents a zero-offset section and the diffraction hyperbolas generated

by the discontinuities, for example faults along the reflector, often stand out.

In a stratigraphic model (time migration), the migration equation will take the form

75
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(a) Point Difractor. (b) Scattering traveltime curve.

Figure 6.1: Scattering traveltime curve from a fixed depth point, used to explain the Post-
stack migration. Source: GeoCLASS (2013)

R(x0, τ) =

∫

cosϕ

2π
√

(1/2)πc2rms(τ)
√

τ 2 + 4(x− x0)2/c2rms(τ)
·d
(

x,
√

τ 2 + 4(x− x0)2/c2rms(τ), 0
)

dx

(6.1)

where, R is the reflectivity, x0 is the horizontal spatial axis of output image, x is the horizontal

spatial axis of input image, τ is the event time in the migrated position, and crms is the rms-

velocities.

cosϕ =
τ

√

τ 2 + 4(x− x0)2/c2rms(τ)
(6.2)

In order handle a locally horizontally layered earth model, Kirchhoff migration uses a smoothed

version of rms-velocities obtained from the velocity analysis.

6.2 Geometrical Distortion

On a seismic stacked section, the reflection point is located beneath the mid-point in a CMP

gather, only if the reflector is horizontal. If the reflector has a component of dip along the

survey line, the reflection point is displaced in the up-dip direction; if the reflector has a

component of dip across the survey line, the reflection point is displaced out of the plane of

the section. In a homogeneous medium of constant seismic velocity, the seismic reflection
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Figure 6.2: (Left) Geological model of a planar-dipping reflector surface. (Right) Associated
record surface derived from a non-migrated seismic section (Zero-offset section). Source:
GeoCLASS (2013).

point is located on a semi-circle centered on the source-receiver position that has a radius

that depends on the traveltime.

6.2.1 Dipping Reflector

For a zero-offset measurement, the reflections coming from a dipping reflector travel perpen-

dicular to the dipping interface. However, they are plotted in a stacked section as if they

have traveled perpendicular to the surface, i.e. for the source-receiver pair in zero-offset dis-

tance located in a CMP, the position of the seismic reflection point in subsurface is displaced

relative the vertical below the CMP. It is not possible to relate the positions in time and

depth of a reflection point by simple vertical stretching. This is why the image of a dipping

reflector obtains a wrong dip in the stacked section. For the case of a constant velocity model

above the reflector, the image on the stacked section is also dipping, however with the dip

angle different of the subsurface dip angle (Figure 6.2).

6.2.2 Syncline

The syncline is represented by a valley in stratified rocks in which the rocks dip toward

a central depression. In a seismic stacked section it produces an effect called ”bow-tie”

(Figure 6.3).

6.2.3 Point Difractor

In a homogeneous medium, point difractors produced by faults or other geological structures,

appear in a stacked section as a diffraction hyperbola (Figure 6.4). This hyperbola represent
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Figure 6.3: (Left) A synclinal feature. (Right) A ’bow-tie’ shape on the non-migrated seismic
section, resulting of the reflection event. Source: GeoCLASS (2013).

Figure 6.4: (Left) Reflections paths from a point difractor. (Right) Difraction curve generated
by the dispersion of the enegy in the point difractor. Source: GeoCLASS (2013).

rays from all directions generated by a point difractor. In a medium of variable velocity above

the point difractor, the diffraction event will not be a hyperbola, it will be transformed to a

curve of similar convex shape.

6.3 Kirchhoff Time Migration Results

Post-stack Kirchhoff migration, was employed to migrate the CMP and CRS stacked seismic

sections. Besides the velocity field, the input parameters were chosen to be 80 Hz as maximum

frequency to migrate and a maximum dip to migrate of 45◦. In the migration test, we chose

the CMP stacked section and the most optimal CRS stacked section (Smoothed parameters

and Velocity guide). Figures 6.5 and 6.6 show the corresponding migrated sections. The

PostSTM of the CRS stack employed with the smoothed attributes and the velocity model
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as guide, shows more continuous and clearer reflectors overall than the PostSTM of the CMP

stack.

Figure 6.7 shows enlarged images corresponding to the left area of the poststack time mi-

gration of the CMP and CRS stacked sections (Figure 6.6). Beside the general improvement

of image quality, the CRS stack section shows details that are hardly visible in the CMP

stack section. The unconformity that crosses the entire seismic section is clearly identified

as explained in the next chapter. Similarly, the onlap is better identified in the PostSTM of

the CRS stack.

Likewise, Figure 6.8 shows enlarged images corresponding to the right rectangle of the post-

stack time migration of the CMP and CRS stacked sections. The mini-basin and internal

reflectors of the anticline which was generated by the movement of salt, are better imaged in

the PostSTM of the CRS stack.
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Figure 6.5: The CMP stacked seismic section in Figure 3.26 after post-stack Kirchhoff migration. The velocity model
used to obtain the migration is represented in Figure 3.25
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Figure 6.6: The seismic section in Figure 5.14 after post-stack Kirchhoff migration. The velocity model used to obtain
the migration is represented in Figure 5.12
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(a) PostSTM of the CMP stack

(b) PostSTM of the CRS stack

Figure 6.7: Zooms of poststack time migrated sections corresponding to the left area as
presented in Figures 6.5 and 6.6.
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(a) PostSTM of the CMP stack

(b) PostSTM of the CRS stack

Figure 6.8: Zooms of poststack time migrated sections corresponding to the right area as
presented in Figures 6.5 and 6.6.
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7. SEISMIC INTERPRETATION

The role of the interpreter, in general a geologist or geophysicist, is to analyze the processed

seismic data and create a geological model that represents the subsurface geology along the

interest survey area. The seismic interpretation can be classified according to the focus, into

two types: structural and stratigraphic. Stratigraphic interpretation looking for understand-

ing how the layers were sedimented along the time. In structural interpretation, the objective

is to identify the geological layers or, equivalently, the interfaces between the layers, as well

as structures that truncates, fold or cut these layers, such as erosional surfaces, folding and

faults.

Sheriff (2002) defines a seismic horizon as the surface that separates two different layers of

rock, and this surface (even without having been identified) is associated with a reflection

that spans a large area. A seismic horizon manifests itself in seismic data as a series of

events (peaks or valleys of seismic amplitudes) that appear consistently from trace to trace.

The mapping of the horizons of the data set is one of the most important tasks of seismic

interpretation. The seismic horizons are also called reflectors. Seismic reflectors are the result

of changes in the acoustic impedance of the different layers in the subsurface.

7.1 Geological Model

From the time migrated sections of seismic line 214-2660 located in the Jequitinhonha Basin,

structural interpretation was performed. Due to the seismic processing result of these research

and to the quality of the seismic data, the events were very well visualized and selected to

interpretation. It is important to mention, that the well stratigraphic data was not available

for the seismic line interpreted on this study and because of this, the well correlation between

seismic and the geological units was performed based on basin analysis.

In this sense, the criterion for seismic interpretation of reflectors is the lateral coherency of the

seismic amplitude. For this, the stronger horizons were outlined following a polarity of wavelet

(positive or negative). After that, they were correlated with deformed zones composed by

faults and folds. The faults were identified due to the discontinuity of reflectors. By used of

this methodology, the most important interfaces between the layers were defined.
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Six main reflectors were identified defining five major seismic stratigraphic zones, i.e., a region

between two interpreted horizons. These reflectors were marked with a different color (green,

orange, blue, fuchsia, black and yellow), and they may or may not represent a stratigraphic

sequence. In terms of faults, these were marked in red. In this way, we defined between the

green and orange horizons, a zone Z1, between orange and blue horizons a zone Z2, between

blue and fuchsia horizons a zone Z3, between the fuchsia and black horizons a zone Z4, and

between the black and yellow line horizons a zone Z5, as can be seen in Figures 7.1 and 7.2.

Until now, the seismic stratigraphic interpretation has been mostly concerned with structures

as faults, folds and to follow the main reflectors. However, analyzing in more detail each of

the migrated sections, it can be concluded that it is possible to identify different stratigraphic

features such as onlap or uncomformities present in the basin, in the migrated section obtained

from the CRS stack. It can be seen that within each zone, patterns will reveal information

about the sedimentation. The seismic section obtained with the CRS method allowed a

better identification of the reflectors that could hardly be interpreted in conventional seismic

section. As example the uncomformity.

After thoroughly analyzing the pattern of deposition in each zone, it was defined the geometry

of the stratigraphic layers between them. The sequence in which the layers were deposited

within each zone, provided the understanding of the stratigraphic evolution in the area under

study.

Elements of seismic stratigraphy as unconformity and onlap were recognized. The unconfor-

mity is located over the black reflector (Figure 7.3) and the onlaps were interpreted between

the fuchsia and black reflector at 3.5 s TWT (Two-way Traveltime). Moreover, it was iden-

tified a possible mini-basin at (3.5 s TWT, 1541 CDP (where CDP means Common Depth

Point)) generated by the effect of deformation due to direct contact with the fault zone. The

observed anticlinal at (3.5 s TWT, 1261 CDP), is the product of a salt deformation front

(Figure 7.4). This deformation front propagates northward generating salt domes.

7.2 Structural Framework and Seismic Stratigraphy

The seismic analysis of each of the areas of the geological model, provided information about

the geological history of the region: the zones 1 and 2, were interpreted as a moment of

regression in the basin. By comparing with the stratigraphic chart, it can be seen that in

the Lower Eocene, it starts a change in the sedimentation pattern, from a retrogradational

sedimentation to a progradational sedimentation, i.e., in the stratigraphic chart we have a

well-defined regressive marine megasequence which coincides with the stratigraphic sequence

represented by zones 1 and 2 (see Figure 7.2). To confirm that these areas are of regressive

system tract, it can be arrange the layers by periods of time, consequently, the layers will

appear flat and parallel, and just showing their lateral projection. This characterized the
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marine environment as a regression.

Similarly, in the stratigraphic chart from the Urucutuca Formation, we have the transgressive

marine megasequence, which in the geological model can be represented by zone 3, because it

is possible to correlate the deposition pattern of this zone with the findings in the stratigraphic

chart. Again, after rearranging the model after periods in time, it was observe that it is a

transgressive system tract. The sequence of shallow carbonate platform, which corresponds

to the Barra Nova Group, can not be neither proven nor defined using seismic data, however

thanks to its stratigraphic disposition, probably it lies in zone 4.

The transitional sequence, characterized by evaporites Upper-Aptian also corresponds to the

zone 4 because, this underlies the sequence transgressive marine (zone 3). Finally, the conti-

nental sequence or Macuri Member, which can not be characterized by sequence stratigraphy,

defines the area 5 overlapping the basement.

Structurally speaking, it can be observed in the seismic image a megarollover produced by a

large extensional listric fault formed at the landward edge of the salt basin. This listric fault

does not appear in this seismic section. Growth strata are also observed in the left part of

the seismic image indicates that they grew as a result of downslope gravity spreading with

compression occurring at the leading edge of the salt.
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Figure 7.2: Seismic interpretation on the PostSTM obtained from the CRS stacked section (Figure 5.14).
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(a) PostSTM of the CMP stack

(b) PostSTM of the CRS stack

Figure 7.3: Zooms of interpreted sections corresponding to the left area as presented in
Figures 6.5 and 6.6.
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(a) PostSTM of the CMP stack

(b) PostSTM of the CRS stack

Figure 7.4: Zooms of interpreted sections corresponding to the right area as presented in
Figures 6.5 and 6.6.
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8. CONCLUSIONS

• The present work has investigated how the smoothing of CRS attributes can attenuate

random noise in seismic sections. The smoothing of the kinematic wavefield attributes

differentiates from other methods regarding the attenuation of random noise in a stacked

section. The algorithm uses locally valid statistics applied in small windows aligned

with the reflection events. In synthetic and real data, random noise attenuation was

achieved.

• The signal to noise ratio of the seismic section obtained with the CRS stack method

without using smoothed attributes and a velocity model as guide, was higher compared

with the CMP stack method. However, in the CRS section, waterbottom multiples

remained stronger than in the CMP section.

• The optimal CRS stacked section was obtained using the smoothed attributes and

a velocity model as a guide. Similarly, the corresponding PostSTM section, showed

stronger and clearer horizons respecting the stratigraphy.

• The marine section obtained after random-noise reduction showed a good S/N ratio. In

the PostSTM section it was possible to map the major horizons. Because of this, seismic

stratigraphic elements like onlap and unconformity, indicating periods of deposition and

erosion, respectively could be identified. In the same way it was possible to outline the

major normal faults present in the seismic section.
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