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Abstract

The demand of advanced developments in the Ąeld of optical communication systems is

increasing day by day, and large amounts of data need to be transmitted. In this con-

text, high-order modulation formats support the transmission of large data volumes with

high spectral efficiency. However, because of the smaller Euclidean distance between the

constellation points, these modulation formats are more susceptible to the phase noise

generated by the transmitter and local oscillator lasers. This leads to stringent require-

ments of carrier phase recovery algorithms. In modern coherent optical communications

systems, the blind phase search (BPS) algorithm emerged as a widely accepted solution

for the phase recovery of square quadrature amplitude modulation (QAM) constella-

tions. However, at low signal to noise ratios, it requires very long noise-rejection Ąlters,

whose length can reach hundreds of symbols. In this thesis, we propose a phase recov-

ery architecture suitable for channels with low phase noise and high additive noise. The

algorithm replaces window Ąlters of the BPS algorithm by forgetting factors. The pro-

posed forgetting-factor BPS (FF-BPS) algorithm is evaluated using 16-QAM and 64-QAM

constellations through simulation and experiments. Its performance is also compared to

that of a decision directed (DD) implementation. Simulations and experimental results

indicate that the proposed algorithm achieves equivalent performance as unilateral BPS

(using current and past symbols) and better performance than the DD algorithm. How-

ever, its performance is still surpassed by that obtained by the bilateral BPS algorithm

(using current, past and future symbols).

Keywords: optical communications; phase noise; digital signal processing; blind phase

search algorithm; forgetting factor algorithm; decision-directed algorithm.



Resumo

A demanda por desenvolvimentos avançados no campo de sistemas de comunicação óptica

está aumentando dia a dia, e grandes quantidades de dados precisam ser transmitidas.

Neste contexto, os formatos de modulação de alta ordem suportam a transmissão de gran-

des volumes de dados com alta eĄciência espectral. No entanto, devido à menor distância

Euclidiana entre os pontos da constelação, esses formatos de modulação são mais susce-

tíveis ao ruído de fase gerado pelos lasers do transmissor e do oscilador local. Isso leva

a requisitos rigorosos de algoritmos de recuperação de fase da portadora. Em sistemas

modernos de comunicações ópticas coerentes, o algoritmo de busca de fase cega (blind

phase search - BPS) surgiu como uma solução amplamente aceita para a recuperação

de fase de constelações quadradas de modulação de amplitude em quadratura (quadra-

ture amplitude modulation - QAM). No entanto, a baixas taxas de relação sinal ruído

requerem Ąltros de rejeição de ruído para o BPS muito longos, cujo comprimento pode

alcançar centenas de símbolos. Nesta tese, propomos uma arquitetura de recuperação de

fase adequada para canais com baixo ruído de fase e alto ruído aditivo. O algoritmo subs-

titui os Ąltros de janelamento do algoritmo BPS por fatores de esquecimento. O algoritmo

proposto (forgetting-factor BPS - FF-BPS) é avaliado usando constelações 16-QAM e 64-

QAM por meio de simulação e experimentos. Seu desempenho também é comparado ao

de uma implementação direcionada por decisão (DD). Simulações e resultados experimen-

tais indicam que o algoritmo proposto alcança desempenho equivalente ao BPS unilateral

(usando símbolos atuais e passados) e melhor desempenho que o algoritmo DD. No en-

tanto, seu desempenho ainda é superado pelo obtido por meio do algoritmo BPS bilateral

(usando símbolos atuais, passados e futuros).

Palavras-chaves: comunicações óptica; ruído de fase; processamento digital de sinais;

algoritmo de busca de fase cega; algoritmo de fator de esquecimento; algoritmo dirigido

por decisão.
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1 Introduction

1.1 Context

The invention of optical Ąbers in the 1970s vastly improved the Ąeld of telecom-

munications. The high bandwidth capability of optical Ąbers is an attractive characteristic,

supporting the transmission of high volumes of information with low attenuation. The

recent developments in digital coherent detection technology in optical communication

systems enabled the transmission of high-order M-ary quadrature amplitude modulation

(QAM) formats (16-QAM, 32-QAM, 64-QAM, and 256-QAM) in high-speed coherent

optical transmission systems (MORI et al., 2008) (FREUND et al., 2011)(COELHO;

HANIK, 2005). Indeed, high-order QAM transmission increases the data rate in a lim-

ited bandwidth (ZHOU; YU, 2009a), increasing capacity and reducing the requirements

on analog-to-digital converters (ADC) (PFAU et al., 2009). However, these modulation

formats are more susceptible to laser phase noise because of their smaller Euclidean dis-

tance between the constellation points (ZHOU; YU, 2009b). The recent combination of

coherent detection with digital signal processing (DSP) compensates impairments like

chromatic dispersion and polarization mode dispersion. In addition, phase noise gener-

ated by the transmitter and local oscillators lasers, needs to be compensated, as it leads

to symbol detection errors and affects the overall system performance. Therefore, carrier

phase recovery is an indispensable function in coherent optical communication systems.

Phase recovery algorithms have been recently investigated extensively in the

context of coherent optical communications (ZHOU, 2010; DRIS et al., 2013; VITERBI,

1983). Phase recovery methods are mainly classiĄed into two types: feedback and feedfor-

ward. Feedback approaches use the phase noise estimates of previous symbols to compen-

sate the phase noise of the current symbol. In contrast, the feedforward approaches can

track the phase of the transmitted signal without resorting to previous estimates. In gen-

eral, feedforward techniques are preferred for allowing parallelization (WU; SUN, 2012).

Some simple phase recovery algorithms, designed for 4-QAM signals, were presented in

(IP A. LAU; KAHN, 2008; CHARLET et al., 2009), being the Viterbi and Viterbi al-

gorithm (SAVORY, 2010) one of the most simple solutions. In addition, several phase

recovery algorithms for high-order modulation formats have been proposed, resorting to a

decision-directed feedback loop (IP; KAHN, 2007; LOUCHET et al., 2008; TARIGHAT et

al., 2006), or using feedforward approaches (SEIMETZ, 2008) (PFAU et al., 2009). Among

several proposals, the BPS algorithm (PFAU et al., 2009) emerged as a de-facto standard

for the recovery of M-QAM constellations. Compared to decision-directed schemes, the
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BPS algorithm has the advantage of making decisions after rotations with test phases.

This circumvents the effect of propagating erroneous decisions which severely impact the

system performance, particularly at high error rates. BPS uses Ąltering of neighboring

samples to mitigate the impact of additive noise and improve phase noise tracking. In

addition to this, BPS is suitable for pipeline implementations.

The performance of phase recovery algorithms is usually evaluated by the

signal to noise ratio (SNR) required to achieve a BER of 10⊗3 for a given ΔÜ𝑇s product,

where ΔÜ is the sum of receiver and transmitter laser linewidths, and 𝑇s is the symbol

period (PFAU et al., 2009). However, with the evolution of variable-rate error-correction

schemes and the deployment of coded modulation (MELLO et al., 2014), pre-FEC error

rates in the order of 10⊗2 and higher have been considered (SALES et al., 2017). At the

same time, the ΔÜ𝑇s product has decreased, thanks to ever-increasing symbol rates. At

low phase noise and high additive noise conditions, as it is usually the case at > 10⊗2 pre-

FEC BERs, the optimum window length of BPS can reach hundreds of symbols. This is far

higher than the degree of parallelism of current ASIC implementations, requiring several

long registers to implement Ąltering without excessively increasing the chip area. Recent

adaptations to the BPS (NAVARRO et al., 2017; ROZENTAL et al., 2017; ZHUGE et al.,

2011) attempt to optimize the number and quality of test phases, reducing complexity,

but the noise-rejecting Ąlters remain long.

1.2 Contribution

This thesis proposes a modiĄed BPS architecture for phase recovery of M-QAM

constellations. The algorithm replaces the long Ąlters used for BPS at low SNRs by a re-

cursive architecture using a forgetting factor. BPS has been the preferred choice because

its complexity has a weak dependency on the degree of parallelism, but it has a strong

dependency on the error rate. Alternatively, the complexity of the recursive architecture

implemented in pipeline has a weak dependency on the error rate, but a strong depen-

dency on the degree of parallelism. Accordingly, Ąltering noise with forgetting factors is

equivalent to using inĄnite windows with exponentially decaying coefficients. There are

several architectures for implementing recursive Ąlters in pipeline, corresponding to differ-

ent trade-offs between latency and number of operations (PARHI; MESSERSCHMITT,

1989). Potential gains with the proposed algorithm would depend strongly on the imple-

mentation architecture, level of parallelization and amount of additive noise. Therefore,

we do not attain to any speciĄc implementation method and restrict ourselves in analyz-

ing the system performance. The forgetting factor BPS (FF-BPS) method is validated

using simulations and experiments carried out under practical operating conditions. The
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performance of this method is evaluated for 16-QAM and 64-QAM constellations based

on an optical signal to noise ratio (OSNR) penalty at BER = 10⊗3 and compared with

the performance of the BPS and DD algorithms.

The remainder of this thesis is structured as follows. Chapter 2 describes the

transmission and reception of the signals through coherent optical communication sys-

tems and commonly deployed signal processing algorithms. Chapter 3 describes the effect

of phase noise during signal transmission and details the most common phase recovery

algorithms used in coherent optical communication. This includes the description of the

proposed FF-BPS algorithm. Chapter 4 describes the simulation setup and experimental

results. Finally, Chapter 5 concludes the thesis.

1.3 Associated Publications

Aparna Aravind Payyazhi, André Luiz Nunes de Souza, Darli Augusto de

Arruda Mello. ŞRecursive blind phase search architecture for phase recovery at high error

ratesŤ. In Proc. of SBFoton International Conference, 2018, Campinas, pp.1-5.
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2 Coherent Optical Communications Sys-

tems

An optical communication system contains a set of elements for transmitting

and receiving information, having the optical Ąber as a waveguide. Fig. 2.1 shows a sim-

pliĄed block diagram of the optical communication system. The input data is fed into

the transmitter, which converts the electrical signal into the optical domain. The channel

comprises the optical Ąber and all other optical components. Finally, the receiver converts

the input signal to the electrical domain and recovers the transmitted information. The

next sections provide a brief overview of these blocks.

Channel
Data

Input
Transmitter Receiver

Data

Output

Figure 2.1 Ű Block diagram of optical communication system.

2.1 Transmitter

The transmitter block receives input bit sequences and maps them into the

desired constellation according to a speciĄed modulation format. Among several options,

the quadrature amplitude modulation (QAM) scheme is widely used in optical receivers.

It modulates the amplitude of the carrier signals using amplitude-shift keying (ASK)

applied independently in the in-phase and quadrature components. QAM with suitable

constellation sizes can achieve high spectral efficiencies, however, its performance is lim-

ited by the noise level and linearity of the communication channel. Fig. 2.2 shows the

constellation diagram of typical M-QAM modulation formats. In particular, this thesis

investigates the 16-QAM and 64-QAM formats, which are important candidates for future

generation optical systems.

After the modulation format is generated in the electrical domain, it must be

translated into the optical domain. Optical modulation can be classiĄed into direct and

external. In direct modulation, the incoming signal modulates directly the feed current of

the laser source. In contrast, in external modulation, a separate device, called a modulator,

is required. Compared with direct modulation, external modulation is faster and mitigates

the impact of chirp. However, due to the usage of the external device, it tends to be more

expensive.
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Re

Im

4-QAM

16-QAM

32-QAM

64-QAM

128-QAM

256-QAM

Figure 2.2 Ű M-QAM constellation diagram.

Coherent optical systems operate with external modulation using Mach-Zehnder

modulators (MZM), whose basic architecture is shown in Fig. 2.3. It consists of two phase

modulators that are assembled in each of the two arms. The input light signal is dis-

tributed into two phase modulators, where a phase difference is generated. After that, the

two optical Ąelds are recombined.

Ein (t)

u2(t)

u1(t)

Eout (t)

Figure 2.3 Ű Mach-Zehnder modulator.

According to the phase deviation imprinted in the two arms, the interference

pattern at the end of the modulator changes from constructive to destructive. The transfer

function of the MZM, without insertion losses, is given as (MATTHIAS; SEIMETZ, 2009):

𝐸out(𝑡)
𝐸in(𝑡)

=
1
2

(𝑒jφ1(t) + 𝑒jφ2(t)) (2.1)
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where 𝐸out(𝑡) and 𝐸in(𝑡) are output and input electric Ąelds, ã1(𝑡) and ã2(𝑡) are the phase

shifts introduced in the two arms of the MZM. The equation which relates the phase shifts

and the driving voltages 𝑢1(𝑡) and 𝑢2(𝑡) is given by (MATTHIAS; SEIMETZ, 2009):

ã1(𝑡) =
𝑢1(𝑡)
𝑉π1

Þ (2.2)

ã2(𝑡) =
𝑢2(𝑡)
𝑉π2

Þ (2.3)

where 𝑉π1 and 𝑉π2 are the voltages required to achieve the phase shift of Þ. If the phase

shift ã(𝑡) = ã1(𝑡) = ã2(𝑡), then the MZM is said to operate in push-push mode. In this

condition, the MZM acts like a simple phase modulator (PM). The relation between input

and output electric Ąelds can be represented as (MATTHIAS; SEIMETZ, 2009):

𝐸out(𝑡) = 𝐸in(𝑡)𝑒jφP M (t) = 𝐸in(𝑡)𝑒j
u(t)
Vπ

π (2.4)

If ã1(𝑡) = −ã2(𝑡), 𝑢1(𝑡) = −𝑢2(𝑡) = 𝑢(𝑡)/2 and 𝑉π1 = 𝑉π2 = 𝑉π, the MZM operates in push-

pull mode, and the modulated output does not have chirp. In this case, we can represent

the relation between input and output electric Ąelds as (MATTHIAS; SEIMETZ, 2009):

𝐸out(𝑡) = 𝐸in(𝑡)cos

(︃

Δã(𝑡)
2

⎜

= 𝐸in(𝑡)cos

(︃

𝑢(𝑡)
2𝑉π

Þ

⎜

(2.5)

where Δã(𝑡) = ã1(𝑡)−ã2(𝑡). The MZM in push-pull mode produces an optical Ąeld which

can be modulated in amplitude and polarity, i.e., its phase can be switched between

−Þ and Þ rad. The power transfer function of MZM is represented as (MATTHIAS;

SEIMETZ, 2009):

𝑃out(𝑡)
𝑃in(𝑡)

=
1
2

+
1
2

cos

(︃

𝑢(𝑡)
𝑉π

Þ

⎜

(2.6)

Fig. 2.4 shows the output of MZM which operates at the minimum transmission

point. When the MZM operates at the minimum transmission point with a DC bias of

𝑉π, there is an excursion of input signal occurs from −2𝑉π and 0. This method is used for

the generation of the pulse amplitude modulation (PAM) signals.

QAM formats are usually generated by in-phase and quadrature modulators

(IQM), which comprise two push-pull MZM modulators and a phase modulator. The IQM

is assembled with one MZM in each of the two arms, and the phase modulator is located

in the lower arm, as shown in Fig. 2.5. Here, 𝐸in(𝑡) and 𝐸s(𝑡) are the input and output

electric Ąelds, and 𝑉1(𝑡), 𝑉2(𝑡), and 𝑉3 are the driving voltages of the three MZMs.
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Figure 2.4 Ű Operation of MZM at the minimum transmission point.

The relation between the input electric Ąeld and output electric Ąeld is given

by (ROUDAS; IOANNIS, 2012):

𝐸s(𝑡) =
1
2

⎟

cos

(︃

Þ𝑉1(𝑡)
2𝑉π1

⎜

+ 𝑒
j

πV3
Vπ3 cos

(︃

Þ𝑉2(𝑡)
2𝑉π2

⎜⟨

𝐸in(𝑡) (2.7)

Ein (t) Es(t)

V1 (t)

V2 (t) V3

Figure 2.5 Ű In-phase and quadrature modulator (IQM).

2.2 The Optical Channel

The optical channel provides a connection between the transmitter and the

receiver. It includes effects generated at the optical Ąber as well as at the components

traversed by the optical signals, such as ampliĄers. The next sections present the basics

of some fundamental effects that affect the optical channel propagation.
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2.2.1 Signal Attenuation

Attenuation is a phenomenon related to intrinsic losses of the optical power

along the propagation through the optical Ąber. The equation which relates the average

optical power P and the propagation distance Z is given by (AGRAWAL, 2002):

𝑑𝑃

𝑑𝑍
= −Ð𝑃 (2.8)

where Ð is the attenuation coefficient. From the above equation, the output and input

powers 𝑃out and 𝑃in are related by:

𝑃out = 𝑃in𝑒⊗αL (2.9)

where 𝐿 is the Ąber length. The attenuation coefficient in dB/km is given as (AGRAWAL,

2002):

Ð

⎟

𝑑𝐵

𝑘𝑚

⟨

=
−10
𝐿

𝑙𝑜𝑔10

(︂

𝑃out

𝑃in

)︂

≈ 4.343Ð
[︂

𝑁𝑝

𝑘𝑚

⎢

(2.10)

Fiber losses are mainly due to material absorption and scattering. Material

absorption is caused by impurities like Fe, Ni, Co, and Al, and infra-red absorption.

Also, the OH⊗ molecule absorbs light. Rayleigh scattering is a phenomenon which is

generated because of perturbations in the refractive index of the optical Ąber due to

density Ćuctuations. Fig. 2.6 represents the various types of signal attenuation occurring

in the optical Ąber.
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Figure 2.6 Ű Contribution of different phenomena to Ąber losses. Adapted from
(HENTSCHEL, 1983).
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2.2.2 Amplified Spontaneous Emission (ASE) Noise

The spontaneous emission of radiation is a process in which atoms decay from

a higher energy level to a lower energy level by emitting a photon without any exter-

nal triggering event. In this case, the emitted photons have random direction, polariza-

tion, and phase (RAMASWAMI; SIVARAJAN, 2002). On the other hand, the stimulated

emission process requires external radiation for stimulating the transition of atoms from

higher energy levels to lower energy levels. Unlike spontaneous emission, the emitted pho-

ton and incident photon have the same frequency, phase, direction of propagation, and

polarization. AmpliĄers use the stimulated emission process for signal ampliĄcation (RA-

MASWAMI; SIVARAJAN, 2002). The ampliĄer also considers the spontaneous emission

of radiation itself as incident signal and ampliĄes it. This leads to the generation of ampli-

Ąed spontaneous emission (ASE) noise at the output of the ampliĄer and degrades SNR.

The power of ASE noise at the output of the ampliĄer can be written as (RAMASWAMI;

SIVARAJAN, 2002):

𝑃N = 𝑛spℎ𝑓c(𝐺 − 1)𝐵o (2.11)

where 𝑛sp is the spontaneous emission factor (population-inversion factor), 𝐺 is the ampli-

Ąer gain, and 𝐵o is the optical bandwidth, and ℎ the PlanckŠs constant. The spontaneous

emission factor is given by (AGRAWAL, 2002):

𝑛sp = 𝑁2/(𝑁2 − 𝑁1) (2.12)

where 𝑁1 is the atomic population in the ground state and 𝑁2 is the atomic population

in the excited state. One of the most important parameters of an ampliĄer is its noise

Ągure 𝐹n, which in optical systems is usually approximated by (AGRAWAL, 2002):

𝐹n ≈ 2𝑛sp (2.13)

2.2.3 Fiber Dispersion

Chromatic dispersion (CD) is a linear Ąber effect that broadens pulses launched

into optical Ąbers, leading to inter-symbol interference (BORKOWSKI et al., 2014). It

arises from the fact that different spectral components of the optical pulse travel with

different group velocities over the Ąber, spreading pulses, as shown in Fig. 2.7. In this

Ągure, initially, at time 𝑡1, two input pulses are separate. After some distance of propaga-

tion (time 𝑡2 > 𝑡1) the amplitude of the pulses reduces a little. Again, at the time 𝑡3 > 𝑡2,

the amplitude of the pulses reduces more and the pulses become barely distinguishable.
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Finally, at the time 𝑡4 > 𝑡3, the amplitude of the pulses reduces considerably and one

pulse cannot be distinguished from another due to pulse broadening.

Chromatic dispersion has two main origins, called material dispersion and

waveguide dispersion. Material dispersion arises in optical Ąbers from the silica proper-

ties. In contrast, waveguide dispersion is generated by the power distribution of signal

propagating between core and cladding. Chromatic dispersion is usually quantiĄed by the

second derivative of the mode phase constant Ñ around frequency æ0 (NAVARRO, 2017):

Ñ(æ) = Ñ(æ0) +

(︃

𝑑Ñ

𝑑æ

⎜

(æ − æ0) +
1
2

(︃

𝑑2Ñ

𝑑æ2

⎜

(æ − æ0)2 +
1
6

(︃

𝑑3Ñ

𝑑æ3

⎜

(æ − æ0)3 + ... (2.14)

Chromatic dispersion is related to term d2β
dω2 = Ñ2, called group velocity disper-

sion (GVD) parameter. A more common metric used to quantify chromatic dispersion is

the dispersion parameter 𝐷, which can be represented as (AGRAWAL, 2002):

𝐷 =
𝑑

𝑑Ú

(︃

1
𝑣g

⎜

=
−2Þ𝑐

Ú2
Ñ2 (2.15)

where 𝑣g is the group velocity, Ú is the operating wavelength and 𝑐 is the speed of light.

The Ąber dispersion transfer function can be obtained by discarding the terms of the Eq.

2.14 beyond the second and which is represented as (SHARIFIAN, 2010):

𝐻(æ) = 𝑒𝑥𝑝

(︃

−𝑗
Ñ2𝐿

2
æ2

⎜

= 𝑒𝑥𝑝

(︃

𝑗
𝐷Ú2𝐿

4Þ𝑐
æ2

⎜

(2.16)

where L is the Ąber length.
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Figure 2.7 Ű Spread of pulses due to Ąber dispersion. Adapted from (KEISER, 1991).
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2.2.4 Polarization Mode Dispersion (PMD)

PMD occurs mainly due to perturbations in the shape of the Ąber core, ac-

quiring an elliptical shape because of mechanical and thermal stresses. These perturba-

tions cause Ąber birefringence, i.e., pulses launched in the two orthogonal polarization

components travel at different group velocities. Hence, one polarization component trav-

els faster than the other, which causes a propagation time difference (DAMASK, 2005)

called differential group delay (DGD) (NELSON; JOPSON, 2005) (see Fig. 2.8). Initially,

the horizontal and vertical polarization components of the input pulse travel at the same

group velocities and after propagation through an optical Ąber, the two polarization com-

ponents travel at different group velocities due to the birefringence. The DGD is usually

expressed as:

Δá = 𝐷PMD

√
𝐿 (2.17)

where Δá is the differential droup delay, 𝐿 is the Ąber length, and 𝐷PMD is the PMD

parameter of the Ąber. Note that the DGD depends on the square root of L, mainly

because of the random nature of Ąber ellipticity.

DGD

Propagation Direction

V direction

H direction

Fiber

Figure 2.8 Ű Polarization mode dispersion. Adapted from (GALTAROSSA, 2005).

2.2.5 Nonlinearities

At high Ąber launch powers, the optical Ąber operates in a nonlinear regime,

generating distortions that strongly impair the signal quality. These nonlinearities as pro-

duced by different effects, particularly nonlinear scattering and nonlinear phase modula-

tion. These effects are not addressed in the thesis as, in general, they are not compensated

for in coherent receivers.

2.3 Coherent Receiver

The receiver block retrieves the signal from the optical channel and converts

it into the electrical domain. This work is concerned with coherent receivers, which resort
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to local oscillators to track the phase of the received signal and recover amplitude- and

phase-modulated signals. Coherent receivers can be classiĄed into homodyne and hetero-

dyne. In homodyne receivers, the frequency of the local oscillator laser is the same as that

of the transmitter laser, whereas in heterodyne receivers the local oscillator and transmit-

ter lasers differ by an intermediate frequency (IF). Optical coherent receivers accomplish

a quasi-homodyne detection (sometimes called intradyne), where a small mismatch be-

tween transmitted and local oscillator lasers are compensated for using signal processing

algorithms.

In general terms, the optical coherent receivers can be divided into a front-

end, responsible for the optoelectrical conversion, followed by a chain of signal processing

algorithms that recover the transmitted information. Fig. 2.9 shows the schematic diagram

of a chain of coherent receiver DSP algorithms. The brief description of the blocks is

included in the following section.
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Figure 2.9 Ű Chain of coherent receiver DSP algorithms.

2.3.1 The Receiver Front-end

Fig. 2.10 shows the homodyne receiver front-end commonly used in optical

communications (IP A. LAU; KAHN, 2008). It consists of a local oscillator, four 3-dB

couplers, and four photodetector diodes (or two balanced photodetectors), in addition to

a phase shifter.

The 3-dB coupler is a 2×2 coupler (two input ports and two output ports) that

splits the input power equally to the outputs (AGRAWAL, 2002). After an input stage

composed of two 3-dB couplers and a 90 degrees phase shifter, there is an output stage

composed of two couplers. In the following, the outputs of the Ąrst output coupler are

represented as 𝐸1 and 𝐸2, and the outputs of the second output coupler are represented

as 𝐸3 and 𝐸4, as indicated in Fig. 2.10. The photocurrents generated at the output

of the balanced photodetectors 𝑖I(𝑡) and 𝑖Q(𝑡) correspond to in-phase and quadrature

components of the input optical signal. Transfer function of 3-dB coupler is given as (HO,

2005):
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Input Signal 3-dB Coupler
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ELO (t)
ES (t)
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iQ(t)
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Figure 2.10 Ű Homodyne receiver for a single-polarization system.

𝐻 =
1√
2

⋃︀

⨄︀

1 1

1 −1

⋂︀

⋀︀ (2.18)

Output electric Ąelds 𝐸1, 𝐸2, 𝐸3, and 𝐸4 can be obtained by using the above represented

transfer function (KIKUCHI, 2010):

𝐸1 =
1
2

(𝐸s + 𝑗𝐸LO) (2.19)

𝐸2 =
1
2

(𝐸s − 𝑗𝐸LO) (2.20)

𝐸3 =
1
2

(𝐸s + 𝐸LO) (2.21)

𝐸4 =
1
2

(𝐸s − 𝐸LO) (2.22)

The photodetectors are optoelectronic devices, which converts the optical signals into

electrical signals. It generates a current 𝐼p corresponding to the input power 𝑃in expressed

as (RAMASWAMI; SIVARAJAN, 2002):

𝐼p = 𝑅𝑃in (2.23)

where 𝑅 represents the responsivity factor. Based on the above equation the photocurrents

obtained for in-phase and quadrature components can be written as:

𝑖Q(𝑡) = 𝑖1(𝑡) − 𝑖2(𝑡) = 𝑅|𝐸1|2 − 𝑅|𝐸2|2 (2.24)

𝑖I(𝑡) = 𝑖3(𝑡) − 𝑖4(𝑡) = 𝑅|𝐸3|2 − 𝑅|𝐸4|2 (2.25)

Substitute the Eqs. 2.19 - 2.22 in Eqs. 2.24 and 2.25, resulting:

𝑖Q(𝑡) = 𝑅|1
2

(𝐸s + 𝑗𝐸LO)|2 − 𝑅|1
2

(𝐸s − 𝑗𝐸LO)|2 (2.26)

𝑖I(𝑡) = 𝑅|1
2

(𝐸s + 𝐸LO)|2 − 𝑅|1
2

(𝐸s − 𝐸LO)|2 (2.27)
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For optical systems with polarization multiplexing, the receiver front-end architecture

replicates the single polarization with the aid of polarization beam splitters, as shown in

Fig. 2.11.

Input signal
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iQV(t)

iIH(t)

iQH(t)

Figure 2.11 Ű Receiver front-end for a dual-polarization system.

After opto-electrical conversion the received signals are sent to a set of analog-

to-digital converters (ADCs) for subsequent digital signal processing (SAVORY, 2010).

2.3.2 Digital Signal Processing (DSP) Algorithms

After the receiver front-end, the signals are treated by a chain of signal pro-

cessing algorithms. This thesis focus on phase recovery, which will be presented with more

detail in the following chapter. For the sake of completeness, we next describe shortly the

remaining algorithms.

Deskew and orthonormalization

The DSP algorithms are mainly used for compensating the impairments that

are induced during the transmission and reception of the signals. The Ąrst two tasks of

the chain of DSP algorithms is to compensate for imperfections generated in the front-end

of the coherent receiver. Due to mismatches of the path length between the in-phase and

quadrature channels of the received signals, there can be a lack of time synchronization

between the signals (SAVORY, 2010) leading to a time delay called skew. To compen-

sate for these delays, interpolation-based deskew algorithms are usually implemented. The

implementation of an interpolator can be done by using a Ąnite-impulse-response (FIR)

Ąlter (TANIMURA et al., 2009). Another front-end imperfection that must be compen-

sated is that responsible for imbalances in the in-phase and quadrature (IQ) components

of the received signals (AL-MAJMAIE, 2014). Orthonormalization algorithms are used
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to compensate for these IQ imbalances, being the Gram-Schmidt orthogonalization and

the Löwdin orthogonalization (SAVORY, 2010) the most common solutions. Consider the

complex signal with imbalances as having in-phase and quadrature components 𝐼 ′(𝑡) and

𝑄′(𝑡) (FARUK; SAVORY, 2017). The mathematical expression for the Gram-Schmidt

orthogonalization method is (FARUK; SAVORY, 2017):

⋃︀

⨄︀

𝐼(𝑡)

𝑄(𝑡)

⋂︀

⋀︀ =

⋃︀

⨄︀

1 0

−𝑎 1

⋂︀

⋀︀

⋃︀

⨄︀

𝐼 ′(𝑡)

𝑄′(𝑡)

⋂︀

⋀︀ (2.28)

where 𝑎 is the inner product between 𝐼 ′ and 𝑄′, and 𝐼 and 𝑄 are the decorrelated com-

ponents. As shown in Fig. 2.12a, the method rotates the quadrature component to make

in-phase and quadrature components orthogonal to each other. On the other hand, the

Löwdin orthogonalization method rotates both vectors by the same angle and makes them

orthogonal, as shown in Fig. 2.12b. The method can be represented mathematically by

(FARUK; SAVORY, 2017):

⋃︀

⨄︀

𝐼(𝑡)

𝑄(𝑡)

⋂︀

⋀︀ =
1
2

⋃︀

⨄︀

1/
√︁

(1 + 𝑎) + 1/
√︁

(1 − 𝑎) 1/
√︁

(1 + 𝑎) − 1/
√︁

(1 − 𝑎)

1/
√︁

(1 + 𝑎) − 1/
√︁

(1 − 𝑎) 1/
√︁

(1 + 𝑎) + 1/
√︁

(1 − 𝑎)

⋂︀

⋀︀

⋃︀

⨄︀

𝐼 ′(𝑡)

𝑄′(𝑡)

⋂︀

⋀︀ (2.29)
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Figure 2.12 Ű (a) Gram-Schmidt and (b) Löwdin orthogonalization algorithms.

Static Equalization

The static equalizer compensates for chromatic dispersion by using large Ąl-

ters with pre-computed coefficients (SAVORY, 2010). Its implementation is carried out

using the inverse response of the Ąber dispersion transfer function. Generally, FIR Ąlters

with inverse chromatic dispersion transfer function implemented in the frequency do-

main are used for compensating the chromatic dispersion (KUSCHNEROV et al., 2009)

(BORKOWSKI et al., 2014). Based on the Eq. 2.16, the frequency response of the inverse
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chromatic dispersion Ąlter can be expressed as (SHARIFIAN, 2010):

𝐻icd(æ) = 𝑒𝑥𝑝

(︃

𝑗
Ñ2𝐿

2
æ2

⎜

(2.30)

Clock Recovery

The main function of the clock recovery subsystem is to correct the differences

in timing phase and frequency between the transmitter and receiver clock. One of the

most common methods used for timing recovery is the Gardner algorithm. The timing

phase error áerr according to Gardner algorithm is given as (FARUK; SAVORY, 2017):

áerr = 𝑅𝑒

⋃︀

⨄︀

N/2⊗1
∑︁

n=0

[𝑥i(2𝑛 − 1) − 𝑥i(2𝑛 + 1)] 𝑥*

i (2𝑛)

⋂︀

⋀︀ (2.31)

where 𝑥i(𝑛) is the complex input signal and N is the number of samples. The GardnerŠs

method in the frequency domain is given by (FARUK; SAVORY, 2017):

áerr =
N/2⊗1
∑︁

k=0

𝐼𝑚 [𝑋i(𝑘)𝑋*

i (𝑘 + 𝑁/2)] (2.32)

in which 𝑋i(𝑘) is DFT of 𝑥i(𝑛).

Dynamic Equalization

The dynamic equalization is one of the main blocks of the chain of DSP of a

coherent receiver, and will be described with more detail in this section. Multiple-input

multiple-output (MIMO) adaptive equalizers are mainly used to compensate polarization-

dependent effects and residual dispersion left over from the static equalizer. Their archi-

tecture is shown in Fig. 2.13.

xV

xH

hxx

hxy

hyx

hyy

y1 = hxx xV +
H

hxy xH
H
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Figure 2.13 Ű MIMO equalizer.
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The typical MIMO equalizer of coherent optical receivers consists of four FIR

Ąlters displaced in the so-called butterĆy structure. The output samples of the MIMO

equalizer 𝑦1 and 𝑦2 can be represented as (SAVORY, 2010):

𝑦1[𝑘] = hH
xx[𝑘]xV [𝑘] + hH

xy[𝑘]xH [𝑘] (2.33)

𝑦2[𝑘] = hH
yx[𝑘]xV [𝑘] + hH

yy[𝑘]xH [𝑘] (2.34)

where xV and xH are vector inputs of the Ąlter and hxx, hxy, hyx, and hyy are the vector

tap weights.

There are several algorithms to update the Ąlter weights according to the

channel conditions. Two of them are commonly used in optical communications. The Ąrst

one is the constant modulus algorithm (CMA), introduced by Godard in (GODARD,

1980), which is suitable for constant-modulus modulation formats. The CMA tries to

reduce the errors 𝜀x and 𝜀y based on stochastic gradient algorithm. The error signals are

given by (SAVORY, 2010):

𝜀2
x = (1 − |𝑦1|2)2 (2.35)

𝜀2
y = (1 − |𝑦2|2)2 (2.36)

The update formula for the Ąlters are given as (SAVORY, 2010):

hxx = hxx + Û𝜀xxV 𝑦*

1 (2.37)

hxy = hxy + Û𝜀xxH𝑦*

1 (2.38)

hyx = hyx + Û𝜀yxV 𝑦*

2 (2.39)

hyy = hyy + Û𝜀yxH𝑦*

2 (2.40)

where Û is the algorithm step size.

Although the CMA was designed for constant-modulus constellations, it still

works for higher order QAM modulation formats, but with poor performance. Better

results can be obtained with the radius-directed equalization (RDE) algorithm, whose

error signal is given by (READY; GOOCH, 1990):

𝜀2
x = (𝑅k − |𝑦1|2)2 (2.41)

𝜀2
y = (𝑅k − |𝑦2|2)2 (2.42)

where 𝑅k is the closest constellation radius.
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Frequency Estimation

In an intradyne coherent receiver, the transmitter and local oscillator lasers do

not operate at exactly the same frequencies. This leads to some residual frequency offset

in the received signal which has to be compensated. The output of the dynamic equalizer

can be represented as (FARUK; SAVORY, 2017):

𝑦[𝑘] = 𝑠[𝑘]𝑒j(θ[k]+2πk∆fTsamp) + 𝑤[𝑘] (2.43)

where 𝑠[𝑘] is the transmitted signal, 𝜃[𝑘] is the phase noise, 𝑤[𝑘] is the additive white

Gaussian noise (AWGN), Δ𝑓 is the frequency offset introduced by the differences be-

tween operating frequencies of transmitter and local oscillator lasers and 𝑇samp is the

time between samples. The frequency estimation methods are mainly classiĄed as blind

and training-aided method (FARUK; SAVORY, 2017). Only blind estimation methods are

described here. The time-domain differential phase based method is a blind estimation

method in which the frequency offset is determined from the average phase increment of

two consecutive symbols, represented as (LEVEN et al., 2007):

Δã = 2ÞΔ𝑓𝑇samp (2.44)

Fig. 2.14 shows the block diagram of the time-domain differential phase based method.

In this method, the input signal 𝑦(𝑘) is Ąrst multiplied with the complex conjugate of

the previous sample 𝑦(𝑘 − 1). Then, the Mth power of the resulting output is computed

for removing the data dependency. In order to Ąlter out noise, the results of several

consecutive symbols are added. Finally, the argument of the summed values is calculated

and divided by M. This method is easily applicable for M-ary PSK signals, however, it has

poor performance in the case of high-order QAM because the high-order QAM contains

only a small portion of the constellation points with equal phase spacing for extracting

the frequency offset.

y(k)

Z-1 ( ). *

( ). M
1
M
arg( ).

Figure 2.14 Ű Block diagram of time-domain differential phase based method.

Another commonly used blind estimation method is the frequency domain

method, which is operated based on spectral analysis. In this method, Δ𝑓 is determined
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from a signal spectrum of Mth order, which exhibits a peak at the frequency of M times

the frequency offset. The structure of this method is shown in Fig. 2.15.

y(k)

( ).
M FFT{ }.

1

M
max( ).

f

2 fTs e-jk

y(k)

Figure 2.15 Ű Block diagram of frequency domain method.

The procedure of this method is the following. First, the Mth power of the

input signal 𝑦(𝑘) is calculated for removing the information dependency of the transmitted

signal. After that, the fast Fourier transform (FFT) of the obtained result is determined,

and the frequency corresponding to its maximum value is divided by M for obtaining the

frequency offset Δ𝑓 . Finally, frequency correction is carried out as:

𝑦(𝑘) = 𝑦(𝑘)𝑒⊗jk∆φ (2.45)

The spectrum based method has better performance compared with the time-

domain differential phase based method. However, it shows increased implementation

complexity for high-order QAM signals (ZHOU, 2014).

Differential Encoding and Decoding

Differential encoding is a technique that encodes information in the difference

between consecutive input signals. In this method, the transmitted data depends on the

current and the previous signal state (NOE, 2005). Fig. 2.16 illustrates the basic concepts

of the differential encoding and decoding processes. Here, changing the signal amplitude

encodes a logical Ş1Ť bit, whereas maintaining its amplitude encodes a logical Ş0Ť bit. At

the receiver, the original transmitted bit sequence is recovered by differential decoding.

High-order modulation formats are less tolerant to the laser phase noise. Dur-

ing detection, the presence of noise moves the current stable operating point of the esti-

mate into a rotated stable operating point. This nonlinear phenomenon is called a cycle

slip. In M-QAM modulation formats, cycle slips lead to errors due to a difference of ±Þ/2

between the carrier and estimated phases. There are three different methods for detecting

and correcting cycle slips (BARBOSA, 2017). One method is the differential encoding

and decoding. The other one is non-data-aided and universal cycle slip detection and cor-

rection technique (GAO et al., 2014). The third one is based on the soft-decision feedback
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information from FEC decoder (KOIKE-AKINO et al., 2014). In this work, cycle slips

are corrected by differential encoding and decoding.

1 0 1 1 0 0 0 01

1 0 0 0 01 1 1 1 1
Differentially encoded

Output sequence

Input Sequence

1 0 0 0 01 1 1 1 1

1 0 1 1 0 0 0 01

Received Sequence

Decoded Sequence

1 0 1 1 0 0 0 01

Received Sequence

Decoded Sequence

(Reversed)
0 1 1 0 1 0 0 0 01

Differential Encoding

Differential Decoding

Figure 2.16 Ű Differential encoding and decoding process.

As an illustration, the differential encoding process for 16-QAM modulation

format is schematically illustrated in the Fig. 2.17. The incoming bit sequence is divided

into sets of four bits. In this set, the Ąrst two bits represent a modiĄcation in the quadrant

(black arrows), and the last two bits represent the position of the bits within the quadrant

(blue circles). The receiver performs the reverse process of differential decoding and detects

the binary sequences.
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Figure 2.17 Ű 16-QAM bit to symbol mapping using differential encoding.

Fig. 2.18 shows the differential encoding process for 64-QAM. In this case,

the procedures for differential encoding analogous as that of 16-QAM, except for the

incoming bit sequence division. Here, two bits are used for quadrant encoding, whereas

the remaining four bits determined a symbol within the quadrant.
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Figure 2.18 Ű 64-QAM bit to symbol mapping using differential encoding.
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3 Phase Recovery in Coherent Optical Com-

munication Systems

3.1 Phase Noise

Phase noise is an impairment generated by the transmitter and receiver lasers.

It is well-modeled as a Wiener process (PFAU et al., 2009), where the phase shift 𝜃k of

the 𝑘th symbol is represented as:

𝜃k = 𝜃k⊗1 + Δ𝜃k (3.1)

Here, Δ𝜃k is a Gaussian random variable with zero mean and variance:

à2
∆ = 2ÞΔÜ𝑇s (3.2)

where ΔÜ is the sum of transmitter and local oscillator laser linewidths and 𝑇s is the

symbol duration. Thus, the kth received symbol, 𝑟k, can be expressed as:

𝑟k = 𝑠k𝑒jθk + 𝑤k (3.3)

where 𝑠k is the transmitted signal, 𝑤k is the complex AWGN noise, and 𝜃k is the phase

noise process. Fig. 3.1 shows phase noise realizations for different ΔÜ𝑇s values.
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Figure 3.1 Ű Phase noise realizations for different ΔÜ𝑇s. The considered symbol rate is 30
GBaud and the laser linewidths are 20 kHz, 100 kHz and 2 MHz.
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Fig. 3.2 represents the constellation diagram of a 16-QAM constellation after

phase noise with ΔÜ𝑇s = 6.66.10⊗6.

-1 -0.5 0 0.5 1

In-Phase

-1

-0.5

0

0.5

1
Q

u
a
d
ra

tu
re

Scatter plot

Figure 3.2 Ű 16-QAM constellation with phase noise.

Phase noise induces random phase shifts in the constellation, leading to symbol

detection errors in phase-modulated transmissions. The phase noise reduces the signal

quality and consequently increases the error rate of the communications link. To overcome

these issues, the phase recovery method is an essential element in the coherent optical

communication system.

3.2 Phase Recovery Algorithms

Phase recovery algorithms compensate for random phase shifts induced by

the laser phase noise at both transmitter and receiver sides. There are different phase

recovery algorithms that have been proposed for M-QAM modulation formats, and some

are described below. Among them, the blind phase search (BPS) algorithm achieves a

prominent role.

3.2.1 Viterbi and Viterbi Algorithm

The Viterbi and Viterbi algorithm is a feed-forward algorithm designed for

𝑀 -PSK modulation formats. ItŠs structure is shown in Fig. 3.3.
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Figure 3.3 Ű Block diagram of the Viterbi and Viterbi algorithm.

In this algorithm, the Mth power of the input signal is Ąrst computed to remove

the data dependency. After that, the obtained signal is subject to a Ąlter for removing the

presence of additive noise (PORTELA et al., 2011), and the argument of the Ąltered signal

is calculated and divided by M. The result is then sent to a phase unwrapper (PU) to

allow an inĄnite phase excursion. Although the Viterbi and Viterbi algorithm is suitable

for 4-QAM signals, it requires adaptations for higher-order modulation formats which

impair its performance. Alternatively, decision-directed or blind-phase-search algorithms

are usually deployed.

3.2.2 Decision-Directed (DD) Algorithm

The decision-directed (DD) algorithm uses previously decided symbols for re-

moving information dependency. Fig. 3.4 shows the block diagram of the DD algorithm.

The received symbol 𝑟k is multiplied by the Ąltered component 𝑒⊗jθ̂k . The obtained prod-

uct is sent to the decision circuit, which generates the decided symbols 𝑠k. These decided

symbols are fed back and Ąltered to generate new estimates of 𝑒⊗jθ̂k .

Buffer

Buffer

Filter
Decision

Circuit

.( )*

rk

ske-j k

rk-N ,..., ,[ ]

[ ]sk-N,..., sk-2, sk-1

rk-2 rk-1

p

Figure 3.4 Ű Block diagram of a decision-directed phase recovery algorithm.
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3.2.3 Blind Phase Search (BPS) Algorithm

The BPS algorithm is widely used in coherent optical systems. Fig. 3.5 shows

its parallel implementation. First, the input signal 𝑟k is sent to each of the N blocks

corresponding to phase rotation 𝑛.
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Block N
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e
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Figure 3.5 Ű Parallel implementation of BPS.

In each block, the given input signal is rotated by test phase angle ãn:

ãn =
𝑛

𝑁

Þ

2
, 𝑛 ∈ (1, 2, ..., 𝑁) (3.4)
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where 𝑁 is the number of the test phase angles. After rotation, the distance |𝑑k,n| to the

closest constellation point �̂�k,n is calculated using:

|𝑑k,n| = |𝑟k𝑒jφn − �̂�k,n| (3.5)

For removing noise distortions, the algorithm sums up the |𝑑k,n| values of 𝐿

consecutive test symbols, which are corrected with the same carrier phase angle ãn, pro-

ducing 𝑠k,n. These operations require, for each symbol and test phase, 𝐿 registers to store

|𝑑k,n| error values, and a 𝐿-sized summation block to generate 𝑠k,n. After these operations,

the optimum phase angle �̂�k is determined by searching the value that minimizes 𝑠k,n.

3.3 Proposed Phase Recovery Algorithm: Forgetting Factor BPS

The BPS algorithm is widely used to recover the phase in optical signal trans-

missions with M-QAM formats. It is particularly attractive for having a feedforward ar-

chitecture, allowing a high degree of parallelism in hardware implementations. However,

in its original conception, the BPS algorithm involves Ąltering by a noise-rejection Ąlter

which can become extremely long when the receiver operates at high error rates, which

is the case of long-haul optical systems with soft-decision FEC schemes. Alternatively, a

decision-directed algorithm could circumvent this problem by recursive implementations.

This solutions, however, yields a lower tolerance to phase noise and requires more complex

implementation structures to enable parallelization. Alternatively, this thesis proposes a

third solution which avoids long noise-rejection Ąlters while, to some extent, preserving

the BPS performance. As a drawback, the proposed solution also contains a recursive

structure that requires careful implementation.

3.3.1 Forgetting Factor BPS (FF-BPS)

BPS and the proposed Forgetting Factor BPS (FF-BPS) algorithms share the

general architecture shown in Fig. 3.5, but with modiĄcations in the rotation block, as

shown in Fig. 3.6. An incoming symbol 𝑟k is fed into 𝑁 equivalent blocks. Each block 𝑛 is

responsible for providing an estimate of the corresponding transmitted symbol �̂�k,n, and

an error signal 𝑠k,n for test phase ãn. The Ąnal estimate �̂�k is obtained as the �̂�k,n that

minimizes 𝑠k,n. In both cases 𝑟k is rotated by test phase ãn, and a decision is made for

the shortest Euclidean distance symbol �̂�k,n. Signal 𝑑k,n = �̂�k,n − 𝑟k𝑒φn is subsequently

used to produce 𝑠k,n.



Chapter 3. Phase Recovery in Coherent Optical Communication Systems 44

Block 1

Block 2

Block N
Min()

MUX

Block 1

Block N

sk,1

sk,2

sk,n

rk

xk,1

xk,n

xk

1-Abs()
rk sk,n

xk,n

z-1

xk,2

e
j n

Figure 3.6 Ű Block diagram of Forgetting Factor BPS (FF-BPS).

The difference between both algorithms is the strategy to remove noise distor-

tions on 𝑠k,n. In (PFAU et al., 2009), noise is Ąltered out by summing the error values of

𝐿 consecutive test symbols that are corrected with the same carrier phase angle, where

𝐿 is the size of the noise rejecting window. These operations require, for each symbol

and test phase, 𝐿 registers to store |𝑑k,n| error values, and a 𝐿-sized summation block. In

the proposed algorithm, the effects of additive noise are removed by using the forgetting

factor Ð between error calculations. This creates a dependency between the estimated

error in current and previous symbols of the form 𝑠k,n = Ð𝑠k⊗1,n + (1 − Ð)|𝑑k,n|, in which

Ð values are typically close to 1. There are several possible architectures to implement

recursive Ąlters in pipeline for parallel processing. In one extreme, the signals would be

delayed by 𝑃 latches, being 𝑃 the level of parallelism. In this case, long registers and

adders of BPS would be replaced by latches, a multiplication by Ð, and a multiplication

by 1 − Ð, per sample and phase rotation. Note that the multiplication by 1 − Ð can be

implemented at low complexity by a simple right shift, provided that 1 − Ð = 2⊗i, where

𝑖 is integer. This also simpliĄes the multiplication by Ð, which can be implemented by

a simple right shift and a subtraction, as 𝑠k,nÐ = 𝑠k,n − (1 − Ð)𝑠k,n. On the other ex-

treme, pipeline could be implemented without latches, but at the cost of multiplications

as Ąlter weights, noting that 𝑠k+l,n =
∑︀l

i=1

[︁

Ðl⊗i(1 − Ð)|𝑑k+i,n|
]︁

+Ðl𝑠k,n, where 𝑙=1,2,...,𝑃 .

Another possible computationally-efficient method is the so-called look ahead computa-

tion (PARHI; MESSERSCHMITT, 1989). In any case, the advantages of using FF-BPS

depend strongly on the ratio between 𝐿 and 𝑃 . It is also worth mentioning that, apart

from practical hardware implementation issues, FF-BPS expressively reduces the pro-
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cessing time of simulations or the post-processing of experimental data, which are usually

implemented in a sequential fashion.
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4 Simulation and Experimental Results

The proposed algorithm was evaluated with the 16-QAM and 64-QAM mod-

ulation formats. The 16-QAM modulation format performance was assessed using simu-

lations and experiments, whereas the 64-QAM modulation format performance was eval-

uated using only simulations. The experiments were carried out but partner researchers

at the CPqD research center in Campinas. The simulation and experimental setups are

presented in the following sections.

4.1 Simulation Setup

At the transmit side, pseudo-random bit sequences of 216 symbols are generated

and mapped into a 16-QAM constellation with unitary power. The normalized input

signals are rotated by Wiener phase noise corresponding to linewidths of 100 kHz at the

transmitter and local oscillator lasers. The considered symbol rate for the simulation is

30 GBd. Then, AWGN is added to the rotated signal for varying the signal to noise

ratio (SNR). The relation between BER and SNR for M-QAM modulation formats is

theoretically represented as (PFAU et al., 2009):

BER = 1 −
∏︀

∐︁1 − 2
log2(𝑀)

(︃

1 − 1√
𝑀

⎜

𝑄

⋃︀

⨄︀

√︃

3
𝑀 − 1

SNR

⋂︀

⋀︀

∫︀

̂︀

2

(4.1)

In the simulations, SNR and OSNR are related by (ESSIAMBRE et al., 2010):

SNR =
2𝐵ref

𝑝𝑅s

OSNR (4.2)

where 𝐵ref is the reference 12.5 GHz bandwidth, 𝑝 is the number of polarization orien-

tations and 𝑅s is the symbol rate. At the receive side, the received signals are processed

by the BPS, FF-BPS and DD algorithms using past and current symbols with 40 test

phases. The simulation parameters are summarized in Table 4.2.

Table 4.1 Ű Simulation parameters for 16-QAM

Parameters Values

Reference Bandwidth (Bref) 12.5 GHz
Symbol Rate (Rs) 30 GBd
Linewidth 100 kHz
Number of test phases (N) 40
Polarization orientations (p) 2
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The performance of the DD, BPS, and the FF-BPS algorithms are also evalu-

ated for a 64-QAM constellation through simulations. The procedures used for 16-QAM

simulations are repeated for 64-QAM at the symbol rate of 30 GBaud. The considered

linewidth of the transmitter and the local oscillator lasers is 100 kHz and the number of

test phases used for BPS and FF-BPS is 64.

Table 4.2 Ű Simulation parameters for 64-QAM

Parameters Values

Reference Bandwidth (Bref) 12.5 GHz
Symbol Rate (Rs) 30 GBd
Linewidth 100 kHz
Number of test phases (N) 64
Polarization orientations (p) 2

The feedforward architecture of BPS allows it to be implemented using current,

future and past symbols. Conversely, because of its recursive structure, FF-BPS can only

be implemented using past and current symbols. To assess the impact of this drawback,

we evaluated OSNR penalty curves for BPS, DD, and FF-BPS operating with 16-QAM

and 64-QAM constellations. Cycle slips associated with the phase recovery of the M-

QAM signals limit the performance of the phase recovery algorithms, particularly at

low OSNR regions, leading to catastrophic error sequences. Therefore, in OSNR penalty

curves, cycle slips are circumvented by differential encoding and decoding. At the transmit

side, differential encoding is applied to both 16-QAM and 64-QAM signals. Then the

differentially encoded signals are rotated by using the Wiener phase noise. After that, the

AWGN noise is added to the rotated signals.

4.2 Experimental Setup

Experimental data are also processed for the evaluation of the performance of

both BPS and the FF-BPS algorithms for the 16-QAM constellation. The experimental

setup is shown in Fig. 4.1. Red and black lines indicate electrical and optical signals,

respectively. The addition of noise is used to simulate the combined effects of ampliĄed

spontaneous emission (ASE) and nonlinear noise after Ąber propagation. At the transmit

side, 217 random symbols are oversampled at 2 samples per symbol and shaped using

a 0.1 roll-off RC Ąlter. The four components of the digital signal are loaded into a 64-

GSa/s digital-to-analog converter (DAC) with analog 3 dB-bandwidth around 14 GHz

and 8 bits of nominal vertical resolution. The electrical signals drive a dual-polarization

IQ modulator (IQM) that modulates an external cavity laser (ECL) source with 100-kHz

linewidth.
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Figure 4.1 Ű Experimental Setup (SOUZA et al., 2016).

The polarization-multiplexed (PM) optical signal is then coupled with ASE

noise to vary the OSNR, which is measured through an optical spectrum analyzer (OSA).

The 22-GHz polarization/phase-diversity coherent optical receiver has a free-running local

oscillator (100-kHz ECL) for intradyne detection. An 80-GSa/s real-time oscilloscope (36-

GHz 3 dB-bandwidth and 8 bits of nominal vertical resolution) samples the four outputs

of the coherent receiver and stores the sequences for off-line processing. The sampled

waveforms are equalized by conventional DSP algorithms, including (SOUZA et al., 2016):

(i) pre-Ąltering using a Matlab-designed Hamming Ąlter with bandwidth 1.1𝑅s, to match

the receiver to the transmitter symbol rate; (ii) deskew (TANIMURA et al., 2009) and

Gram-Schmidt orthonormalization (SAVORY, 2010); (iii) clock recovery; (iv) dynamic

polarization demultiplexing based on the RDE (READY; GOOCH, 1990) with 20-taps

Ąlters and Û = 0.001; (v) frequency recovery using the discrete Fourier transform of the

4th power of the received signal (LEVEN et al., 2007);. The experimentally generated data

were Ąrst recovered by using the BPS algorithm. In this case, for generating BER 𝑣𝑒𝑟𝑠𝑢𝑠

Window size curve, the window size is varied from 2 to 512 for different OSNR values

and BER values are calculated. Then the experimental data were recovered by using the

FF-BPS algorithm and the forgetting factor is varied for a set of OSNR values.
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4.3 Simulation and Experimental Results

This section includes all the results obtained for 16-QAM and 64-QAM con-

stellations by using simulations and experiments using phase recovery algorithms i.e. BPS,

FF-BPS, and DD.

4.3.1 16-QAM

The simulation results for BPS and FF-BPS are shown in Fig. 4.2a and 4.2b.

The horizontal dashed lines indicate the BER values without phase noise. The vertical

dashed lines show the implementation-friendly forgetting factors where 1 − Ð = 2⊗i,

where 𝑖 = 4, 5, 7. Clearly, both algorithms accomplished excellent phase noise tracking,

exhibiting a negligible penalty. For BPS, a small 𝐿 results in cycle slips, while large values

impair carrier phase tracking. The optimum Ąlter size varied from 42 at OSNR = 20 dB

and BER = 10⊗3, to 172 at OSNR = 14 dB and a BER = 6 × 10⊗2. FF-BPS achieved the

same minimum BER at forgetting factors varying from 0.9 to 0.999. The forgetting factor

of Ð = 1 − 2⊗6 is enough to achieve penalty-free transmission with OSNRs ranging from

16 dB to 20 dB. From both Ągures, it is clear that the performance of the BPS simulation

and FF-BPS simulation is equivalent. In the case of BPS, higher values of OSNR require

low window sizes and lower values of the OSNR require high window sizes, for obtaining

minimum bit error rate. Hence, for the implementation of BPS at low OSNR regions

require large sized Ąltering windows.

The experimental results are shown in Fig. 4.2c and 4.2d. Compared with

simulations, the required OSNR values are considerably higher, and the curve shapes are

slightly different, as the BER exhibits Ćoors because of the limitations in the electrical

setup. The required window sizes for BPS varied from 82, for BER = 4×10⊗3 at OSNR =

34.7 dB, to 292, for BER = 7 × 10⊗2 at OSNR = 15 dB. FF-BPS managed to achieve an

equivalent performance compared with BPS. It is interesting to observe that a forgetting

factor Ð = 0.9922 = 1−2⊗7 achieved the minimum BER in the whole range of investigated

OSNRs. Also, in the experimental case, the behavior of BPS and FF-BPS is equivalent.

For BPS, the higher values of OSNR require low window size and lower values of the

OSNR require high window size for obtaining minimum bit error rate.
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Figure 4.2 Ű BPS and FF-BPS performance in 16-QAM constellation. The vertical dotted
lines indicate values suitable for hardware-efficient implementation. These
simulations do not include differential decoding. Horizontal lines indicate
BERs simulated without phase-noise.

The performance of the DD algorithm is also evaluated for the 16-QAM con-

stellation through simulation. The obtained result is shown in Fig. 4.3, and the perfor-

mance compared with the other two algorithms is equivalent.
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Figure 4.3 Ű DD performance in 16-QAM constellation. These simulations do not include
differential decoding.

Fig. 4.4 shows the BER versus OSNR curves of BPS (current and past sym-

bols), FF-BPS, BPS (past, current, and future symbols), and DD, respectively. The sim-

ulations have been carried out by varying the laser linewidth from 2 kHz to 6 MHz. The

simulated (ΔÜ𝑇s) products are indicated in the Ągures. The considered symbol rate is 30

GBd. In all the Ągures there exists a penalty of ≈ 0.4 dB with respect to the theoretical

curve, even in the condition without laser phase noise (ΔÜ𝑇s = 0), because of the penalty

induced by the differential encoding and decoding. These results are used for obtaining

OSNR penalties corresponding to different laser linewidths, as shown in Fig. 4.5.

Fig. 4.5 shows the OSNR penalty of DD, BPS (past and current symbols), FF-

BPS, and BPS (past, current, and future symbols), at BER = 10⊗3, as a function of the

linewidth times symbol duration product. The OSNR penalties of the investigated algo-

rithms are equivalent in lower values of ΔÜ𝑇s. The DD algorithm has a high OSNR penalty

compared with the proposed FF-BPS and BPS (past and current symbols). When oper-

ating with current and past samples, BPS and FF-BPS exhibit an equivalent performance

and achieve a better performance compared with DD. However, BPS still outperforms the

proposed FF-BPS if future samples are also used.
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Figure 4.4 Ű BER versus OSNR curves for 16-QAM.
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Figure 4.5 Ű Penalty curve for 16-QAM. These simulations include differential decoding.

4.3.2 64-QAM

The performance of the proposed FF-BPS, BPS, and DD algorithms is also

evaluated in 64-QAM. The simulation results of BPS and FF-BPS are shown in Fig. 4.6a

and 4.6b.
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Figure 4.6 Ű BPS and FF-BPS performance in 64-QAM constellation. Horizontal lines
indicate BERs simulated without phase-noise. These simulations do not in-
clude differential decoding.
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Similar to that of 16-QAM, the horizontal dashed lines indicate the BER values

without phase noise. It is clear that both algorithms achieve excellent phase noise tracking

with a negligible penalty. In the case of BPS, the optimum Ąlter size varied from 22 at

OSNR = 26 dB and BER = 2 × 10⊗3, to 132 at OSNR = 20 dB and BER = 5 × 10⊗2.

FF-BPS achieved the same performance as BPS at the forgetting factors varying from 0.9

to 0.999.
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Figure 4.7 Ű DD performance in 64-QAM constellation. These simulations do not include
differential decoding.

Fig. 4.7 shows the results obtained using the DD algorithm. Compared to FF-

BPS and BPS, the DD algorithm also yields an equivalent performance when operating

at the optimum window size. From the results, we can understand that the performance

of the BPS (current and past symbols) algorithm and the FF-BPS algorithm is the same

for 64-QAM also and the BPS (past, current, and future symbols) algorithm has better

performance compared to the other two algorithms.

Fig. 4.8 indicates the BER versus OSNR curves of BPS (current and past

symbols), FF-BPS, BPS (past, current, and future symbols), and DD for 64-QAM. For

obtaining OSNR penalties corresponding to different laser linewidths, simulations have

been carried out by varying the laser linewidth from 2 kHz to 1.5 MHz. There is a penalty

of ≈ 0.5 dB for BER without phase noise (ΔÜ𝑇s = 0) with respect to theory, which is the

coding penalty due to differential encoding and decoding. Again, these results were used

to obtain the OSNR penalties at the BER of 10⊗3. The results of BPS (current and past

symbols), FF-BPS, BPS (past, current, and future symbols), and DD are shown in Fig.

4.9. Similarly to the 16-QAM case, the OSNR penalty curves of the BPS (current and
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past symbols) algorithm and the proposed FF-BPS algorithm are equivalent. The BPS

(past, current, and future symbols) algorithm exhibits a superior performance compared

with BPS (current and past symbols) and FF-BPS. Again, the decision directed solution

exhibits the lower performance for high phase noise conĄgurations.

20 21 22 23 24 25 26 27 28 29 30

OSNR [dB]

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

B
E

R

Theoretical

T
s
 = 0

T
s
 = 1.333 e-7

T
s
 = 1.333 e-6

T
s
 = 6.666 e-6

T
s
 = 1.333 e-5

T
s
 = 2.000 e-5

T
s
 = 2.666 e-5

T
s
 = 3.200 e-5

T
s
 = 3.266 e-5

T
s
 = 3.333 e-5

T
s
 = 4.000 e-5

(a) BPS (current and past symbols)

20 21 22 23 24 25 26 27 28 29 30

OSNR [dB]

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

B
E

R

Theoretical

T
s
 = 0

T
s
 = 1.333 e-7

T
s
 = 1.333 e-6

T
s
 = 6.666 e-6

T
s
 = 1.333 e-5

T
s
 = 2.000 e-5

T
s
 = 2.666 e-5

T
s
 = 3.200 e-5

T
s
 = 3.266 e-5

T
s
 = 3.333 e-5

T
s
 = 4.000 e-5

(b) FF-BPS

20 21 22 23 24 25 26 27 28 29 30

OSNR [dB]

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

B
E

R

Theoretical

T
s
 = 0

T
s
 = 1.333 e-7

T
s
 = 1.333 e-6

T
s
 = 6.666 e-6

T
s
 = 1.333 e-5

T
s
 = 2.000 e-5

T
s
 = 2.666 e-5

T
s
 = 3.200 e-5

T
s
 = 3.266 e-5

T
s
 = 3.333 e-5

T
s
 = 4.000 e-5

T
s
 = 4.666 e-5

T
s
 = 5.333 e-5

T
s
 = 1.000 e-4

(c) BPS (past, current, and future symbols)

20 21 22 23 24 25 26 27 28 29 30

OSNR [dB]

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

B
E

R

Theoretical

T
s
 = 0

T
s
 = 1.333 e-7

T
s
 = 1.333 e-6

T
s
 = 6.666 e-6

T
s
 = 1.333 e-5

T
s
 = 2.000 e-5

T
s
 = 2.666 e-5

T
s
 = 3.200 e-5

T
s
 = 3.266 e-5

(d) DD

Figure 4.8 Ű BER versus OSNR curves for 64-QAM.
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Figure 4.9 Ű Penalty curve for 64-QAM. These simulations include differential decoding.

In any case, for practical implementation, not all symbols in a DSP frame

would have past and future neighbors. In BPS, the Ąrst symbols of the window would not

have past symbols, and the last symbols of the window would not have future symbols.

Therefore, although BPS would beneĄt from the existence of future and past symbols in

the middle of the sequence, this beneĄt would not be extended to those in the borders of

the sequence.
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5 Conclusion

High-order modulation formats are an essential feature of high-speed coherent

optical communication systems to increase the spectral efficiency. However, these mod-

ulation formats are less tolerant to phase noise. This leads to the requirement of phase

recovery algorithms with better laser phase noise tolerance. Future optical transceivers

with variable-code-rate FECs may operate at > 10⊗2 error rates. In these conditions, the

BPS Ąltering windows may require hundreds of symbols, which largely exceeds the paral-

lelization levels desired for ASIC implementation. To circumvent this issue, we propose in

this thesis a recursive BPS algorithm that replaces long Ąlters with a forgetting factor. The

proposed FF-BPS algorithm is evaluated through both simulation and experiments. The

16-QAM and 64-QAM modulation formats are investigated. The obtained results indicate

equivalent performance for FF-BPS and unilateral BPS (current and past symbols) and

exhibit better performance compared with DD. Bilateral BPS (past, current, and future

symbols) outperforms FF-BPS and unilateral BPS. However, for practical implementa-

tions, truly bilateral BPS is usually not developed, as DSP algorithms are applied to a

Ąnite symbol sequence. Potential complexity gains of the proposed algorithm strongly

depend on the implementations and the operating conditions.
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