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Abstract

One application of motion capture technology is the recording of the movement
of a human being to animate virtual characters. This technology allows the production of
realistic animations, able to reproduce the dynamics of a real person’s movement. However,
the process of transferring the movement to a virtual character, called motion retargeting,
can cause distortions when the performer and the character have different body proportions.
These distortions may generate artifacts in the animation, such as self-penetration and
ill-conditioned poses, that cause strangeness and hinder movement perception. This work
proposes the motion retargeting of motion capture data to 3D characters preserving
the hands’ spatial relationship with the body surface. This process ensures the hands’
interaction with the body surface, such as covering the eyes or mouth. The body surfaces
of the actor and the virtual character are calibrated in a semi-automatic process. A mesh
composed with triangles is constructed to represent each body surface and the limbs,
upper and lower arms and legs, are modeled as capsules. For the captured motion, the
distance of the hands and feet to the performer’s body surface components, i.e., triangles
and capsules, are normalized by the body proportions. Then, the virtual character’s
body proportions and body surface are used to compute its hands and feet positions.
The character pose is adjusted by inverse kinematics for each frame of the animation.
To evaluate the implemented method, a perceptual evaluation of recorded movements
through motion capture was conducted. Participants were presented to three stimuli: video
recordings of the performer during the motion capture session; and two 3D characters
performing the motions, one had motions retargeted through the implemented method,
and the other had not. Participants were asked which animated character performed
the movements most similar to the ones in the videos. The results indicate that the
implemented motion retargeting process improved the videorealism of animations recorded
through motion capture by preserving the interaction of the hands with the body surface.
Among the contributions of this work is the automatic retargeting of captured movements
from human beings to digital characters with different body proportions and shapes.

Keywords: Motion Retargeting; Digital Animation; 3D Virtual Characters;
Motion Capture.



Resumo

Dentre as aplicações da tecnologia de captura de movimentos, está a gravação de
movimentos de um ser humano para animação de personagens virtuais. Esta tecnologia
permite gerar animações realistas, capazes de reproduzir a dinâmica dos movimentos de
uma pessoa real. Porém, o processo de transferência do movimento para um personagem
virtual, chamado retargeting de movimento, pode resultar em distorções quando o ator e o
personagem têm proporções corporais distintas. Essas distorções podem gerar artefatos na
animação, como auto-penetração e poses incorretas, causando estranhamento e percepção
distorcida do movimento. Este trabalho propõe a transferência dos dados da captura
de movimento para um personagem 3D, preservando a relação espacial das mãos com a
superfície do corpo. Este processo garante a interação das mãos com a superfície do corpo,
como cobrir os olhos ou a boca. As superfícies do corpo do ator e do personagem virtual
são calibradas em um processo semiautomático. Uma malha composta por triângulos é
construída para representar cada superfície corporal e os membros, braços, antebraços,
coxas, e pernas, são modelados por cápsulas. No movimento capturado, as distâncias entre
as mãos e pés até os componentes da superfície, triângulos e cápsulas, são normalizadas
pelas proporções corporais do ator. Então, as proporções corporais e superfície corporal do
personagem virtual são utilizadas para calcular a posição de seus pés e suas mãos. A pose do
personagem é ajustada por cinemática inversa para cada frame da animação. Para avaliar
o método implementado, foi aplicada uma avaliação perceptual de movimentos registrados
através de captura de movimentos. Foi apresentado três estímulos para participantes
voluntários: vídeos gravados do ator durante a captura de movimentos; e dois personagens
3D executando os movimentos, um com movimentos resultantes do processo implementado
e o outro não. Os participantes deveriam responder qual personagem animado executou os
movimentos mais parecido com aqueles do vídeo. Os resultados indicam que o processo de
retargeting implementado contribuiu para um maior videorrealismo das animações gravadas
por captura de movimentos ao preservar a interação das mãos com a superfície do corpo.
Dentre as contribuições deste trabalho, está a transferência automática de movimentos
capturados de seres humanos para personagens digitais com diferentes proporções e
formatos corporais.

Palavras-chave: Transferência de movimentos; Animação Digital; Personagens
Virtuais 3D; Captura de Movimentos.
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Chapter 1

Introduction

This chapter presents an introduction of the basics concepts related to this work,

such as computer animation and motion retargeting (Section 1.1); the problem definition

(Section 1.2); the main objectives and contributions (Section 1.3); and the dissertation

organization (Section 1.4).

1.1 Computer Animation

Toy Story was released in 1995 as the first full-length film produced entirely

through computer animation techniques (HENNE et al., 1996). Besides Pixar’s production,

several applications employ digital animations to entertain, convey information, educate,

among others. Some digital media exploit virtual human models, or avatars, to make

human-computer interaction more natural and accessible. Talita, for example, is a signing

avatar that communicates in the Brazilian Sign Language and helps the deaf and hard of

hearing individuals access information (DE MARTINO et al., 2017). Lu, the animated

virtual saleswoman of the retail company Magazine Luiza, represents the brand in social

media and TV commercials (MAGAZINE LUIZA, 2017). Other application examples

include automated terminals, interactive virtual worlds, and video-games.

Humans use not only the voice and facial expression cues to understand intentions,

motives, and wills, but also the movements of our body, limbs, and hands as they may

carry semantic information on the emotion that one is trying to express. The movements of

the limbs and hands are particularly important for sign languages as they play a significant

role in conveying meaning. The location, orientation, and movement of the hands are basic

parameters that characterize a sign in sign languages. Slightly discrepancies will express

different messages or even make the sign unrecognizable. Therefore, an accurate motion

representation by the virtual agent often is not only desired but mandatory. However,

virtual human animation is a challenging effort due to its intrinsic complexity. Besides,

humans are keen observers of human motion and can easily notice unnatural artifacts

given the familiarity with human movement.
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Keyframing is a technique to animate virtual characters. The animator profes-

sional adjusts key poses of the 3D avatar in dispersed frames and an automatic algorithm

fills the gaps between poses by interpolating them over time, which creates the impression

of the desired motion (KERLOW, 2004, p. 272). Keyframe-based animation demands

extensive manual and artistic work. Knowledge of human motion dynamics — and even

human anatomy — is required to craft realistic human animations (RATNER, 2012,

Chapter 11).

Motion capture (mocap) is another digital animation technique. Mocap systems

capture the live performance of an actor and animate a Three dimensional (3D) character

using the recorded motion. There are three main types of mocap systems available nowadays:

magnetic, mechanical, and optical systems (KITAGAWA; WINDSOR, 2012, pp. 8–12).

Optical mocap systems can be further divided into two groups: markerless and marker-based

optical systems. The later uses a set of infrared cameras to track the position over time

of reflective markers placed on the body surface of the performer. Furthermore, its most

significant advantage is motion tracking with higher accuracy while the cost its a typical

disadvantage.

Mocap allows a faster animation production and lessens the time-consuming work

of keyframing animation. Additionally, the animation sequences provide realistic motion

dynamics since they were captured from human performance. Still, some post-processing

is required to clean-up mocap data, when the system loses track of the markers, and to

adjust poses of the virtual agent if the resulting animation presents awkward artifacts.

Such artifacts include self-penetration and ill-conditioned poses, as, for instance, the hands

piercing through the body or the elbow bending backward.

When working with mocap, a typical problem occurs when the performer propor-

tions are too different from the virtual character. For example, when the movements of a

skinny actress must be transferred to a fat ogress. Applying the animation sequence in a

3D character with different body proportions and body shape may result in an odd-looking,

unnatural motion. The captured motion of an actor covering his ears, for example, when

applied to a 3D character with longer arms, results in a weird animation, as in Figure 1.1,

since the hands of the avatar will penetrate its head.

A simple solution would be to design the virtual agent to match the proportions

and shape of the mocap performer, or to capture the motion with a new actor that resembles

the character. The latter approach can be costly and infeasible as it demands as many

actors as different characters. The former approach is also restrictive as it restrains the

proportions of the characters to be animated. Both approaches preclude the reuse of

captured motion data from animating different characters. An alternative and potentially

more advantageous approach is motion retargeting. Motion retargeting is the process of

adapting motion to 3D characters while avoiding artifacts in the animation.
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Figure 1.1: Snapshot of two characters performing the captured motion of covering the
ears. The 3D model on the right has arms fifteen percent longer than the model on the left.

1.2 Problem Definition

Distinct structures are used to assemble virtual characters; the primary structures

are the character’s body surface, represented by a polygonal mesh; the rigging, that binds

the mesh to a skeleton, which deforms the mesh vertices as it moves; and the textures

of the mesh. The skeleton in virtual characters is composed of joints that, when rotated

progressively, gives the impression of motion by deforming nearby mesh vertices. The

joints are organized hierarchically, often starting from the hips, the root joint. The skeleton

topology, i.e., the number of joints and their orientation, may be different depending on the

software used to create the virtual character. Thus, directly applying the same orientation

and progressive rotations from one skeleton to another often results in undesired poses.

The present work focuses on retargeting motion acquired through mocap technique

to virtual agents that do not share the same body proportions and body surface with the

performer. Additionally, it is not required that the skeletons from the mocap data and the

3D character have identical topology. The approach aims to generate an animation that

conveys the self-body interaction and the intended information of the original motion by

preserving the spatial relationship of the hands with the body surface.

Assumptions related to this work:

• The mocap data is already “clean” and problems due to poor marker tracking, like

those resulting from occlusion of markers or swapped markers, were already processed

and solved. Otherwise, artifacts in the source motion data will not be fixed and may

be magnified.

• The source and target skeletons, that is, the output skeleton of the mocap system

and the virtual agent skeleton, are biped, human-like shaped.
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• The animations for the mocap performer body surface calibration, described in

Section 3.2.1, are available. Moreover, the 3D model of the target character should

also be available to retrieve its body surface information through manual inspection.

1.3 Objectives and Contributions

This work presents an automated motion retargeting algorithm that allows mocap

data and animations to be reused between virtual human characters with different body

proportions and shapes. The algorithm adjusts the pose of the target virtual character

to preserve the spatial relationship with the body surface as the original motion given

a body surface calibration of both characters. The process diminishes distortions and

artifacts when applying mocap data to different virtual characters. That allows the reuse

of motions captured to animate multiple characters. The automatic motion retargeting

also reduces the animator specialist’s costly and time-demanding work, since often is not

one motion that requires inspection and adjustments but several motions. The objectives

of the present work are summarized as follows:

• Preserve the verisimilitude of 3D virtual agents’ motions captured through mocap;

• Allow the reuse of captured motions in several characters with different body pro-

portions and sizes;

• Avoid artifacts and ill-conditioned poses in the animations;

• Reduce the inspection and editing time required of the professional animator.

The dissertation also presents an evaluation protocol and the analysis of the

results of the perceptual evaluation of animations generated by the implemented method.

The challenges of motion retargeting and intelligibility of animated virtual agents

were also partially reported in the following publications:

• TONOLI, R. L.; COSTA, P. D. P.; DE MARTINO, J. M. Signing Avatar in Virtual

Reality: An Intelligibility Study. In: 20th Symposium on Virtual and Augmented

Reality, 2018, Foz do Iguaçu. Proceedings of the WTD 20th Symposium on Virtual

and Augmented Reality, 2018.

• TONOLI, R. L.; COSTA, P. D. P.; DE MARTINO, J. M. Semi-Automatic Application

for Motion Retargeting of Libras Signing Avatar. In: Décimo Encontro dos Alunos e

Docentes do Departamento de Engenharia de Computação e Automação Industrial,

2017, Campinas. Digital Proceedings. Campinas: FEEC: Unicamp, 2017. Available

at: <https://www.fee.unicamp.br/dca/x-eadca-programacao>. Accessed: Jan. 13,

2019.
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1.4 Organization

The text is organized as follows:

• Chapter 2 presents the main related works involving motion retargeting and motion

editing.

• Chapter 3 describes the motion retargeting methodology and details the steps to

calibrate the characters’ surface, encode the hand relationship with the surface and

adjust the target character pose.

• Chapter 4 describes the perceptual evaluation conducted to validate the approach.

• Chapter 5 presents the conclusion and discusses future works.

• Appendix A describes the Biovision Hierarchy (BVH) file format.

• Appendix B presents the procedure of the body surface calibration during motion

capture.
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Chapter 2

Basic Concepts and Related Works

In this chapter, we introduce some basic concepts related to the synthesis of 3D

animated characters with the aid of motion capture technology, highlighting the main

challenges involved in the motion retargeting process, and the main problems that may

arise in the final animation. We also present a chronological review of the literature, with

the existing approaches to minimize artifacts caused by unconstrained motion retargeting.

Sections 2.1 and 2.2 describe the motivation behind the use of motion capture

(mocap) systems, and provide a brief overview of the existing mocap technologies. The

traditional mocap pipeline is detailed in Section 2.3. Section 2.4 presents the related

works and discusses some limitations of the proposed approaches. Section 2.5 presents the

concluding remarks of the chapter.

2.1 Historical Perspective

The idea of capturing a movement to reproduce it on a screen is intimately

related to the origins of cinema and animation. In 1876, Eadweard Muybridge studied

the movement of a racehorse by photographing it with 24 cameras in different positions

(Figure 2.1a) (PARENT, 2008, p. 101). In 1882, Etienne-Jules Marey met Muybridge. In

the same year, Marey invented a chronophotographic, a fixed-plate camera that allowed

him to register sequential images of a movement (Figure 2.1b). Max Fleischer and his

brothers patented the Rotoscope in 1917. The Rotoscope is an apparatus that became very

popular in the early animation industry. It enables the animators to draw their characters

over a transparent screen in which it is projected the filmed movements of real actors

(Figure2.1c). The Rotoscope technology was adopted since the first full-length feature film

to use cel animation, Disney’s 1937 film “Snow White and the Seven Dwarfs”. Most of the

dancing scenes and all of Prince Charming’s character movements were rotoscoped (the

Snow White character’s movements were copied from the Marge Champion model).

Later, computers were exploited to produce digital animations. The development

of the computer graphics fields brought computer-generated images from two-dimensional
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allowed the user to define constraints to correct and edit the resulting motion. As Gleicher

(1998), IK with the pseudo-inverse method was used to enforce the constraints.

Figure 2.8: Correspondence between two skeletons with distinct topology. Source: Ex-
tracted from (MONZANI et al., 2000).

Shin presented an automatic motion retargeting process for computer puppetry,

which maps the movements of a performer to a virtual agent in real-time (SHIN et al.,

2001). Since it is not possible to rely on predefined constraints for online applications, a

set of rules was proposed to decide whether to preserve the angles of the joints, the pose,

or the position of the joints, the interaction with the environment, of the original motion.

This decision is based on the distance of an end-effector to an object. That is, when the

end-effector is close to an object, interaction is likely occurring. Then, the end-effector’s

position is given higher importance than the angles of the joints in the motion retargeting

process. Conversely, when an end-effector distances itself from an object, the joint angles

are given high priority and thus mimicking the original motion.

Later, Kulpa et al. (2005) introduced a normalized representation of the skeleton

to depict the motion. The position of the hands, feet, and head are normalized by the

length of the respective kinematic chain. The chains are composed of bone segments from

the extremity to the root of the chain (the base of the spine, shoulders, or upper legs

joints). The motion adaptation is performed in real-time by inverting the normalization

process using the dimensions of the target character, which leads to the desired position

for each extremity. The target character’s pose is then computed analytically for each

kinematic chain separately, as in Figure 2.9. Different from the previous works, Kulpa

et al. (2005) provided a data structure that encodes the motion, based on the skeleton

proportions, rather than defining a motion representation that creates a trajectory for the

target character to follow. This work was later extended to a real-time motion synthesis

framework that adapts existing captured motions given changes in the environment and

perturbations, as adding a step on the floor or applying external forces on the character

(MULTON et al., 2009).

The problem of motion retargeting between characters with different topology

was also addressed for characters with highly distinct structures. Hsieh et al. and Lu



32

Figure 2.9: Representation of the skeleton by Kulpa et al. (2005), the dotted lines represent
limbs with variable length. Group of joints, highlighted in red, are adapted separately.
Source: Extracted from (KULPA et al., 2005).

et al. applied Monzani’s methodology animal-to-human and human-to-animal motion

retargeting, respectively (HSIEH et al., 2005; LU et al., 2009). Moreover, Hecker developed

a motion retargeting and motion editing application to animate characters created by the

user, not limited to bipeds and quadrupeds (HECKER et al., 2008).

However, previously cited methods have no understanding of the body surface,

which leads to artifacts when the original character interacts with its own body. Although

the cited approaches provide mechanisms to solve the undesired aspects of the motion,

they require the manual and artistic intervention of a professional animator, resulting in

higher post-production costs and longer lead times.

Recently, Bernardin et al. (2017) presented a motion retargeting process that

seeks to preserve self-body interaction without surface information. The distances between

all joints are computed and normalized in a process similar to Kulpa et al. (2005). The

body proportions of the target character are used to compute the inverse of the normalized

distance. Then, the target joints are positioned to preserve the computed distances. An

objective function prioritize distances between closer joints in the skeleton hierarchy (not

Euclidean distance); given two joints, a low amount of joints between them indicates

high priority. For example, to preserve the distance between the hand and the hips

is considered more relevant than the one between the hand and the foot. While this

approach can sustain some semantic information of the source motion, self-penetration

occurs by changing the body surface of the characters. Hence, there is a clear demand

for surface-aware algorithms to handle animation sequences with self-body interactions

accurately. The following section describes some of the existing approaches.

2.4.2 Surface-Aware Motion Retargeting

Ho et al. (2010) proposed a method for motion retargeting based on a volumetric

mesh(HO et al., 2010).The mesh is composed of segments connecting joints of the characters
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A similar approach was presented by computing local interactions with the surface (LIU

et al., 2018). Both works use optimization algorithms to attract the current pose to the

computed pose of the character.

The methods proposed by Loper et al. (2014), Pons-Moll et al. (2015), Liu et

al. (2018), and Jin et al. (2018) require characters with a surface mesh compatible with

their template. That prohibits the use of commercial software characters since each

software adopts a particular standard to compose the mesh and the skeleton of their

virtual characters. Hence, these strategies demand enormous adaptations in the mocap

pipeline. Research groups or animation studios with an already-defined pipeline may find

these adaptations a significant impediment since it means redesigning all characters.

Molla et al. (2017), on the other hand, proposed a motion retargeting process

based on a surface calibration of the mocap performer and the virtual character (MOLLA et

al., 2017). The performer calibration exploits the mocap system: by touching a defined set

of points on the trunk, head, and limbs, a virtual representation of the performer’s surface

is estimated. The set of points is also sampled on the surface of the virtual character.

The points of the head and trunk are connected by triangles, creating two meshes, and

the limbs are modeled by capsules. Thus, as shown in Figure 2.11, both surfaces can be

correlated.

Molla et al. (2017) decomposed extremity joints’ positions into a weighted sum of

the displacement vector from the body surface components, mesh triangles, and capsules.

This approach is similar to the one proposed by Al-Asqhar et al. (2013), that decomposed

the joint positions relative to surfaces from other characters’ bodies and the environment.

An analogous decomposition is computed for joints’ orientation regarding the normals of the

body surface components. The sum’s weights increase with the proximity and orthogonality

to the components. These parameters, defined as egocentric coordinates, compose a data

structure that depicts the character pose — and the motion after computing for every

frame —. Then, extending the approach proposed by Kulpa et al. (2005), normalizing

these coordinates by the body proportions of the mocap performer allows the motion

retargeting to characters with different body shapes and body proportions. However, the

approach does not handle character skeletons with different topologies. Molla et al. (2017)

compared their methodology with Kulpa et al. (2005) and Al-Asqhar et al. (2013). The

evaluation results, to the detriment of the other two, showed that the volunteer subjects

preferred the animations retargeted by their methodology.

2.4.3 Literature Summary

Table 2.1 presents a summary of the related works discussed in Sections 2.4.1

and 2.4.2. Loper et al. (2014) and Pons-Moll et al. (2015) were not included because they

focus on mesh animation for realistic soft tissue deformation effects.
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Figure 2.11: Illustration of the methodology proposed by Molla et al. (2017). From left to
right: mocap performer; left-hand spatial relationship with the surface for the performer;
spatial relationship transferred to a child character; final result. The yellow and red lines
illustrate the calibrated surfaces and spatial relationships, respectively. Source: Extracted
and adapted from (MOLLA et al., 2017)

Reference
Different
Topology

Environment
Interaction

Self-Body
Interaction

Automatic Real-Time

Gleicher (1998) X
Monzani et al. (2000) X X
Shin et al. (2001) X X X
Hsieh et al. (2005) X X
Kulpa et al. (2005) X X1 X
Hecker et al. (2008) X X
Lu et al. (2009) X X
Multon et al. (2009) X X
Ho et al. (2010) X X X X
Al-Asqhar et al. (2013) X X X
Bernardin et al. (2017) X1 X
Jin et al. (2018) X X X
Liu et al. (2018) X X
Molla et al. (2017) X2 X X X
This work X X2 X X

Table 2.1: Summary of motion retargeting techniques presented in Sections 2.4.1 and 2.4.2.
(1) does not use surface information. (2) handles only ground interaction.
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In this work, we propose to include the concept of skeleton correspondence

(Skeleton Map) adopted by Monzani et al. (2000), to the egocentric coordinate encoding

pipeline proposed by Molla et al. (2017). In Chapter 3, we detail how the Skeleton Map

should be constructed to overcome the limitation of Molla et al. (2017). We present a

complete implementation of the new proposed pipeline that has no restriction regarding

the target character’s skeleton topology, as highlighted in the last row of Table 2.1.

2.5 Concluding Remarks

This chapter presented some basic concepts related to the animation of virtual

characters. In keyframing-based techniques, the artist (or professional animator) has

significant influence over the character pose and the motion dynamics. Advances in

computer vision and mocap technology allowed to track and transfer real human motion to

virtual characters, leading to an animation production more automatic and diminishing

human intervention in several steps of the traditional pipeline, including motion editing.

However, often reusing the mocap data for multiple characters is a challenge because

it causes distortions in the animation when the body proportions and the body shape

of the characters and the mocap performer present disparities. An additional challenge

is presented when the characters were created and rigged using different commercial

animation software since each follows a specific standard. An overview of the mocap

technology and its traditional pipeline are also detailed. Next, it was discussed some works

that focus on motion retargeting between characters with different topologies or different

body proportions and shape. Finally, the approach of this work and how it relates to

existing approaches were presented. The implemented methodology is described in the

next chapter.
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Chapter 3

Preserving Surface Spatial

Relationship in Motion Retargeting

This chapter describes the motion retargeting process from mocap data to a 3D

virtual human. Figure 3.1 presents an overview of the motion retargeting pipeline.

The first step consists of an Initial Motion Retargeting that transfers the mocap

data (source animation) to the virtual character skeleton (target skeleton) by aligning

and rotating each bone of the target character as the source animation. However, the

retargeting may generate artifacts in animations with self-body interaction when the mocap

actor and the virtual character have different body proportions or body shape. These

artifacts, such as self-penetration and ill-conditioned poses, hinder motion recognition and

cause strangeness. The Initial Motion Retargeting step is detailed in Section 3.1.

The Spatial Relationship Encoding process tackles the distortions. This process

expresses the position of the hands and the feet joints of the source skeleton relative to the

performer body surface (source surface) and normalized by its body proportions. Later,

the virtual character body surface (target surface) and body proportions are used to adjust

the target animation resulted from the Initial Motion Retargeting. Section 3.2 describes

the process to calibrate both body surfaces and to encode the joints’ spatial relationship

with the surface.

Finally, the Pose Adaptation step computes the joints positions that ensure

the same spatial relationship with the body surface as the original motion (mocap data),

which preserves self-body interaction and avoids distortions. Then, an inverse kinematics

algorithm computes the joints angle to adjust the target character in the desired pose

(Section 3.3). The motion retargeting results in an animation sequence for the virtual

character as a BVH file (Appendix A details the BVH file format data structure).

The last two sections of this chapter presents the experimental setup for recording

and processing the mocap data (Section 3.4) and the concluding remarks (Section 3.5).
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Ry(θ3) =
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(3.4)

Equation 3.5 combines these rotation matrices into a single rotation matrix

through matrix multiplication.

R = Rz(θ1)Rx(θ2)Ry(θ3) (3.5)

Since matrix multiplication is not commutative, the order of the channels specified

in the BVH file (Appendix A) dictates the multiplication order. Finally, Equation 3.6

combines both translation and rotation matrices, resulting in the transformation matrix

M2.

M = TR (3.6)

The hierarchical structure of the skeleton allows the representation of the joint

position and orientation, relative to its parent. Therefore, only its local rotation and

translation are stored. Since the root joint has no parent, its local values correspond to

the global ones, that is, relative to the world origin. To obtain the global transformation

matrix Mn
G for a joint n, its local transformation matrix Mn

L is multiplied by its parent

local transformation matrix and so on, up to the root joint n = 0. Equation 3.7 presents

how to compute the global transformation from joint n (MEREDITH; MADDOCK, 2001).

Mn
G =

n
∏

i=0

M i
L (3.7)

The global position of joint n is computed by multiplying its global transformation

by the vector [0, 0, 0, 1]T (Equation 3.8)3.

pn = Mn
G
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(3.8)

The orientation relative to the origin, i.e., the global orientation, can be recovered

from the transformation matrix (SHOEMAKE, 1994). Considering the rotation matrix

2A scaling operation could also be included in a transformation matrix, but it is not usual to scale
mocap data during the animation. Thus, it is not taken into account in this work.

3This work adopts the right-to-left notation for matrix multiplication: given a point p0 and a transform
matrix M , the transformed point p1 is computed as p1 = Mp0.
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from Equation 3.5, multiplying the matrices using Equations 3.2, 3.3 and 3.4 results in

the matrix given by Equation 3.9 , with ci = cos(θi) and si = sin(θi) for i = 1, 2, 3.

R =










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


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(3.9)

Given the general rotation matrix in Equantion 3.10, it is possible to retrieve

at least one solution for the θ1, θ2 and θ3 values with trigonometric operations using the

components of the rotation matrix. First, θ2 is calculated through Equation 3.11, then, if

cos(θ2) 6= 0, Equations 3.12 and 3.13 provide the values of θ3 and θ1, respectively.

R =


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(3.10)

θ2 = arcsin(r21) (3.11)

θ3 = arctan 2

(

−r20

cos(θ2)
,

r22

cos(θ2)

)

(3.12)

θ1 = arctan 2

(

−r01

cos(θ2)
,

r11

cos(θ2)

)

(3.13)

Slabaugh (1999) details the case when cos(θ2) approaches zero, providing a

pseudo-code for the computation of Euler angles from rotation matrices.

The global rotation and position are essential to the motion retargeting process

between skeletons that do not share the same topology. The next step is to identify

correspondent joints in the skeletons so that a joint in the target skeleton receives the

transformations of its correspondent joint in the source skeleton.

3.1.2 Skeleton Map

Figure 3.3 presents two examples of possible representations of a virtual human

skeleton. Although both can animate a humanoid-shaped model, transferring motions

between the skeletons is not straightforward.

A correspondence between joints of the skeletons is mandatory to identify which

joints from the target skeleton should mimic the motion from the source skeleton. It is

possible to infer a correspondence using the joints’ name automatically, but they may
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Rn
NG = Rn−1

G Rn
NL (3.16)

Rn
NL = (Rn−1

G )−1Rn
NG (3.17)

This process aligns the bones in the first frame. In the following frames, the

rotation RF of a joint in the source animation from the last frame to the current one

replaces the rotation RA to align bones in Equation 3.14. However, the BVH file does

not store the rotation from one frame to the next one. Therefore, for a given joint of

the source skeleton, Equation 3.18 computes the rotation matrix required by multiplying

Rm
G (t) and Rm

G (t− 1), the global rotation matrices to rotate a source skeleton joint in the

frames t and t− 1, respectively.

RF = Rm
G (t) (Rm

G (t− 1))−1 (3.18)

Then, in a similar process as for the first frame, Equations 3.19 and 3.20 computes

the global and local rotation matrix of the correspondent target joint, respectively.

Rn
G(t) = RF Rn

G(t− 1) (3.19)

Rn
L(t) = (Rn−1

G (t))−1Rn
G(t) (3.20)

Changes in the local transformation matrices affect all the joints below the

hierarchy. Therefore, it is imperative that the Bones Alignment starts at the root joint,

followed by its children, its grandchildren, and so on down the hierarchy, avoiding changes

on any of the local rotation matrices Ri
L in Equation 3.15.

3.1.4 Root Translation

So far, this process took care of the orientations, making sure that the joints of

the target skeleton rotated as the source skeleton joints. Since our bones do not stretch,

the human joints are not modeled as translational joints, and it is not necessary to deal

with the translation. However, the root joint, often located in the hips or at the base of

the spine, is the only joint with changeable translation to allow the character to move

across the 3D space and to represent the character interaction with the ground.

Motion retargeting to characters with different heights results in artifacts such

as the feet penetrating the floor or floating above it, and the feet sliding on the floor when

walking, also known as “foot skating”. The assumption that both skeletons have the same

pose in the first frame allows the use of the ratio of their heights as a normalization factor

to handle ground contact (Equation 3.21). The ratio enforces the interaction with the
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The proximity metric is obtained by taking the inverse of the distance between

the joint and the surface component, represented by the displacement vector magnitude.

Therefore, closer components will have stronger influences. As proposed in the previous

section, the hand surface is deducted from the distance for accuracy (Equation 3.29).

λp =
1

‖v‖ − ds

(3.29)

The orthogonality is expressed as a function of θ, the angle between the dis-

placement vector v and the surface component normal n. The function decreases as the

angle increases. However, different than Molla et al. (2017), it is proposed that surface

components still contributes when the joint is behind them. Since some body parts have

no calibration points, such as the sides of the trunk, the other surface components can

still provide useful information.

λ⊥ =
cos θ + 1

2
(3.30)

Both metrics are combined to compose the importance factor, as shown in

Equation 3.31. Then, the importance factor λi of each surface component is normalized so

that their sum is equal to one (Equation 3.32).

λ = λpλ⊥ (3.31)

λ̂i =
λi

∑m
i=1 λi

(3.32)

Therefore, the importance factor reduces the weight of surface components not

orthogonal to the displacement vector or far from the joint. However, Equation 3.32 still

allows components to contribute when all are under both circumstances.

Consider, again, the motion described in the previous section, in which the

performer moves the right hand from the head to the waist. The egocentric coordinates

encode the spatial relationship of the right hand to the body surface. Figure 3.19 depicts

the reference point, as red dots, and the displacement vectors, as blue lines, when the

right hand of the performer is in front of his face and body. Note that the intensity of the

blue color decreases proportionally to the respective importance factor. Both proximity

and orthogonality metrics are balancing the weights of each component given the joint

position. Therefore, when the hand is on the face (Figure 3.19a), surface components on

the head have higher importance (darker blue) since the hand is near and perpendicular

to the components’ normal. The analogous is valid for Figure 3.19b. Conversely, the

displacement vectors of surface components on the sides and the back of the performer

are barely visible. Figure 3.19c shows the importance sum of surface components from

the body and head in different colors. The vertical lines indicate the moments that both
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the head joint for head components, and, for limb capsules, it starts in the parent joint of

the bone segment. The path ends on the respective extremity joint, the hands or the feet

joints. Given the cosine of the angle αk between the bone segment k and the displacement

vector v (Equation 3.33), the displacement vector can be expressed in terms of the n bone

segments of the kinematic path as Equation 3.34 and its normalization is presented in

Equation 3.35.

cos (αk) =
v

‖v‖
·

sk

‖sk‖
(3.33)

v = −xj0 +
n
∑

k=1

sk (3.34)

v̂ =
v

τ
, τ =

n
∑

k=1

‖sk‖ | cos (αk)| (3.35)

Equation 3.35 normalizes the displacement vector with the contribution of each

bone segment to the vector. This supports the adaptation of the position of the joint

in skeletons with different sizes. As an example, the source pose of an adult with arms

stretched results in a position impossible to reach to a child as the target character.

Inversely, the adult as the target character will not have his arms stretched, since the

relative distance of the hands to the body in the child is smaller than in the adult.

The set of cosines in the kinematic chain of a surface component is stored as the

normalization coefficient C in Equation 3.36.

C = {| cos (α1)|, | cos (α2)|, . . . , | cos (αn)|} (3.36)

Joints Orientation

The last information composing the egocentric coordinates is the orientation of

the extremity joints regarding the surface components. The orientation of the hands and

feet can carry semantic information; therefore, the motion retargeting should reorient their

positions reflecting the differences in the shape of the body surface.

Due to different topologies, the local coordinates of the hands are not reliable to

represent the surface orientation. If present, the middle hand or the middle finger joint

is used to define the vector sO, the vector that points from the hand joint to the middle

hand or middle finger joint. Considering that the first frame represents the T-Pose (palms

facing the ground), this vector is rotated by ninety degrees on the global z-axis and used

to represent the surface orientation, that is, the vector pointing out of the palms. The

same is done for the feet. Then, for each surface component, the angle βi is obtained to
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align the hands and feet with the surface normal (Equation 3.37).

βi = arccos

(

sO

‖sO‖
·

ni

‖ni‖

)

(3.37)

3.2.3 Summary

So far, the egocentric coordinates depicted in Table 3.3 were computed in the

source animation for the joints: right and left hand, and right and left foot. Each coordinate

preserves the information listed:

• Normalized reference point (x̂): the intersection with the capsule surface of the

line starting at the joint position and ending at the center of the capsule. It is stored

for capsule components only since the reference points of mesh components are given

by the centroids of the mesh triangles.

• Normalized displacement vector (v̂): the displacement of the joint to the surface

component normalized by τ , the normalization factor from Equation 3.35. It gives

the direction of the joint from the component. When multiplied by the normalization

factor of the target skeleton, it results in the displacement of the joint to the surface

component, given its kinematic path. The displacement shrinks or expands if the

bone segments of the target skeleton are smaller or larger than those of the source

skeleton, respectively.

• Normalized importance (λ̂): the surface component weight to compose the

position of the joint. Surface components near and more perpendicular to the joint

— to the displacement vector — have a stronger influence on the computation of the

joint position.

• Normalization coefficients (C): the set of values that describes the contribution

of bone segments to compute the normalization factor τ . The contribution is given

by the absolute value of the cosine of the angle between the bone segment and the

displacement vector.

• Relative joints orientation (β): the angle between the surface normal of the

hands or feet and the surface component normal. The orientation of the hands

and foot near a surface component should follow the changes in the shape of that

component from the source to the target character.

The egocentric coordinates of the joint j regarding the m surface components,

mesh triangles and capsules, are stored as shown in Equation 3.38.

Ej = {ej,1, ej,2, . . . , ej,m}, where ej,i =
(

x̂i, v̂i, λ̂i, Ci, βi

)

(3.38)
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Coordinate Name Equation
x̂ Normalized reference point 3.27
v̂ Normalized displacement vector 3.35
λ̂ Normalized importance 3.32
C Normalization coefficients 3.36
β Relative joints orientation 3.37

Table 3.3: The egocentric coordinates that describe the spatial relationship between the
joints of the hands and feet and the surface components. The coordinates are extracted
from the pose of the source animation and used to adapt the pose of the target character,
given its body proportions and body surface. The displacement vector and importance
are stored in the normalized form.

In this work, the spatial relationship between the joint and the body surface

components is preserved for the joints: (1) Right hand; (2) Left hand; (3) Right foot; and

(4) Left foot. Therefore, the set of egocentric coordinates computed depicted in Equation

3.39.

Right hand: E1 = {e1,1, e1,2, . . . , e1,m}

Left hand: E2 = {e2,1, e2,2, . . . , e2,m}

Right foot: E3 = {e3,1, e3,2, . . . , e3,m}

Left foot: E4 = {e4,1, e4,2, . . . , e4,m}

(3.39)

3.3 Pose Adaptation

The Pose Adaptation receives encoded source animation, given by the egocentric

coordinates computed in Section 3.2. A new pose is computed using the body proportions

of the target character to revert the coordinates. This pose preserves the same spatial

relationship with the surface as the original motion. Then, inverse kinematics is used to

attract the target character into the pose.

The spatial relationship information between the hands and feet joint and the

body surface from the source character, the mocap performer, is encoded by the egocentric

coordinates. Therefore, the operations in this section are performed on the skeleton,

surface, and joints of the target character, the 3D model.

3.3.1 Computing Target Positions

The target position tj of joint j is computed by solving Equation 3.28 for the

m surface components. The egocentric coordinates provide the importance factor, the

reference point is obtained from the surface components, and the displacement vector, in

its normalized form, is also present in the egocentric coordinates. The steps to recover the
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target positions are listed:

1. Measure the lengths ‖s‖ of the bone segments. The bones in the kinematic path are

defined on Table 3.2 along with their mapped joints.

2. Combine them with the normalization coefficients C to obtain the normalization

factor τ (Equation 3.35).

3. Calculate the displacement vectors multiplying τ by the normalized displacement

vectors v̂ as

v = τ v̂ (3.40)

4. Compute the reference points x for mesh triangles, their centroid, and denormalize x̂

for limb capsules. Given the normalized reference point x̂ = (1, θ, z) on the cylinder

surface and x̂ = (1, θ, ψ) on the half spheres surface, the reference point is given by

x = (R, θ, zL) and x = (R, θ, ψ), (3.41)

respectively, where L is half the capsule cylinder length and R the capsule radius

(half the limb thickness).

5. Determine the joint position tj adding the reference points and the displacement

vectors:

tj =
m
∑

i=1

λ̂i(xi + vi) (3.42)

These steps result in the target position of the joint j. Thus, performing it in

the egocentric coordinates E1, E2, E3, E4, results in the target position for the right and

left hand and foot joints.

3.3.2 Pose Adjustment with Inverse Kinematics

Now that the target positions for the desired joints are computed, the next step

is to adjust the skeleton pose. Inverse kinematics is used to calculate the orientations of

joints in the skeleton that results in the desired pose.

The inverse kinematics is applied independently in the four limbs: right and left

arms and legs. The kinematic path6 comprehend the joints from the shoulder to the hand

(for the arms), and the joints from the femur (Upper Leg joint) to the foot (for the legs).

6The path of joints in a skeleton hierarchy is usually called “kinematic chain” by references in the
research field of kinematics. For consistency with the previous sections, this work adopts the term
“kinematic path”.
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Since no overlap of joints occurs in the kinematic paths, the limbs do not compete

with each other. That is, the joints in a IK are only trying to reach one target position.

When that is not the case, undesired artifacts in the skeleton pose may appear, especially

when the target positions are out of reach. As an example, if the kinematic path of the

arms comprehended the spine, the IK could keep rotating the spine in order to each arm

reach its target position.

The inverse kinematics with Jacobian transpose proposed by Buss (2004) is used

to bring the joints that had the egocentric coordinates computed closer to their respective

target position (BUSS, 2004). First, the displacement between them is computed with

d = t − p. Then, the inverse kinematics problem is solved to find values to update the

joint rotation angles by a small amount. These steps are repeated until d is sufficiently

small. In order to embrace skeletons with diverse topologies, no rotation constraints are

assumed for the joints; therefore, joints in the inverse kinematics algorithm have 3DOFs.

3.3.3 Adjusting Extremity Joints Orientation

The final step of the Pose Adaptation is to adjust the joints orientation regarding

the body surface components. A surface component or the overall body shape may

change from the source to the target character. The orientation of the joint that may be

interacting with or touching the surface components, the extremity joints, need to follow

those changes.

As an example, imagine a mocap animation of a slim man sliding his hand from

the neck to the belly. The motion retargeting of this animation to a pregnant character

should account for the bigger breasts and belly. The methods described in Sections 3.3.1

and 3.3.2 deal with the position of the hands; therefore, the resulting animation will avoid

self penetration by better positioning the hand. However, the impression of sliding the

hands across the surface is achieved by the palm following the variations of the body

surface.

This adjustment is performed only if the skeleton has a joint depicting the middle

of the hand, such as the middle hand joint or middle finger joint. The orientation vector

of the palm sO is computed in the first frame by rotating the vector from the hand joint

to the middle hand joint in ninety degrees on the global z-axis. Then, for the rest of the

frames, the same local transforms ML of the hand is applied on the surface orientation

vector sO.

For every surface component i, the target orientation vector oi is computed

rotating the component surface normal ni by its relative joint orientation βi in the axis

pointing in the direction sO × ni (Equation 3.43).

oi = R(βi)ni (3.43)
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Combining the vectors from the components and weighting them with the normal-

ized importance, also stored in the egocentric coordinates, results in the target orientation

vector o from Equation 3.44.

o =
m
∑

i=1

λ̂ioi (3.44)

Finally, the rotation matrix RA to align the (current) orientation vector sO on

the target orientation vector is computed and applied to the joint. The updated local

rotation of the joint, as the BVH requests, is recovered in the process described in Section

3.1.1.

3.3.4 Example

Figure 3.21 presents the pose of the Aragor character before and after the motion

retargeting process. The displacement vectors’ length and the placement of the reference

points were adjusted regarding its body proportions and surface shape.

The red cross in Figure 3.21 represents the target position of the right hand,

computed through denormalizing the egocentric coordinates, and the green dot is the

current joint position. The trajectory of the right hand was adjusted by the inverse

kinematics algorithm, as shown in Figure 3.22.

Notice that the moment when an action happens, that is, the hand starts to

accelerate or decelerate, remains unaltered. However, since the position of the hand is

adjusted, the speed of the movement may change.

Applying the Spatial Relationship Encoding and Pose Adaptation processes on

the motions shown in Figure 3.8, the distortions presented are diminished. Therefore, the

preservation of the surface spatial relationship contributed to better reproduction of the

original motion. The resulting animations are displayed in Figure 3.23.

3.3.5 Summary

In this Section, it was detailed pose adjustment of the retargeted animation from

Section 3.1. The calibrated surface of the target character and the egocentric coordinates,

both described in Section 3.2, are used in the Pose Adaptation process.

First, given the egocentric coordinate E of a joint, the parameters reference point

x̂, displacement vector v̂, and importance λ̂ are denormalized using the body proportions

and calibrated body surface of the virtual character to compute the joint target position t.

Then, the inverse kinematics gives the local rotation angles of joints in the

skeleton for it to reach the target positions. The angles are updated in small steps to

control the skeleton pose better. Also, each limb is adjusted separately and independently.
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3.5 Concluding Remarks

This chapter described the implemented methodology for preserving the spatial

relationship between joints and the body surface in motion retargeting. The movements of

an actor recorded by mocap technology may be distorted when retargeted to a virtual model

that does not share the same body proportions and body surface shape. Distortions in

the animation may confuse or annoy the spectator. The approach minimizes this problem.

The motion retargeting process is initiated via a python script and occurs offline, in the

mocap post-processing stage.

First, a correspondence between skeletons is acquired through the Skeleton Map,

enabling to correlate joints in both skeletons. Then, the Initial Motion Retargeting is

applied to create the target animation. This process consists of aligning both skeletons’

bones and applying the same transforms of the source joints on the correspondent target

joints. The actor and virtual model body surfaces are calibrated. The surface calibration

of the performer and virtual character must be done only once for each performer and

each virtual character, respectively. The spatial relationship of source hand joints with the

actor body surface is computed, normalized, and stored as egocentric coordinates. The

same relationship is enforced on the target animation to adjust its pose. The adjustment

accounts for the target skeleton body proportions and shape.

The resulting motion can be used to animate virtual characters while preserving

the spatial relationship with the surface as the original mocap motion. The process is

capable of automatically transfer the movements of mocap technology to virtual agents even

when the performer and the digital character have different body proportions and shapes.

This approach diminishes the distortions found in the conventional motion retargeting

process and preserves the self-body interaction of the mocap performer. The quality of

the animations generated via the motion retargeting process is assessed by a perceptual

evaluation described in the next chapter.
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Chapter 4

Perceptual Evaluation

This chapter presents the results of a perceptual evaluation conducted to assess

the resulting animations from the implemented motion retargeting methodology.

The animation sequences generated by the presented approach should maintain

key aspects of the original motion, such as self-contact and body surface interaction.

Objective measurements comparing original versus retargeted trajectories could provide

information on how the motion retargeting process changed the trajectories of joints to

adjust the target character’s pose. However, analyzing joint motion or parameters like

joint speed and angular velocity fails to assess subjective aspects and to answer if the

resulting animations look natural.

Subjective tests assess the specific perception of a person regarding the stimuli

presented. They are convenient to evaluate the level of realism of the resulting animation.

Subjective tests can also assess the acceptability of embodied virtual agents for human-

computer interaction applications.

Except for Molla et al. (2017), none of the works discussed in Chapter 2 performed

any evaluation with human subjects. Molla et al. (2017) conducted a perceptual evaluation

in which 21 subjects were asked to compare the animations generated by their methodology

to the ones produced by the existing alternative methodologies from Kulpa et al. (2005)

and Al-Asqhar et al. (2013).

We conducted a perceptual evaluation that focused on assessing the contribution

of the implemented motion retargeting methodology to a greater animation videorealism.

Since the target avatars may be designed to be purposely non-humanoid or to present

unrealistic appearance, in the present work, the animation videorealism is defined as a

measure of how close the resulting avatar movements are to the original performance. In

particular, our methodology aims to contribute to the proper animation of the primarily

conveyed information (motion semantics), the perceived smoothness and the coherence of

movements, and the avatar self-awareness.

The evaluation was conducted showing to volunteer participants: (1) the recorded

video of the performer during the mocap session; (2) the retargeted animations, before the
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with a conventional twenty-two-inch monitor (see Figure 4.3). The participants were in a

dedicated room to avoid distractions and to ensure privacy, under the supervision of a

researcher. They were briefly introduced to the study protocol and the instructions to

control the test application. The participants were also asked to sign a consent form.

Figure 4.3: Volunteer subject performing the evaluation on a desktop computer with a
twenty-two inch monitor. The volunteer interacted with the test application using the
keyboard and the mouse, printed instructions detailing the controls were available.

The test application was developed in Unity® game engine, a 3D development

platform. Subjects were presented to two animated 3D characters along with the respective

video for each movement (Figure 4.4). The virtual agents, one on each side of the screen,

were animated by different motion retargeting processes. The test application randomly

defined their position on the screen (left or right).

The characters’ movements were presented in a 3D virtual world, as opposed

to Molla et al. (2017), that presented the animation sequences as recorded video clips.

In the 3D virtual world, the participants were able to interact with the environment

through limited control over the virtual world, the camera positioning, and the virtual

characters. The interaction with the virtual world enabled the participants to perform a

careful inspection of the animation and to detect subtle details. The user control included

the following actions:

• move camera up and down;

• zoom in and out (move the camera forward or backward);

• change camera positioning to one of the options:

1. default position, as in Figure 4.4, with the video and both characters present;

2. center camera in front of the left character;

3. center camera in front of the right character;
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Figure 4.5: Question dialog presented to participants for each animation in Brazilian
Portuguese. Participants were asked to answer the question “Which animation do you
think best represents the movements in the video?” selecting one of the answers: (1) the
left one; (2) the right one; (3) they are identical and represent the movement well; or (4)
they are identical and do not represent the movement well.

4.3 Results

Subjects were asked the question: “Which animation do you think best represents

the movements in the video?”. This section presents the perceptual evaluation results,

adopting the following convention:

• SMR corresponds to the number of votes received by the animation that was generated

by the complete pipeline (Surface-aware Motion Retargeting);

• IMR identifies the votes received by the animation generated from the simple Initial

Motion Retargeting;

• IW represents the votes given to the option that states that both animations represent

the performer’s movement identically well;

• INW represents the votes given to the option that states that both animations do

not represent the performer’s movement properly.

Figure 4.6 presents the overall percentage of votes, combining the answers of all

subjects to all stimuli. The barplot shows that 72.9% of subjects found that the movements

retargeted by the implemented methodology represented the performer’s movements in the

video more faithfully than those retargeted only through the Initial Motion Retargeting

process (8.4%). This indicates that maintaining the spatial relationship with the surface

contributed to greater videorealism of the target animation. Additionally, 15.1% of the

overall votes indicated that both animations are equal and represent the video movements

well, while 3.6% found the opposite.
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Votes (%)
Movement SMR IMR IW INW

1 80 4 16 0
2 100 0 0 0
3 44 28 20 8
4 28 16 40 16
5 92 8 0 0
6 60 8 28 4
7 92 0 4 4
8 96 4 0 0
9 64 8 28 0

Overall 72.9 8.4 15.1 3.6

Table 4.2: Votes percentage per movement that: preferred the retargeted motion by the
implemented methodology (SMR); preferred the retargeted motion by theInitialMotion
Retargetingonly (IMR); found the animations identical and that they do (IW) and do not
(INW) represent the movement well.

Figures 4.9, 4.10, 4.12, and 4.15, an individual discussion for each one of these movements

is presented.

• Movement 3, in Figure 4.9, presents the movement of scratching the head, similar

to washing the hair. The Initial Motion Retargeting resulted in the hands’ movement

a little forward of the head, and not by its side. Furthermore, the point of the index

finger penetrates the head. The surface relationship motion retargeting adjusted

the hands’ position to the side of the head. However, finger penetration was not

handled, which could have made participants unsure of what animations were more

faithful to the video.

• Movement 4, in Figure 4.10, the hands are close to each other with a contact in

the tip of the fingers. The placement of both hands regarding the body surface is

good, but there is penetration between fingers. The SMR animation had the hands

moved away from each other, but the penetration was still present. Additionally, the

orientation of the hands was slightly inclined in both animations. This may be the

reason for the higher number of INW votes, indicating that both animations were

inconsistent.

• Movement 6, in Figure 4.12, the hand of the IMR animation is a little low, and it

lacks contact with the forehead. The complete motion retargeting process brought

the hand closer and adjusted its position, but it was a subtle correction.

• Movement 9, in Figure 4.15, is analogous to movement 3. The hands of the IMR

animation should be placed on the side of the head, above the ear, as the SMR

animation.
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The original motion is displayed in two dimensions as recorded videos, i.e., only

the front view of the performer was recorded. This attribute undermines the subjects’

spatial understanding and may fail to expose features of the movements otherwise revealed

by observing through other directions. Therefore, some of these features could have been

unnoticed by the subjects.

The stimuli 3 and 4 presented the more balanced vote distribution (indicating an

overall uncertainty). Also, movements 3 and 4 were the ones that still had distortions. The

artifacts present on both movements were finger penetration, which was not accounted

for in the implemented methodology. Besides, we emphasize that the adopted mocap

technique had no finger capturing and, consequently, the source skeleton had no depiction

of finger positioning. As future work, the methodology could be extended to handle finger

positioning analogously as it handles hand positioning.

4.4 Concluding Remarks

This chapter described the adopted evaluation protocol of the motion retargeting

process. Volunteer subjects judged the faithfulness of two animated characters on represent-

ing the movements of a real human being. One of the characters had its motion retargeted

by the surface-aware approach, which enforces the same hand spatial relationship with the

body surface as the original motion. Subjects evaluated nine action sequences captured

through mocap technique, to animate the virtual agents, and recorded through a digital

camera, presented to subjects as a reference. Subjects voted which animation they found

that most resembles the original movement, presented as recorded video. They could

indicate that they found the animations similar and resembling or not the movement in

the video.

From the result analyses, retargeted animations that still showed artifacts, even

though they were diminished, had a more uniform distribution of votes. Thus, the subjects’

attention is being drawn from the adjustments to the still-present artifacts.

Given the animation sequences where these even distributions were found, future

improvements should focus on further adjusting hand orientation, strongly avoiding self-

penetration, and extending the methodology to handle finger joints. The later does not

imply capturing finger motion, but to inspect the generated animation for finger collision

with the surface components.

The results show that the animated character adjusted by the implemented

methodology always scored better than the animation generated from simple initial retar-

geting. This implies that preserving the relationship of joints with surface components

benefit motion retargeting algorithms with the intention to ensure self-contact and inter-

action with the body surface. It is clear that the motion retargeting process contributes

to a higher similarity of the animation to the original motion.
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Chapter 5

Conclusions

With the increase in targeted broadcasting TV, the availability of low cost internet

access, the penetration of mobile devices, the growing popularity of streaming video, and

the new demand for immersive experiences such as Augmented Reality and Virtual Reality,

the entire Animation, Visual Effects (VFX) and Games industry has become one of the

fastest-growing segments in the global media and entertainment market. According to the

Global Animation, VFX & Games Industry Report (2019), the total value of the global

animation industry was US$ 259 billion in 2018 and is projected to reach US$ 270 billion

by 2020 (MARKETS, 2019).

In this context, mocap is widely applied as a key technology to deliver high-quality

animation with reduced animator hours dedicated to keyframing and other traditional

animation techniques.

However, as described in Chapter 2, the process of transferring the movements

of a human performer to a virtual character is not flawless. In particular, the present work

approached three existing challenging problems:

• Automation: fully automated motion retargeting is particularly desirable for

dynamic content generation that requires a fast production cycle (while an animation

movie may take several months or even years to be produced, TV commercials or

online material demand a much faster production time);

• Mocap Reuse or Character-Agnostic Motion Retargeting: a classical prob-

lem in motion retargeting is that final animation quality depends on the similarity

between body dimensions of the actor and the target avatar. This limitation typically

prevents the retargeting of mocap material to different characters, but also hinders

the creation of certain types of content (for example, if we would like to transfer the

signing gestures of an adult sign language teacher to an animated child character).

• Semantic Preserving Motion Retargeting: humans are biological systems spe-

cialized in analyzing movements and attributing meaning to them. For this reason, as
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important as to develop an automatic character-agnostic motion retargeting process,

it is to preserve the gestural meaning of the original movement. This aspect is

particularly important for the generation of signing avatars.

Considering the motion retargeting pipeline described in Chapter 3, we imple-

mented a Spatial Relationship Encoding process that is capable of preserving the spatial

relationship between body parts and the body surface observed in the source action se-

quence, performed by the mocap actor (Section 3.2). Given a correspondence map between

captured and virtual character’s skeletons and the surface metrics obtained from a 2-minute

guided calibration process that is executed only once, the implemented algorithm is fully

automated, and it does not require any human intervention. We also implemented Pose

Adaptation algorithm that is not dependent on the target skeleton topology. In other

words, the approach enables the reuse of mocap material to any virtual character with

known skeleton topology.

In order to assess the efficacy of the motion retargeting pipeline in preserving

the gestural meaning of the original movement, we conducted a perceptual study where

volunteer participants where asked to compare the recorded video of an actor during a mocap

session to two retargeted animations, with and without the Spatial Relationship Encoding

process in the animation generation pipeline. The results of our evaluation indicated

that the process in the motion retargeting pipeline was capable of better representing the

original movement characteristics, by preserving the interaction of the hands with the

body surface (Chapter 4).

In summary, some of the main characteristics of the resulting motion retargeting

pipeline are:

• Topology-independent automatic motion retargeting: the implemented method-

ology can transfer mocap data to virtual human characters created using different

available commercial 3D modeling and animation software.

• Surface interaction faithful representation: gestures and actions often include

self-body interactions. The present work preserves such interaction even when the

virtual characters have different proportions and surface shapes than the mocap

performer.

• Allows the reuse of the animation to several characters: since the motion

is normalized and expressed by the performer body proportions and surface shape,

respectively, it can be retargeted to characters that even existed by the time of

the mocap recordings. The only requirement is a surface calibration of the virtual

character that takes a few minutes.

• Allows the adjustment to previously captured motions: if the actors are

available to a new mocap session, their surface calibration process can be performed
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and then used to transfer previously captured motions to virtual characters created

before or after the first mocap session.

• Integrates with standard software: the retargeted motion is the standard skeletal

animation used by available commercial 3D modeling and animation software.

• Demand few changes in the mocap pipeline: the extra steps required by the

presented methodology is the Skeleton Mapping (performed once whenever a new

skeleton topology is used), the performer surface calibration (once for each performer),

and the virtual character surface calibration (once per character). The motion

retargeting process is initiated via a Python script and takes place offline in the

post-processing stage.

Finally, the action sequences resulting from the motion retargeting pipeline and

stored as skeletal animations can be used as inputs (pre-retargeted content) to algorithms

that handle interactions with the environment and with other virtual characters. Moreover,

facial animation data may be combined with the skeleton, towards realistic avatars.

5.1 Limitations and Future Work

The results of our perceptual evaluation indicated that artifacts such as self-

penetration and extremities orientation still are challenges that should be further tackled.

We highlight that penetration avoidance is not an active process in the imple-

mented methodology but rather a by-product of preserving the spatial relationship with the

body surface. Considering the hands, for example, there is no verification of penetration

in the body surface mesh or a limb capsule; consequently, the hand is not pushed away

if it does penetrate the body surface component. What (somewhat) guarantees that

penetration will not occur is that, when the hand approaches a surface component, that

component’s importance increases, preventing the hand from approaching any further,

even if other components are pushing it towards the body surface. However, two problems

arise. First, the importance of other components may still be relevant and outdo the closer

component, forcing the hand through the surface. Second, the fingers’ spatial relationship

with the surface were not computed; therefore, no reference to their distance from the

body surface is provided. As future work, both problems can be solved by checking for

penetrations from one frame to the next and moving the joint to the projected point on

the surface component. Note that this approach may firmly change the trajectory of the

joint, and some filtering or smoothing algorithm would be required.

In order to adjust the orientation of the hands and the feet, it is necessary to

adjust the body surface components’ normal vectors. Our results showed that when a

body part is near the surface component, the current approach is reliable to adjust its
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orientation. However, when the body part distances itself from the surface, it would be

necessary to preserve the global orientation of the source motion. As an example, when

executing a gesture in front or on the side of the body (not on the body surface), the

orientation of the hands should not be influenced by the body surface components.

The extension of the methodology to handle finger motion data is also a possibility.

Natural gestures often include finger movement; therefore, convincing digital animations

must represent them. Expressing finger positioning by its spatial relationship with the

body surface, along with a more detailed body surface representation, may achieve good

results even with subtle motions such as touching the point of the nose with the finger.

Moreover, finger resolution in mocap data can also improve the body surface calibration

accuracy.

Further perceptual evaluation to assess the generated animations is recommended.

In particular, an evaluation protocol focused on the conveyed information rather than

faithfulness to the original motion may further verify the benefits of the implemented

methodology on preserving the motions’ semantics. As an example, the protocol we

adopted in previous work to evaluate the comprehension of animated sign gestures by deaf

subjects, could be adapted (TONOLI et al., 2018).
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Appendix A

BVH Example

The BVH format is used to store the animation data of a single skeleton, it

provides the information to assemble the skeleton and animate each bone in a hierarchical

fashion. A BVH file contains the structure definition and the base pose of a skeleton in the

header, and the motion data in the body. Meredith e Maddock (2001) provides a detailed

description of the BVH file structure, how to parse it and draw the animation (MEREDITH;

MADDOCK, 2001).

The keywords HIERARCHY and MOTION indicate the beginning of the

header and the data section of the BVH file, the body, respectively. The BVH header

contains three information regarding a joint:

• its place in the hierarchy, obtained through its position in the file;

• the distance from its parent joint, called offset;

• and the number of channels, as well as their type and order.

The channels are the DOFs of a joint to translate or rotate regarding its parent

joint. Although not mandatory, usually a joint will have three channels for rotation, one

for each axis, and three channels for translation, again, one for each axis. However, to

animate virtual humans, usually a joint will have only the three channels for rotation,

since the bones do not stretch, the translation would be equal for every frame and thus

can be ignored.

The body contains two lines specifying the number of frames and the frame time

of the animation, lastly, for each frame, one line holding the values of each channel for

each joint, at that frame, in the order presented in the header. Thus, the given file has

ten lines with eighteen values, being six values for each one of the three joints, as shown

in Figure A.1. The animation’s frame rate is calculated through the frame time on the

second line of the file as in Equation A.1. Figure A.2 presents the structure of the skeleton

defined by the BVH file in the base pose, at frame one, five and ten, from left to right.





92

Base Pose Frame 1 Frame 5 Frame 10

Figure A.2: Skeleton pose in the base pose and during the motion.

Although straightforward and readable to humans, the BVH file has a couple

of drawbacks. First, there is no information regarding the unit of the translation and

offset values, so it can be meters, millimeters or any arbitrary unit (rotational values are

expressed in degrees); and second, no explicit rotational values of the joints are provided

for the base pose, therefore, the joints orientation in the base pose are unknown.

frame rate =
1

frame time
(A.1)
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Appendix B

Performer Body Surface Calibration

In the post-processing stage, the algorithm searches in the three calibration takes

for the frames in which the performer is touching a surface point. The first take is used to

calibrate the trunk and the limbs; in the second take the head is calibrated; and the back

in the third take. Since the hands of the performer are steady while touching the surface

point, the algorithm finds zero-speed hand moments and, assuming that the performer

calibrated his surface points in the correct order (as Table 3.1), the position of the hand

joint represents the position of the surface point. Given the position of a hand joint p(t) at

frame t and the position in the last frame p(t− 1), the speed s(t) at the interval between

t− 1 and t is simply:

s(t) = ‖
p(t) − p(t− 1)
t− (t− 1)

‖ = ‖p(t) − p(t− 1)‖ (B.1)

The following figures present performer’s pose during the calibration of a body

surface point for the trunk and limbs (Figure B.1), the head (Figure B.3), and the back

(Figure B.5). The images were extracted from the reference video presented to the mocap

performers during the body surface calibration procedure. Moreover it is presented the

automatic analyses of the right hand speed and the frame ranges where it approaches

zero, indicating that the hands are steady while calibrating a surface point. Figures B.2,

B.4, and B.6 present the analyzes for the first (trunk and limbs), second (head), and third

(back) takes, respectively. Since the performer calibrates mimicking the movements of

prerecorded videos, the sequence of the poses executed is known.

Table B.1 correlates the pose and the frame ranges during each calibration take.

The frame ranges not depicted in the table correspond to the T-Poses at the end and

the beginning of each take, and the transition poses that the mocap performer lowers the

arms before posing for the next body surface point. Observe that the analyses presented

correspond to the right hand and the body surface points calibrated by the right hand

(right chest, right hip, right thigh, etc.); the analysis for the left hand is performed in an

analogous manner.
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