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ABSTRACT 

A microgrid, as a controllable intelligent electric network, composed of distributed energy systems 

(DERs), energy storage systems (ESS) and controllable loads, require an Energy Management System 

(EMS) as a central entity responsible for coordinate control of DERs, for the dispatch of units under 

supply and demand uncertainty, for managing instantaneous active power balance, power flows and 

network voltage profiles, among others. Considering this central control structure, in this master 

dissertation it is proposed an Energy Management System composed of two optimization stages: a 

long-term and a short-term stage. 

The main function of the long-term stage is to solve the energy management problem considering 

an operational horizon of 24-hours to minimize simultaneously the operational cost and the power 

losses. To do this, it is used the Non-dominated Sorting Genetic Algorithm II (NSGA-II) 

complemented with a Quadratic Programing (QP) algorithm, to reduce the final complexity of the 

energy management problem. For the short-term stage, it is used a QP algorithm. The main function of 

the short-term stage is to guarantee power balance and reduce the impact of the forecast error in the 

operation of the distribution system.   

To develop the optimization algorithm MATLAB and GridLab-D are used to implement and 

simulate the EMS in a microgrid composed of a residential distribution network including batteries, 

renewable and fuel-based generation systems. To evaluate the developed EMS two main cases are 

studied, a perfect forecast case and real operational case. Finally, dynamic simulations are carried on 

in GridLabD to technically assess the impact of the optimal solution in the distribution system. 

 

Keywords: Energy management systems, genetic algorithms, microgrid, renewable energy 

systems. 

  



 

 

 

 

RESUMO 

As microrredes, como redes elétricas controláveis e inteligentes, compostas por sistemas 

distribuídos de energias (DES), sistemas de armazenamento e cargas controláveis, exigem o uso de um 

Sistema de Gestão de Energia (EMS) como entidade central encarregada de coordenar e controlar os 

SDE, despachar as unidades de geração sob incerteza da demanda e da geração, controlar o balanço 

instantâneo de potência ativa, fluxo de carga e perfis de tensão, entre outras. Considerando as funções 

desta entidade central, nesta dissertação propõe-se um Sistema de Gestão de Energia composto por 

duas etapas de otimização: uma etapa a longo-prazo e outra a curto-prazo.  

A principal função da etapa de longo-prazo é resolver o problema de gestão de energia 

considerando um horizonte de planejamento de 24 horas, visando minimizar simultaneamente os 

custos operacionais e as perdas de potência. Para isto, é utilizado o algoritmo Non-dominated Sorting 

Genetic Algorithm II (NSGA-II), complementado com uma técnica de Programação Quadrática, 

visando reduzir a complexidade do problema de gestão de energia. A principal função da etapa de 

curto-prazo é garantir o balanço de potência e reduzir o impacto do erro de previsão na operação do 

sistema de distribuição. 

Para desenvolver o algoritmo de otimização proposto são utilizados os pacotes MATLAB e 

GridLabD para implementar e simular o SGE em uma microrrede composta por uma rede de 

distribuição residencial, incluindo baterias, sistemas de geração convencionais e baseados em energias 

renováveis. Para avaliar o SGE desenvolvido dois casos de estudos são propostos, denominados como 

um caso com perfeita previsão e um caso de operação real. Finalmente, simulações dinâmicas são 

desenvolvidas no GridLabD para avaliar o impacto técnico das soluções ótimas no sistema de 

distribuição.  

 

Palavras-chave: Sistema de gestão de energia, algoritmos genéticos, microrrede, sistemas de 

energias renováveis.  
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1 INTRODUCTION 

 

MICROGRIDS, composed of Distributed Energy Resources (DERs) such as Distributed 

Generation Systems (DGS), Energy Storage Systems (ESS) and intelligent loads, requires a 

central control system capable of controlling and managing its operation, aiming to guarantee 

an efficient and reliable operation [1]. This central entity is a system that forecast microgrid’s 

(MG) operation and provides operational set-points to the DGS in agreement with load energy 

demand, defining electrical parameters such as currents and voltages, ensuring stability, 

frequency regulation and others important characteristic of MG’s operation [2]. 

These management functions are the main concern of the Energy Management System 

(EMS), designed to manage the multi-constraint and multi-decision environment in which 

these electric systems are operated [3]. Due to the inherent operating characteristics of MGs, 

the EMS requires fast response, compared to a traditional EMS for large power systems [4]. 

 The main motivations for the study of these systems relies on the development of 

microgrids, which can be considered as emerging technologies that can ensure energy supply 

in the future and  reduce the environmental impact of generation on the planet, especially in 

systems with high renewable energy penetration [5], [6]. Moreover, as this EMS aims to 

reduce consumption of the main grid, this system will allow the development of new 

strategies to reduce peak demand, reduce grid congestion, improve power quality and develop 

new demand side frameworks. In a future scenario, these systems will fulfill the function of 

optimizing the operation of the electricity demand, heating and water supply, among other 
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resources, accomplishing with the minimization of objectives and increasing efficiency and 

reliability [7] [8]. 

It is possible to consider the MG’s operation as an optimization problem with multiple 

objectives, where the EMS must supply local demand, minimize economic operation and 

minimize environmental impact (emissions, noise, residues); while limiting the maximum 

energy that is extracted from the main grid [5]. The development of EMS for microgrids 

composed with different DGS and ESS is a first step towards the integration of microgrids in 

the current electrical system, without affecting its operation or requiring major updates in its 

architecture or operation. 

1.1 OBJECTIVES 

Considering all the discussion presented above, the main objective of this master 

dissertation is to develop an Energy Management System (EMS) for a Low Voltage (LV) MG 

composed of ESSs, renewable energy and fuel-based generation systems for a residential 

microgrid in grid-connected mode. To do this, it will be used a Multi-Objective Genetic 

Algorithm (MOGA) as the optimization strategy, considering two operation objectives: 

operational cost and power losses, both in conflict. Also, the next objectives can be 

considered: 

 Characterize the operation of an Energy Management System (EMS) in a 

hierarchical control structure. 

 Develop a multi-objective EMS using a genetic algorithm for a LV residential 

microgrid composed of a long- and a short-term optimization stage.  
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 Model and simulate the EMS using GridLabD Software, including micro-source 

systems (such as photovoltaic and wind system), energy storage (such batteries and 

electric vehicles) and not-shedding loads. 

 Study technical aspects related to the energy management and control in LV 

microgrids, such as decreasing energy losses, load management, voltage profile 

improvement, increasing the reliability and efficiency of the system, among others.  

1.2 STRUCTURE OF THE DISSERTATION  

This master dissertation is organized as follows: 

 Chapter 2 presents the concept of microgrids, special attention is given to the energy 

management system framed in a hierarchical control structure. Also, it is presented a 

short review of trends related to the Energy Management System (EMS) structure and 

optimization algorithms. Finally, it is presented the structure of the proposed EMS. 

 Chapter 3 presents the LV microgrid that will be used to asses and evaluate the 

performance of the proposed EMS. This LV microgrid is developed and modeled in 

GridLabD software. Additionally, all the models used for the generations and storage 

systems are presented. Finally, it is presented a statement of the energy management 

problem and the operational constraints that the EMS has to guarantee to operate 

according to the power quality requirements of the Procedures for Electricity 

Distribution in the National Electric System, PRODIST by its Portuguese acronymum.  

 Chapter 4 presents the optimization algorithm developed for the long-term and short-

term stage of the EMS. For the long-term stage, the Non-dominated Sorting Genetic 

Algorithm II (NSGA-II) is used. This MOGA is complemented with a QP technique. 

Also, the mutation and crossover genetic operator are presented. Finally, for the short-

term stage a QP algorithm is used and presented.  
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 Chapter 5 presents the first scenario of study. In this scenario it is not considered the 

Demand Side Management (DSM) system and the Electric Vehicle (EV) technology. 

This first scenario tends to model a basic microgrid. To do this, a performance 

assessment of the final solutions provided by the long-term and short-term stage is 

presented. Also, a validation of the Renewable Energy Systems (RES) models 

proposed and the weather data used to solve the energy management problem is 

presented. 

 Chapter 6 presents the second scenario of study, in which the DSM system and the 

Electric Vehicles (EV) are considered in the energy management problem. This 

second scenario tends to model a more intelligent and futuristic operational case, in 

which residential users participates actively in a demand-side management program 

and all the users have an electric vehicle available for the management of the LV 

Microgrid. To do this, a performance assessment of the final solutions provided by the 

long-term and short-term stage is presented. 

 Chapter 7 presents some dynamic simulation carried on in GridLabD to assess 

technically the impact of the optimal solutions in the distribution system. This 

technical assessment includes an analysis of the voltage variation at the most remote 

nodes of the distribution system and an analysis of the voltage unbalance (VU) factor.  

 Chapter 8 presents the main findings and conclusions of this thesis. Also, some topics 

for future works are summarized.  
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2 CONTROL AND ENERGY MANAGEMENT OF MICROGRIDS 

 

The concept of microgrid was first introduced in the technical literature in [9], as a solution 

to implement many Smart Grid (SG) functions without requiring redesign or reengineering of 

all the distribution system [10], especially for the reliable integration of DERs, including 

Energy Storage Systems and controllable loads. This electric system can be defined as a 

cluster of micro-sources, ESSs and controllable loads, which presents itself to the grid as a 

single entity, that can operate in grid-connected mode or isolated from the main grid [11]. The 

MGs can provide multiple benefits to the actual electric power systems, such as reducing 

carbon emissions, increasing power quality and reliability, reducing line losses, increasing 

efficiency, allowing a high penetration of renewable energy systems (RES) and electric 

vehicle (EV) technologies, and postponing investments in new transmission and large-scale 

generation systems [11]–[13]. 

 Based on this, important efforts have been undertaken by the energy sector, in order to 

develop appropriate technologies and techniques for the reliable and economic exploitation of 

renewable energy sources, and their integration into the power system. In Brazil, for instance, 

the Brazilian Electricity Regulatory Agency (ANEEL) has published recently the 482/2012 

resolution, which establishes the technical and commercial regulations for small distributed 

generation units connected to the  low voltage network, including residential PV arrays [14]. 

This resolution aims to reduce the barriers to the interconnection of small-scale distributed 

generation in low voltage networks, and increase the installed capacity of renewable 

generation systems, such as solar and wind systems [15].  
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A typical LV microgrid is shown in Figure 1. In general, a low voltage (LV) MG 

comprises small distributed generators (DG) with power electronic interfaces, ESSs, critical 

and non-critical loads and a control infrastructure composed of micro-source controllers 

(MSs), load controllers (LC) and a Microgrid Central Controller (MGCC), coupled to the 

medium voltage (MV) grid through the Point of Common Coupling (PCC). The MGCC is 

commanded by the Energy Management System (EMS), responsible for long-term economic 

operation, short-term dispatch, control of dispatchable units and security operation, among 

others [16]. Meanwhile, the MSs are responsible for stability operation of all generation’s 

units and must autonomously respond to system changes without requiring information or 

controls signals from the MGCC, the static-switch or loads [9]. This is mainly because in a 

MG with many micro-sources, fast communication between sources is impractical and reduce 

peer-to-peer operation concept. The MSs are usually implemented into the inverters control 

logic. The main function of the LC is to disconnect non-critical loads in case of low 

generation aiming to maintain power balance and voltage and frequency stability.  

 
Figure 1. Basic structure of a Low Voltage Microgrid 
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One of the most important issues in the process of integration of MG is the control and 

management of dispatchable units in conjunction with non-dispatchable RES, like wind and 

solar systems, which are characterized by an unpredictable behavior. Considering this, it is 

clear that this complex electric system requires an entity capable of controlling DG units, 

ESSs and loads, aiming to optimally operate under some electric, environmental and 

economic objectives. 

In this master dissertation it is proposed a hierarchical control structure composed of three 

control levels. The most important level correspond to the second one, denominated Energy 

Management System (EMS) which function is based on the solution of two optimization 

problems, known as Unit Commitment (UC) and Economic Load Dispatch (ELD) problems. 

In this chapter it is presented a general hierarchical control structure to operate a LV MG. 

Also, the main characteristics of an EMS are presented. Finally, a short State-of-the-Art is 

included. 

2.1 HIERARCHICAL CONTROL  

The microgrid’s control system is responsible for voltage and frequency regulation, proper 

load sharing, DER coordination, re-synchronization with the main grid, power control and 

optimization of operational cost [17]. Since MGs can operate connected to the main grid and 

in stand-alone mode, it requires a different control approach compared to those actually 

applied to conventional power systems [18], [19], mainly because [4]: 

 The steady-state and dynamic characteristic of DER units, especially electronically 

coupled units, are different from conventional turbine-generator units.  
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 The degree of unbalance could be significant due to the presence a non-balanced 

loads.  

 Most of the generators units, especially in MGs with high penetration of renewable 

generation systems, can be non-controllable sources, e.g. wind and photovoltaic 

systems. 

 Short- and long-term ESSs can play a major role in control and operation, especially in 

the transition between the connected and stand-alone mode of operation. 

 A MG is designed to provide a high and pre-specified power quality level. 

In grid connected mode, the frequency and voltage at the PCC are defined by the MV grid. 

On the other hand, in the standalone mode, the MG operates as an independent and isolate 

entity, thus voltage and frequency must be fully controlled by DERs units, meanwhile a 

central control strategy determine the operation set points of all DER units to control power 

balance and guarantee power quality constrains.   

Based on their interface with the electric grid, DERs units can be classified as conventional 

(or rotatory units) and electronically coupled units, which utilize power electronic converters 

to coupling with the AC electric system [4]. One of the most important features of the 

electronically interface source is their capability for fast dynamic response, but low tendency 

to maintain frequency. In a scenario with high penetration of electronically coupled units, it 

may occur excessive voltage rise, faults level, may increase harmonic distortion and stability 

problems may arise if it is not applied an adequate control strategy [20].  Thereby, to 

successfully integrate DERs units in the power system, many technical challenges must be 

overcome to ensure that high levels of efficiency and reliability will be fully harnessed. In this 

sense, some of the main challenges are related to [21], [22]:  
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 Coordinated control of a large number of DERs with probably conflicting 

requirements. 

 Schedule and dispatch of units under supply and demand uncertainty, and 

determination of appropriate levels of reserves. 

 Reliable and economical operation of MG with high penetration levels of intermittent 

generation, especially in the stand-alone mode of operation. 

 Design of appropriate Demand Side Management (DSM) schemes to allow customer 

to react to the grid needs.  

 Reengineering of the protection schemes at the distribution level to account for 

bidirectional power flows. 

 Develop new voltage and frequency control techniques to account for the increase in 

power electronically interface units.  

 Management of instantaneous and real-time active and reactive power balances, power 

flows and network voltage profiles. 

Different approaches have been proposed for microgrid’s control, including Decentralized 

control [23]–[25], Hierarchical and Centralized control [3], [26] and Expert Systems or Fuzzy 

Systems controls [7], [27]. In the Hierarchical and Centralized control structure, three levels 

of control has been already proposed [17], [18], [28], [29], each one with its own 

functionalities and objectives. The adoption of a hierarchical and centralized control structure 

become more interesting when it is analyzed the different processing time required to execute 

two of the main process to control a MG: (1) a fast dynamic control of voltage and frequency 

in the DER units aiming to maintenance of system’s stability, and (2) a slower dynamics in 

the long-term economic dispatch. However, some of its characteristics make it difficult to 



28 

 

 

 

support plug-and-play characteristics, increasing the difficulty to introduce new DER units 

once the system is in operation. In addition, this central controller does not allow to develop 

the peer-to-peer concept, mainly because the control and management functions will depend 

of one central control entity [3], [28]. 

In Figure 2 it is shown the hierarchical control structure proposed. The main advantage of 

this hierarchical structure is the cooperation between the EMS and others levels of control 

aiming to achieve all controls and operations objectives. This centralized control structure is 

composed of three different levels: (i) the primary, (ii) the secondary and (iii) the tertiary 

control level. The idea behind using three different control levels is that each of them operates 

with its own speed of response (processing time) and infrastructure requirements. All the 

three control levels are briefly discussed as follows.  

 

 

Figure 2. Information exchange between the primary, secondary and tertiary control level. 

2.1.1 PRIMARY CONTROL 

The primary control corresponds to the control with the fastest response, capable to 

respond to suddenly changes in loads and in the energy provided by the RESs. The main 

objective of this level is to control voltage and frequency in real-time operation, according to 

the operational set-points provided by the secondary control (EMS). Within their functions it 
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can be found: islanding detection, maintaining voltage and frequency stability, provide active 

and reactive power sharing controls [30], among others. This primary control is implemented 

at the local controllers (LC) of DG units, and it can operate autonomously, without 

communication data from others DERs units. 

In conventional grids, when an power unbalance occurs, it is instantly balanced by the 

inertia in the rotatory generators, and as consequence a change in the frequency is observed 

[10]. However, this control is not feasible for MGs due that most of the DG sources are based 

on renewable energy, which are inertia-less and requires an electronically inverter to be 

suitable to a direct connection to the electrical network. Based on this, the control of all 

inverters is a main concern in the MG’s operation, being found two different control 

strategies: PQ droop control and Voltage Source Inverter (VSI) control [31]. 

In the PQ droop control the inverter is used to supply a given active and reactive power 

(set-point provided by the EMS). In this control strategy, the inverter operates injecting into 

the grid the power available at its inputs. As it can be seen in Figure 3, a power variation in 

the micro-source induces a DC-link voltage error, which is corrected via a PI controller by 

adjusting the magnitude of the active and reactive current to  balance voltage and frequency 

[31], [32]. One of the advantages of this control is that no communication is required, 

allowing the implementation of a decentralized primary control level.  

 
Figure 3. PQ inverter controller structure. 
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In the VSI control, the inverter is controlled to feed the load with pre-defined values for 

voltage and frequency, acting as a voltage source. Depending on the load, the VSI active and 

reactive power output is defined. The VSI emulated the behavior of a synchronous machine, 

thus controlling voltage and frequency on the AC system through droops [31]. The basic 

principle of droop characteristic is that, frequency decreases with the increase of output active 

power, and voltage amplitude decreases with increase of reactive power [28], as is shown in 

Figure 4.  

 

 
Figure 4. Frequency/active power and voltage/reactive power droop characteristics [28]. 

 

Although control approaches of stand-alone and grid connected mode are well known and 

described in literature, microgrid’s control require a new approach capable to manage the 

transition between these two operation modes. According to [33], two approaches can be 

developed: (1) in the first approach it can be developed a method to switch from one mode of 

control to other when necessary, and (2) in the second approach it is possible to merge the two 

control algorithm in a unique one, based on the fact that one mode of operation could be seen 

as a disturbed expression of the other, increasing the reliability of the control scheme. 

In this sense, two control schemes have been proposed to control electronically power 

interface units: a Single Master Operation (SMO) and a Multi-Master Operation (MMO) [32]. 

In the SMO an inverter acting as a master is controlled as a VSI and it is used as a voltage and 
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frequency reference, emulating that the main grid and all the others inverters are operated in 

PQ mode. On the other hand, in the MMO approach it is used several inverters in a VSI mode 

with pre-defined frequency and voltage characteristics. In this approach the secondary control 

can modify the operational set-points to regulate frequency and voltage. 

2.1.2 SECONDARY CONTROL 

Generally, the secondary control level, in the control proposed structure, is more known as 

Energy Management System (EMS) (or Power Management System, PMS). This control level 

is the main focus of this master dissertation, and it will be further discussed in Section 2.2. 

2.1.3 TERTIARY CONTROL 

The main function of the tertiary control is to coordinate the operation with the MV grid 

and the Distribution Network Operator (DNO), communicating to the secondary control 

information such as power quality required at the PCC, possible islanding operation due to 

maintenance, possible instability and low power quality in the main grid, etc. This 

coordination with the DNO is mainly done through the Distribution Management System 

(DMS).  

As part as an incoming future, the tertiary control will have the objective of coordinating 

its operation with multiples MGs, all aggregated in a Virtual Power Plant (VPP). In this sense, 

the VPP coordinator will be responsible for supervision, balancing control, ancillary services 

and market interface of all aggregated MGs aiming to improve economic long-term dispatch 

and operation [34].  
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2.2 ENERGY MANAGEMENT SYSTEMS 

An  EMS can be defined as a comprehensive automated and real-time system used for 

optimal scheduling and management of energy, providing data management, grid information, 

monitoring, control and dispatch of units [3], [4], [35]. To provide an optimal schedule, the 

EMS requires information about load consumption, RES forecast, price of electricity and heat, 

cost of fuel, environmental regulations, etc. This will allow the microgrid to be properly 

operated in order to guarantee benefits such as enhancement of power quality and reliability 

of supply to the customers, reduction of network losses and emissions, and efficiency increase 

[20]. Some of the main functions of an EMS are [2], [36]: 

 Maximize customer’s power availability, increase system’s reliability. 

 Minimize energy losses, operational cost, green gas emissions, and fuel 

consumption. 

 Maximize the use of renewable energy and minimize the energy purchased outside 

the MG. 

 Determine the power set points of DER units to balance power, control voltage and 

frequency. 

 Resynchronization of the microgrid with the main grid, if required.  

 

In Figure 5 some common inputs and outputs of an EMS are shown. Input information 

such as forecasting of non-dispatchable generation, forecasting of electrical/thermal load, 

forecast of energy price, State-of-Charge (SOC) of the ESSs, operational limits, security and 

reliability constraints and information provided by the main grid, is used to estimate and 

provide operational set points and load management to the MSs and LCs. Accordingly, the 
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EMS needs to provide output information at the utility level (import/export power from/to the 

main grid), at the DER level (operational set-points) and at load level (shedding schedule 

managed by the Demand Side Management (DSM)) [37].  

 

Figure 5. Information flow (inputs/outputs) of a general EMS. 

 

Once all input information is collected, an optimization algorithm can be executed to 

obtain the optimal scheduling by solving an UC problem and an a ELD problem [38]. In 

general, UC is the process of deciding when and which generating units needs to start-up or 

shut-down subject to load and generation forecast over a planning horizon and taking into 

account running/stop time constrains of each unit and ramping time limit. Meanwhile, ELD is 

the process of estimating power outputs schedule for the on-line units [39]. Both problems can 

be considered as a very challenging optimization problem [26], [40], especially in MGs with 

high renewable energy penetration, in which the search space is large, exists uncertainty in 

some variables and it is necessary to consider some strict operational constrains [41], [42].   

In literature, the most extended structure for the EMS uses a decomposition approach 

combined with a Model Predictive Control (MPC) or Rolling Horizon (RH) strategy. This 
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strategy allows the solution of the UC and ELD problems within a pre-defined time window, 

in order to make  the EMS more suitable for real-time applications [26], [43], [44].   

In general, this decomposition approach is composed of two stages of scheduling: a long-

term and a short-term optimization stage. In the long-term stage, is considered an optimization 

horizon of one or two days in discrete time-steps, and it is solved an UC and ELD problem, 

obtaining an optimal schedule of the dispatchable units considering the constraints that have a 

high impact in the lifecycle and the operation of the generation systems.  

Once the long-term schedule is obtained, the short-term stage considers only the on-line 

units to solve an ELD problem for the next operation hour in short time-steps, looking to 

manage active and reactive power balance due to suddenly variations in loads and in the RES 

generation, increasing the robustness of the EMS to manage uncertainty. In this MPC 

approach, only the first control action of the long-term schedule is implemented, as shown in 

Figure 6. Then, the EMS recalculates the operation strategy using the current operational 

status of the microgrid as the initial state, repeating this procedure continuously. One of the 

most important advantages of this operational strategy is that the EMS is more robust to 

manage the forecast error of the load demand and RES generation. 
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Figure 6.  MPC/RH Strategy in an EMS. 

 

As discussed before, to obtain an optimal schedule the EMS needs to solve two complex 

optimization problems. In literature, the current trend to solve the energy management 

problem corresponds to metaheuristics, mainly because this optimization techniques can 

obtain highly accurate solutions regardless of the type of evaluation function or constrains 

[45]–[47]. Inside the metaheuristics, the evolutionary algorithms such as Genetic Algorithms 

(GA) are the most preferred because it can handle the nonlinear, non-convex and non-smooth 

characteristics of the energy management problem [46], allowing to obtain near-optimum 

solutions in a low computational time. On the other hand, if the energy management problem 

is formulated as a multi-objective optimization problem, evolutionary algorithms can provide 

in one execution a set of solutions of the Pareto front, in contrast with the classical solutions 

techniques. However, if metaheuristics are not properly customized for the specific problem, 

they can perform poorly too. 

In particular, in [48] it is developed an EMS for a standalone microgrid with RESs, a diesel 

generator and a lead-acid battery system for a remote island in China. In the proposed 
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optimization model it is included the battery Life Loss Cost (LLC), the operation and 

maintenance cost, fuel cost and environmental cost and it is used the Non-dominated Sorting 

Genetic Algorithm II (NSGA-II), considering as optimization objectives the operational cost 

and the battery LLC, finding results aiming to operate the microgrid with a low generation 

cost while maintaining the batteries in healthy working conditions, considering that the lead-

acid battery requires a high investment due to transportation cost. However, in this work is a 

simplified model of the diesel generator is considered. Also, heuristic rules are defined to 

dispatch the diesel generator based on the current value of the SOC of the battery system. 

In [49] it is proposed and developed a centralized EMS for a microgrid using a RH strategy 

considering the EMS as a finite state machine. To define the transitions rules for the next 

stage are defined priorities for the generation systems, given the higher priority to the wind 

system, then the PV system, and the lowest to the fuel-cell generation system. As a quality 

and reliability measure it is used the Loss of Power Supply Probability (LPSP) criteria to 

define the probability that the load cannot be supplied by the generation systems considering 

operation in islanding mode. The main drawback of this EMS state-machine is that the wind 

and PV generation system are switched off in some states given more priority to the batteries 

or the fuel-cell system, reducing the benefits of the available renewable resources.  

Considering the execution time of the optimization algorithm and taking into account that 

the implementation of the EMS is envisioned to be in real-time, in [50] it is introduced and 

validated experimentally an EMS based on a new metaheuristics denominated as Multi-period 

Gravitational Search Algorithm (MGSA) for a microgrid composed of a PV and wind system, 

an energy storage system and a diesel and micro-turbine generator, taking as the optimization 

objective the operational cost. The performance of the algorithm is compared with classical 

PSO showing promisor results related to the execution time proving to be a feasible 
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implementation of a real-time EMS. Similarly, in [51] the EMS proposed is intend to operate 

in real-time, defining an control scheme depending on the wind forecast generation and the 

current SOC of the ESS. Although these EMS based on heuristic algorithms do not guarantee 

a global optimum, generally they have a low execution time, what make them a more suitable 

algorithm to implement in a real-time environment. Related to metaheuristics, other research 

papers have implemented algorithms such as Particle Swarm Optimization (PSO) [52] and 

Chaotic Differential Evolution [53]. In almost all of these research papers, it is not evaluated 

technically the impact of the management in the electric grid. This is due that simulations are 

performed using simplified models and the distribution feeder is not considered in the 

optimization problem.  

Aiming to increase the robustness of the EMS and reduce its dependence of the forecast 

error of the load demand and RES generation, in [54] it is developed and EMS capable to 

handle uncertainty for a microgrid composed of residential loads, RES, a storage facility, 

connected to the main grid via a transformer. The objective of the EMS developed is to plan 

the battery schedule in order to increase the utilization rate of the battery during high demand 

and the utilization rate of the renewable generator for local use. To accomplish this, it is used 

a MPC framework considering noise disturbance and variation in the renewable generator 

output observing that the EMS can handled this disturbances satisfactorily. On the other hand, 

in [55] the uncertainty is handled using Robust Optimization (RO) and Prediction Intervals 

(PIs) of the RES generation and load demand obtained analyzing available statistical data.  

Concerning the classical optimization techniques, as the energy management problem is a 

Mixed-Integer Non-Linear Programing problem (MINLP), in [26], [44] it is used CPLEX 

software to solve the optimization problem. Also, it is proposed an MPC framework 

composed of a short- and long-term optimization stage for both research works. The main 
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contribution of [26] is related to the highly detailed mathematical formulation of the energy 

management problem including a detailed modeling of the distribution system. Similarly, in 

[43] the energy management problem is proposed as an MINLP and is used CPLEX as the 

optimization tool. Here, the EMS is developed to control a diesel generator, an ESS, a water 

supply system and loads, managing uncertainty in the forecasted load and generation using an 

RH strategy. 

2.3 STRUCTURE OF THE PROPOSED ENERGY MANAGEMENT SYSTEM 

Considering all the previous discussion, in this section it is presented the structure of the 

proposed Energy Management System (EMS) proposed, shown in Figure 7. This EMS is 

framed in a three-level control structure, as previously described, composed of two 

optimization stages: a long-term and a short-term stage. The long-term stage has to schedule 

all the dispatchable units for the next 24-h in time-steps of 15-min. To do this, the long-term 

stage state the energy management problem as a UC and ELD problem, deciding when to 

start-up or shut-down the dispatchable units and the charging/discharging schedule of the 

ESSs. Once these schedules are defined, the long-term stage has to define the power output 

profile of all the dispatchable systems considering load consumption and the RES generation. 

Considering that one of the most important function of an EMS is to provide operational 

set points of DERs units and ensure a power balance at the PCC, an EMS require a fast and 

accurate response. Based on this, the main function of the short-term stage is to re-calculate 

the power output of all dispatchable units to match microgrid’s generation with load 

consumption. For this, the short-term stage has to solve an ELD problem in time-steps of 5-

min, considering the UC and the charging/discharging schedule of the ESS provided by the 

long-term optimization stage. As in the MPC/RH strategy, this management strategy is 
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applied continuously, using the long-term state to define the next day schedule, once are 

updated the new load consumption and RES generation. The short-term stage runs on-line, 

operating every 5-min. Here it is not considered a fault scenario, where a unit can 

unexpectedly shut-down or the grid become unavailable.  

 
 

Figure 7. Proposed Hierarchical Control Structure of a LV Microgrid. 

The idea behind the use of these two optimization stages, developed to solve the energy 

management optimization problem, is to perform this task with the lowest computational 

time, trying to achieve energy management in real-time, and reduce the impact of the forecast 

error. The real-time processing is required to ensure that power balance is maintained during 

real-time operation at the PCC. Thus, if load or generation varies from the expected value, the 

EMS must deviates from the original optimization schedule and estimate new operational set 

points, communicating to the primary control the new operation scheme. 



40 

 

 

 

Although is not the focus of this thesis to develop a forecast module for the proposed EMS, 

it is important to highlight that the accuracy of the forecast load demand and RES generation 

plays an important role in the energy management problem [56]. If load or RES generation 

values are underestimated the grid operation and stability can be in risk, due to the insufficient 

active power reserve or low capacity to respond due to the low number of on-line units. On 

the other hand, if load or RES generation values are overestimated, too many units will be 

operating, increasing operational cost. 

For the proposed EMS, the forecast module has to provide load consumption and RES 

generation with two different resolutions, a 15-min resolution for the long-term stage and 5-

min resolution for the sort-term stage. One important difference between load and weather 

forecast is that load forecast has a strongly dependency on behavioral patterns, which are 

tightly linked to loads characteristic and calendar data, while weather forecast has a more 

stochastic behavior [40]. Due to this, load and weather forecast accuracy is limited and 

prediction errors achieved by the best forecast solutions are in the order of 5 to 15%, 

depending on the resolution and the time-window prediction [40]. Therefore, an EMS should 

be robust against these forecast errors. 

The main contribution of this master dissertation is related to the hierarchical framework 

developed for the Energy Management System which re-dispatches the controllable units and 

the energy storage systems to reduce the impact of the forecast error. Also, to state and solve 

the energy management problem, it is proposed a disaggregation approach where the binary 

variables are defined by a MOGA and the continuous variables solving a QP problem using 

MATLAB as solver. Finally, a more detailed model for the diesel generator was considered. 

In this model, operational constraints as down-rate and up-rate limit and total in-line and off-

line operational time were included in the optimization problem.   
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3 SYSTEM MODELING AND STATEMENT OF THE PROBLEM 

 

 

3.1 RESIDENTIAL FEEDER 

As previously discussed, the LV microgrid considered in this work was developed in 

GridLabD software. GridLabD is an open-source power distribution system simulator, 

developed by the Pacific Northwest National Laboratory (PNNL) [57], which allows users to 

study and quantify the impact of distributed generation technologies in conventional power 

systems. Within the most interesting features about GridLabD it can be found: (i) the user is 

allowed to include its own weather data and quantify the operation of the system under on-site 

weather conditions, (ii) it can be analyzed three-phase unbalanced distribution systems, (iii) it 

can be studied new control load algorithms (demand response). 

 In addition, GridLabD includes a highly detailed residential model, in which the operation 

schedule of equipment such as refrigerators, water heaters, microwaves, lights, freezers, and 

the operational set-points (cooling and heating set-points) of HVAC systems can be specified 

deterministically or randomly [58]. In this thesis the operational schedule of all the equipment 

are randomly defined.  

The considered microgrid corresponds to a residential LV feeder composed of 45 

residential consumers connected to the MV grid through three single-phase distribution 

transformers, as it can be seen in Figure 8. The LV microgrid also include three wind turbines 

and a diesel generator, both connected to the MV grid through a three-phase MV transformer.  
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All the paramerts used in GridLabD to define the electric and physical model of 

transformers and lines are described in Appendix A. 

In this LV microgrid, every residential consumer has integrated its own battery and solar 

system coupled to an inverter. Also it is considered an Electric Vehicle (EV) for every 

consumer. Aiming to simulate the random behavior in the three single-phase distribution 

transformers, the residential consumers are classified in five different types depending on its 

consumption and PV nominal installed capacity.  

Considering this, in Table 1 it is shown some characteristics that define the level of 

consumption of a residential consumer, such as floor area, heating and cooling set-point and 

nominal capacity of the solar system. The Type 5 house corresponds to the consumer with the 

lowest consumption and the lowest PV nominal installed capacity, and the Type 1 house 

corresponds to the consumer with the highest consumption and the highest PV nominal 

capacity. Furthermore, it is added a ZIP load model in for every residential consumer to 

model an appliance commonly used in Brazil, the electric shower. 

Table 1. Characteristics of the five type of residential consumers implemented in GLD. 
House 

Type 

Floor area 

[m2] 

Heating set-

point [°C] 

Cooling set-

point [°C] 

Power Inverter 

[kW] 

Photovoltaic 

System Area [m2] 

Type 1 280 16 20 15 80 
Type 2 260 17 23 15 80 
Type 3 240 18 23 13 70 
Type 4 200 18 24 13 70 
Type 5 180 20 24 10 50 

According to GridLabD, the structure of a house is shown in Figure 9, within it, an inverter 

to properly connect the solar system, the batteries to storage electrical energy, the EV and the 

thermodynamic and electric model of the house are included. In the node where the house and 
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the inverter are connected, triplex-line meters (TM) to properly measure variables such as 

voltage, current, and active power are installed. 

 
Figure 9. Structure of a house in GridLabD, composed of four Triplex Meter (TM), a solar 

system, a battery bank, an EV and a thermodynamic and electric model. 

3.2 PV AND WIND SYSTEM 

For the PV system, it is assumed that this always operates at the maximum power point, 

which is a reasonable assumption, for most of grid connected PV inverters operating with 

Maximum Power Point Tracking (MPPT) control, and therefore its operation is independent 

of the EMS. To model the PV generation Equation (1) is used.  

   1t t t

PV s STC INV A p A STCP A G K T T              (1) 

 Where, 
sA corresponds to the area of the PV system in m2, 

STC is the efficiency of the PV 

panel at the Standard Test Conditions (STC), 
INV  is the inverter’s efficiency, assumed to be 

constant; t

A
G corresponds to the irradiance in W/m2 at hour t, 

pK  is the temperature 

coefficient for the active power, t

A
T  is the ambient temperature in K, and 

STCT corresponds to 

the STC temperature in K. 
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Similar to the PV system, the power produced by the wind turbine is independent of the 

EMS. To model the wind system generation a piecewise power curve model is used to give 

the output power as a function of the wind velocity, as is shown in Equation (2). 

  ,
3 2

1 2 3 4

0  
CO

t

U WT N N CO

N

v v

P P v v v

p v p v p v p v v


  
       

  (2) 

  Where, ,
t

U WTP  corresponds to the active power output of the wind turbine in kW, 
COv is the 

cutoff velocity in m/s, 
Nv  is the nominal velocity in m/s, and 1p , 2p , 3p , 4p correspond to the 

active power coefficients of the power curve model. The values of the active power 

coefficient are obtained after a characterization of the wind turbine generation model used by 

GridLabD. 

The parameter values used for the PV and wind system generation model are listed in 

Table 2. As previously discussed, every residential consumer has its own PV system. 

However, for the power balance, an aggregated model considering the total PV system area is 

used. The maximum output power of the aggregated PV system ( ,TotalPVP ) is approximately 

253.93 kW, estimated at STC conditions. 

Table 2. Parameters of the PV and Wind system model. 
Parameter Value Units 

sA  1485 m2 

,maxPVP  253,93 kW 

STC  0.18 - 

INV  0.95 - 

pK  -0.000233 K/W 

STCT  248.16 K 

COv  10 m/s 

,
t

U WTP  11 kW 
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WT,maxP  33 kW 

Nv  5 m/s 

1p  0.050037 kW/(m/s)3 

2p  0.36592 kW/(m/s)2 

3p  -0.52584 kW/(m/s) 

4p  0.068178 kW 

3.3 ENERGY STORAGE SYSTEM 

The inclusion of the energy-storage system in the microgrid can mitigate the impact of the 

uncertainty of renewable energy sources. Generally, batteries are the most common choice for 

short-term storage. However, for longer-term storage of energy, their application might be 

inappropriate owing to their low energy storage density and unavoidable self-discharge [59]. 

 For the microgrid considered, the ESS is composed of a bank of lead-acid batteries 

distributed through the distribution feeder located at every consumer’s house. This type of 

battery corresponds to the more common choice in PV-Battery systems. The main function of 

the ESS is to reduce the variability of the RES. Also, the battery system is used to store 

energy when the local generation is higher than the load demand. This energy is then used in 

periods when the energy has a higher cost. 

The battery model used allows to estimate the output power as the difference between the 

stored energy of two consecutive time-steps, measured by the State of Charge (SOC), as is 

shown in Equation (3). 

  
1

t
t t BAT BAT

BAT BAT

P t
SOC SOC

C V

  
 


  (3) 
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  Where, t
SOC  corresponds to the SOC of the ESS at time t, 

BAT  is the battery efficiency, 

BATC  is the nominal capacity of the battery bank in Ah, and 
BATV  corresponds to the nominal 

voltage of the battery. 

In this model it is assumed that if t

BAT
P > 0, then the battery is in charging mode, and if 

t

BAT
P < 0 the battery is in discharging mode. To increase the lifespan of the battery, the 

available battery bank capacity is limited according to the manufacturer specification, as in 

Equation (4). 

 min max
t

SOC SOC SOC   (4) 

  Where, minSOC  and maxSOC correspond to the minimum and maximum values allowed 

for  SOC. Also, it is assumed that the maximum input/output battery power is equal to 20% of 

the nominal capacity (
BATC ), defined in Equation (5) as the down-rate (

BATRD ) and up-rate (

BATRU ) constrains.  Hence, the battery power ( t

BAT
P ) is limited by a minimum ( BAT,min

t
P ) and 

a maximum power ( BAT,max
t

P ), as is shown in Equation (6). 

   0.2BAT BAT BAT BATRU RD V C t       (5) 

   BAT,min BAT BAT,max
t t t

P P P   (6) 

 

The minimum power ( BAT,min
t

P ) is limited by the available energy stored in the battery and 

the minSOC  restriction. Similarly, the maximum power ( BAT,max
t

P ) is limited by the maxSOC

restriction, as is shown in Equation (7). 

     1
,min minmax 0,min ,t t

BAT BAT BAT BATP RU t V C SOC SOC t
           (7) 
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   1
,max maxmax 0,min ,t t

BAT BAT BAT BATP RD t V C SOC SOC t
         

 

To measure the costs associated with the battery system usage, the Life Loss Cost (LCC) is 

calculated through Equation (8). According to [48], the LLC can be defined in terms of the 

SOC  and the initial investment cost (
iniC ) of a battery unit, where k  and d  corresponds to 

empirical parameters, estimated by [48] for a lead-acid battery type.  

    2

390
t t tBAT ini
Life

N C
C k SOC d SOC

        
 (8) 

 

All the values used for the battery model are listed in Table 3. As the ESS is distributed 

through the distribution feeder, an aggregated model is used for all batteries for the power 

balance problem. The maximum output power of the ESS in the aggregated model ( ESS,Total
t

P ) 

is limited by Equation (5), namely 432 kW for every time-step ( for the long-term stage).   

Table 3. Parameters of the battery model. 
Parameter Value Units 

  0.005 - 

BAT  0.98 - 

BATC  400 Ah 

BATV  120 V 

minSOC  0.5 - 

maxSOC  1 - 

BATN  45 - 

BATRU  9.6 kW 

iniC  500 USD$ 

k  -1.6 - 
d  2.1 - 

ESS,Total
t

P  432 kW 
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3.4 DIESEL GENERATOR 

In grid-connected microgrids, the diesel generator can be used to provide ancillary services, 

increase reliability of the grid or support local generation. To model the fuel consumption of 

the diesel generator (l/h), the information provided by the manufacturer for a 60 kW unit is 

used and is shown in Table 4. 

Table 4. Fuel consumption of a 60 kW diesel generator unit 
Nominal Power [kW] 60 

Fuel consumption at ¼ Load (l/h) 6.81 
Fuel consumption at ½  Load (l/h) 10.98 
Fuel consumption at ¾  Load (l/h) 14.38 

Fuel consumption at Full Load (l/h) 18.17 
 

The fuel consumption is modeled as a quadratic function, as shown in Equation (9), where 

( )FC   corresponds to the fuel consumption in l/h as a function of the output power t

GD
P . In 

order to increase the generator lifespan, the EMS needs to consider operational constrains 

such as minimum and maximum capacity, as is given by Equation (10), where ,minGDP  

corresponds to the minimum output power and ,maxGDP to the maximum output power, t

GD
U  is 

the operational state of the diesel generator at time t, where t

GD
U  = 0 means that the diesel 

generator is off-line, and if    t

GD
U  = 1 means that the unit is on-line. 

  2

2 1 0( )t t t t

GD GD GD GDFC P g P g P g U        (9) 

 

   ,min ,max
t t t

GD GD GD GD GDP U P P U     
(10

) 

 

Also, the up-rate and down-rate limits given by Equation (11) are considered, and the 

continuous running/stopping time is given by Equation (12), where GDRD and GDRU  are the 
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down-rate and up-rate limit of the diesel generator, respectively; ,
t

GD ONT  and ,OFF
t

GDT  

corresponds to the total on-line and off-line operational time at period t, and 
GDMUT and 

GDMDT  corresponds to the minimum running and down time. All the parameters for the diesel 

generator model are listed in Table 5.   

   1t t

GD GD GD GDRD P P RU
  

 
 (11) 

 

 
  1 1

, 0t t t

GD ON GD GD GD
T MUT U U           

1 1
,OFF 0t t t

GD GD GD GD
T MDT U U           

(12) 

Table 5. Parameters of the diesel generator model. 
Parameter Value Units 

,minGDP  25 kW 

,maxGDP  60 kW 

2g  -0.000422 l/(kW)2 

1g  0.28153 l/(kW) 

1g  2.74 l 

GDRD  10 kW 

GDRU  20 kW 

GDMUT  180 min 

GDMDT  120 min 

3.5 DEMAND-SIDE MANAGEMENT  

Demand Side Management (DSM) is an important function in energy management in 

microgrids, created to provide support to smart grid functionalities, reduce peak load, 

operational cost,  power losses and improve efficiency [60]. In general, a DSM program 

involves actions carried out by the consumers to manage its electrical consumption, usually 

by shifting load or postpone its use, modifying the final load shape in the distribution system. 
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Additionally, it is assumed that all the expected energy consumption has to be supplied 

during the day, as described in Equation (15). Finally, in this DSM it is not considered an 

explicit economic incentive for consumers and it is supposed that all residential consumers 

participate actively.  

   
1 1

T T
t t t

L L

t t

S P t P t
 

      
(15

) 

3.6 ELECTRIC VEHICLE  

The integration of Electric Vehicles (EV) into smart grids has been intensively studied 

during the last years [66]. These researches have been carried out into the concept of vehicle-

to-grid (V2G), with EV batteries used as means of mass energy storage in the power grid [67]. 

This mean that EVs will be connected into the power system when they are not in use and 

batteries can charge during low demand times and discharge when power is in shortage, as 

common in peak time. However, this concept may arise other problems that needs to be 

addressed as the consumption and power quality impact of large EV penetration in the current 

electric grid, among others [68].  

Related to the EV model used in this master dissertation, it will be considered the Nisan-

Altra vehicle, which is composed of a Lithium-Ion (Li-Ion) battery, characterized by a high 

power and high energy density. The mathematical model for the EV battery used depend on 

the State-of-Charge ( t

EV
SOC ), which gives the level of energy in the battery in each time-step. 

The t

EV
SOC of the EV considered can be modeled using Equation (16) when the EV is used 

for transportation purposes, where  , s

i
v C  is the amount of energy used  in kWh, which 

depends on parameters as the velocity v  in m/s and s

i
C , a seasonal coefficient [69].  

  1 ,t t s

EV EV i
SOC SOC v C t    (16) 
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When the EV is connected to the power grid, the EV model for the battery is shown in 

Equation (17), where t

EV
P corresponds to the value of charging or discharging power in kW and 

EVC  is the nominal capacity of the EV battery. It is assumed that the model in Equation (17) 

can be used to describe the charging and discharging process. Also, if 0t

EV
P  the EV will be 

in charging process, and if 0t

EV
P  the EV will be in discharging process. Finally, according 

to manufacturer, the t

EV
SOC should be limited to a minimum value, defined by the depth of 

discharge ( EVDOD ), given in Equation (18). 

  
1

t
t t EV
EV EV

EV

P
SOC SOC t

C

     (17) 

 

 
,min ,max

t

EV EV EVSOC SOC SOC   

,min1EV EVDOD SOC   
(18) 

 

In Figure 10 it is shown the real charging profile for the EV Nissan-Altra. Additionally, it 

is considered a maximum charging and discharging capacity, modeled using Equation (19). 

All the parameters for the EV Nissan-Altra model are listed in Table 6 [70].  

  ,max ,max
t

EV EV EVP P P     
(19

) 
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Figure 10. Charging profile of the Nissan Altra battery (lithium-ion) [71]. 

 

As for the ESS, for the EV model it is considered an aggregated model for the optimization 

problem in the power balance constraint. The maximum output power of the battery system is 

limited by Equation (19), and will depend on the number of EV ( EVN ) considered, which here 

corresponds to the number of residential consumers. Consequently, the maximum output 

power for the EV ( ,Total
t

EVP ) aggregated model is 292.5 kW for every time-step (for the long-

term stage).   

Table 6. Parameters of the EV Nissan Altra. 
Parameter Value Units 

EVC  29 kWh 

,maxEVP  6.5  kW 

EVDOD 60 % 

EVN 45 - 

,Total
t

EVP
 

292.5 kW 
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3.7 LINES AND TRANSFORMERS POWER LOSS MODELS 

Two kinds of power losses are considered, the power losses due to the efficiency of the 

distribution transformers and the power losses in the triplex lines of the distribution feeder. To 

model this, is performed a power losses characterization study in the residential microgrid 

using GridLabD.  

The losses due to the efficiency of the distribution transformer ( DT,LossP ) can be modeled 

using Equation (20), where the output power ( DT,outP ) can be estimated as a function of the 

input power ( DT,inP ) and the efficiency of the distribution transformer ( DT ). This efficiency 

is obtained experimentally, using the estimated power losses given by GridLabD and the 

output power, as can be seen in Figure 11. Then, the efficiency can be obtained using the 

slope of the linear regression model, as in Equation (21) [72], where %96.99DT . The 

model used for the MV and the distribution transformers uses the parameters defined by 

default for GridLabD, shown in the Appendix A.  

   DT,out DT,inDTP P   (20) 

 

   
DT,out

DT,out DT,Loss
DT

P

P P
 


 (21) 
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Figure 11. Power losses characterization of a distribution transformer (DT) in GridLabD. 

 

    
Figure 12. Triplex line power losses estimated by GridLabD, the linear model and the quadratic 

model as a function of the input power for a DT. 
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The power losses in the triplex line ( TL,LossP ), are modeled as a function of the input active 

power of the distribution transformer. As can be seen in Figure 12, two models are 

considered: a linear and a quadratic model given by Equation (22) and (23), respectively. 

Both models are obtained using basic fitting techniques; the values of the parameters of the 

model are listed in Table 7. The validation and use of these two models is given in the next 

sections.    

   TL,Loss DT,in 1 DT,in 0( )P P tl P tl    (22) 

 

  2

TL,Loss DT,in 2 DT,in 1 DT,in 0( )P P tlq P tlq P tlq      
(23

) 

Table 7. Parameters of the two line power loss models. 
 Parameter Value Units 

DT  0.99 - 

1tl  0.0195 - 

0tl  -0.4507 kW 

2tlq  0.000145 1/kW 

1tlq  0.000198 - 

0tlq  0.1934 kW 

3.8 STATEMENT OF THE ENERGY MANAGEMENT PROBLEM  

In the next section the optimization objectives considered and the technical constraints that 

the EMS needs to attend to an optimal dispatch in the schedule horizon are presented. The 

structure of the EMS proposed in this master dissertation does not consider any contingency 

policy, i.e., the EMS has been developed to operate in regular operational conditions. 

Furthermore, none of generation systems have been penalized or favored, leaving the EMS to 

define the best operational schedule according to the optimization objectives. 

In general, a multi-objective optimization problem can be defined as in Equation (24).    
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 (24) 

 

Where ( )F x  is the set of objective functions, ( )ig x  is the set of inequality constrains, 

( ) 0jh x   is the set of equality constraints, l

qx  and u

qx  are the minimum and maximum values 

of each decision variable qx , respectively. A multi-objective optimization problem consists in 

minimizing K  objectives functions simultaneously, considering m  inequality constrains and 

p  equality constraints. 

In this master dissertation, two objective functions are considered, the total operational cost 

(OC ) in USD$, given by Equation (25) and the total power losses ( PL ) in kW, given by 

Equation (26), for the total number of periods in the scheduling horizon (T ). 

  
1 1

T T
t t t t

GD GD G G

t t

OC FC C t P C t
 

         (25) 

 

  
3

,Loss ,Loss
1 1

T
t t

DT TL

t j

PL P P
 

 
  

 
    (26) 

 

Where, 
t

GD
FC  corresponds to the fuel-diesel consumption in l/h at period t, 

t

GD
C is the diesel 

cost in $USD/l, 
t

G
P  is the energy supply by the main grid at time t in kW, and 

t

G
C

 is the cost 

of the energy supply by the main grid in $USD/kWh. Related to the power losses ( PL ), 

,Loss
t

TLP  represents the power losses in the triplex line in kW at time t and ,Loss
t

DTP  corresponds 
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On the other hand, according to ANEEL, in the Module 8 (Power Quality) of the 

Procedures for Electricity Distribution in the National Electric System (PRODIST by its 

Portuguese acronym), the definitions used in Brazil by the utilities related to voltage 

unbalance, harmonics, power factor, steady-state voltage, among others are established [73]. 

This procedure is mandatory and regulates the quality of the power supply at the distribution 

level. As the LV microgrid operates in grid-connected mode, the EMS has to consider the 

voltage unbalance at the MV transformer. To measure the voltage unbalance ( VU ), the 

indicator defined by ANEEL in the PRODIST is used and is shown in Equation (33). 

 
1 3 6

(%) 100
1 3 6

VU



 


 
 (33) 

 

 
4 4 4

2 2 2 2( )
ab bc ca

ab bc ca

V V V

V V V
  


 
 (34) 

 

Where   is defined as in Equation (34), and 
abV  corresponds to the phase-phase voltage 

between phase a  and b . The reference values of the VU  at the nodes of the MV transformer 

must be equal or less than 2% [73]. In addition, the voltage variation at the most remote nodes 

of the distribution system is considered. In these nodes, the voltage should be between 108 V 

(0.90 p.u.) and 127 V (1.05 p.u.), to be considered as in normal operational range. 

For the ESS, as a technical restriction at the end of the schedule horizon, i.e., at the time-

step T , the energy stored in the battery systems should be equal to the energy at the initial 

period. This constraint is given by the Equation (35), where a 0t
SOC


 of 80% is considered. 

However, during the operational day, the EMS can dispatch the battery system according to 

the optimization objectives, as long as constraint in Equation (4) is feasible. The main purpose 
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of this constraint is to ensure that there will be enough energy stored at the battery system for 

the next day of operation. 

 0t t T
SOC SOC

    (35) 

 

Finally, for the EVs some assumptions need to be made to state the energy management 

problem. First, it is assumed a deterministic behavior for the state of the EVs, i.e., it is defined 

the time schedule for the use of the EV as shown in Table 9 and in Figure 13. Second, it is 

established as technical constraint that the 
t

EV
SOC  at 7:00 (time to go to work) and at 14:00 

(time to go to work after lunch) should to be equal to 100%. Also, it is established that 

t

EV
SOC at 00:00 should be 80%. This restriction is based on the scheduled for the next day.  

Table 9. States of the EV during one day of schedule.  
Time State 

00h00 to 7h00 
Available for 

charging/discharging 
07h00 to 12h00 EV in use/ Parking at work 

12h00 to 14h00 
Available for 

charging/discharging 
14h00 to 17h00 EV in use/ Parking at work 

17h00 to 24h00 
Available for 

charging/discharging 
 

 
Figure 13. Schedule of the EV. 
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4 THE OPTIMIZATION STRATEGY 

 

The algorithm used to solve the optimization problem for the long-term stage corresponds 

to the NSGA-II, complemented using a Quadratic Programing (QP) algorithm (denominated 

here as NSGA-II+QP), both developed in MATLAB. To understand how the NSGA-II works 

it is necessary to define the non-dominance concept used in multi-objective optimization. In a 

multi-objective optimization problem, given any two solution 1x  and 2x , they can have one 

or two possibilities: one dominates the other or none dominates the other. In this sense, a 

candidate solution 1x  is said to dominate the solution 2x , denoted as x1 ≼ x2  (in a 

minimizing problem), if the following conditions are satisfactorily met: 

 The solution 1x  is better than solution 2x  in all the k  objectives. This is 

1 2( ) ( )k kf x f x ,  for all  1,...,k K . 

 The solution 1x is strictly better than solution 2x in at least one objective. This is 

1 2( ) ( )k kf x f x ,  for at least one  1,...,k K . 

If any of the above conditions is not met, it is said that the solution 1x  does not dominate 

the solution 2x . If 1x  dominate the solution 2x , it is commonly referred as 2x  is dominated 

by 1x . Here, it is important to highlight that the concept of ‘optimal solution’ in multi-

objective optimization has a different meaning, because it cannot be found a unique solution 

that simultaneously optimizes objectives that are conflicting with each other. This means that 
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in multi-objective optimization is necessary to establish a compromise between objectives, so 

that the optimal set of final solutions represents a trade-off between objectives. The final 

optimal set corresponds to the non-dominated solutions, and are known as Pareto optimal set 

in the variable space and Pareto optimal front in the objective space [74]. 

From the above discussion, it is possible to point out that there are primarily two goals that 

a multi-objective optimization algorithm must achieve: (i) guide the search towards the global 

Pareto optimal regions and (ii) maintain population diversity in the Pareto optimal front.  

The Non-dominated Sorting Genetic Algorithm or NSGA-II, was first introduced in [75]. 

This algorithm directly uses the concept of non-dominance to select the individuals for the 

next generation. To do this, the NSGA-II classify the population in non-dominating fronts or 

ranks. The individuals that belong to the first rank are denominated Pareto optimal 

individuals, since they are non-dominated. One advantage of selection based on dominance is 

that it is not necessary to set parameters a priori, as done in other algorithms [75].  

To improve and maintain the diversity in the population, the NSGA-II uses the Crowding 

Distance (CD) concept. The CD can be seen as a density indicator, defined as the volume of 

the hypercube formed by the immediately preceding and following solutions for each 

objective [75]. To select the individuals for the next generations, the individuals of the first 

rankings are considered first (elitism). If the number of individuals for the next rank is greater 

than the maximum number of individuals to insert (and maintain the population size), it is 

calculated the CD for the individuals of this rank, and are selected those will the higher CD 

value. This procedure is repeated for all fronts until the number of selected individuals 

reaches the population size. The main drawback of this density metric is the computational 

time required to sort all the individuals for every objective to estimate its value. 
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Considering this and the intrinsic characteristics of the energy management problem, in the 

next section are presented the optimization algorithms developed to be implemented in the 

long- and short-term optimization stages.  

4.1 LONG-TERM OPTIMIZATION STAGE: NSGA-II+QP ALGORITHM 

The computational flow of the proposed algorithm is given in Figure 16. The NSGA-II+QP 

algorithm can be described in the following steps: 

 

1) First, some parameters of the NSGA-II are initialized, such as the size of the population       

( popN ), and the maximum number of generations (
maxg ). 

 

2) As an input, the algorithm requires the load and weather forecast. Here, it is assumed 

that these forecast values are provided by a one-day ahead forecast module. After this, it 

is estimated the RES generation using Equation (1) and Equation (2). It is not focus of 

this master dissertation develop and validate a weather and load consumption forecast 

module. 

 

3) For the MOGA, solutions are codified as a 2-by-T binary matrix, as is show in Equation 

(36), in which binary variables are defined using the heuristic procedure presented 

below. In Equation (36), 
t

GD
U  is the operational status of the diesel generator and 

t

BAT
B  

is the battery status, which corresponds to 1t

BAT
B  when the battery is in charging 

mode, and to 0t

BAT
B   when it is in discharging mode. In this algorithm, the binary 
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variables (
t

GD
U  and

t

BAT
B ) are defined using a heuristic procedure that can handle the 

minimum running and down time constraints of the diesel generator. 

1 2

1, 1 2

...

...

T

GD GD GD

GA T

BAT BAT BAT

U U U
x

B B B

 
  
   

 (36) 

 

If 1 2t t t   , Then 1t

GD
U  . Else 0t

GD
U  . 

For 1t   to T   

If 1t

GD
U    

                                 If 
1 0t

GD
U

 
 

If ,
t

GD OFF GDT MDT , Then 0t

GD
U  , Endif 

Endif 

Elseif 0t

GD
U   

If 
1 1t

GD
U

   

If ,
t

GD ON GDT MUT , Then 1t

GD
U  , Endif 

Endif 
Endif 

Endfor 

This heuristic procedure can handle the minimum up- and down-time constraint of the 

diesel generator, described in Equation (12), in which 1t  and 2t  are generated randomly 

using an uniform random distribution in the interval between 0   and T . For t

BAT
B is 

used a similar procedure, using randomly generated values for 1t  and 2t . However, as 

there is not a constraint related to the charging and discharging time it is not applied the 

heuristic procedure described.  

 

4) Once the binary variables are defined by the MOGA, the remaining continuous 

variables of the problem ( t

GD
P , t

BAT
P , t

G
P , t

EV
P , t

S , t
SOC , t

EV
SOC ) are obtained formulating 
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and solving a one-objective QP problem. One advantage of this procedure is that it does 

not need the development of new and sophisticated genetic operators, which have to 

consider intrinsic characteristics of the energy management problem. 

Considering this, a final solution for the energy management problem is defined as in 

Equation (37), where 
t

GD
P is the diesel generator power output, 

t

BAT
P  is the battery 

input/output power, 
t

G
P  is the power supply by the main grid, t

S  is the shifting 

coefficient, 
t

EV
P  is the EV power input/output, t

SOC  is the State-of-Charge of the 

battery system and 
t

EV
SOC  is the State-of-Charge of the EV.  
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 (37) 

To state the QP problem, the two-objective are combined in one-objective using the 

weight-sum method [38], as shown in Equation (38), where   is selected randomly 

using an uniform distribution function in the interval [0,1] and updated in every 

generation [38]. This is done to increase the searching capabilities of the NSGA-II+QP 

algorithm, ( )OC   and ( )PL   are defined as in Equation (25) and (26), respectively.  

 min  ( ) (1 ) ( )f OC PL         (38) 
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5) The QP problem is solved with function quadprog in MATLAB, using an interior-

point-convex algorithm. To use this function, ( )PL   in Equation (38) is written as a 

quadratic function of the diesel generator power output (
t

GD
P ), and the power extracted 

from the main grid (
t

G
P ), using the quadratic model described in Equation (23). 

Similarly, is used the linear model described in Equation (22) to model ( )PL   in the 

power balance constraint, shown in Equation (28).  

 

These two models are used due to the characteristics of the quadprog function in 

MATLAB, which require a quadratic objective function and linear constraints. 

Considering this remarks, the QP problem can be formulated as in Equation (39), where 

t

BAT
P is decomposed in two new variables: battery power in charging mode (

t

CH
P ), and 

battery power in discharging mode (
t

DCH
P ). In Equation (39), the energy management 

problem is formulated as a QP problem, in which the objective is a quadratic function 

and the equality and inequality constrains are linear. Furthermore, as the GA defines the 

binary variables (ON/OFF schedule for the diesel generator and charging/discharging 

schedule for the battery system), the complexity of the final energy management 

problem is reduced. 
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In the tournament operator, three solutions are selected randomly from the current 

population. Solutions with the highest rank in the non-dominating fronts are selected. If 

two solutions have the same rank, the selection is based on its CD, selecting the one 

with highest value. This procedure is repeated until create a mating pool with size of

2popN . 

For mutation, one parent is selected randomly from the mating pool. Then, a random 

value Δ, in the interval of 20 20    , is selected to move the schedule in the time to 

create the new solution, as is shown in Equation (40). Then, the heuristic algorithm 

described in Step 3 is applied to consider the minimum up- and down-time constraint 

for the diesel generator. A schematic example of crossover is presented in Figure 14. 

  
( ) ( )t t

offsp px x
  (40) 

 
Figure 14. Schematic example of mutation. 

For crossover, two parents ( 1px  and 2px ) are randomly selected from the mating pool. 

Then, it is randomly selected a crossover point ( t ) and the schedule are exchanged 

between the two parents to create the new two offspring, as it can be seen in Equation 

(41). Then, the heuristic algorithm described in Step 3 is applied to consider the 
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minimum up- and down-time constraint for the diesel generator. A schematic example 

of crossover is presented in Figure 15.  

(t 1 ) ( 1 ) ( ) ( )
1 1 1 2

( 1 ) ( 1 ) ( ) ( )
2 2 2 1

     

    

t t t t T t T

offsp p offsp p

t t t t t T t T

offsp p offsp p

x x x x

x x x x

   

   

     

     

 

 
 (41) 

 

 
Figure 15. Schematic example of crossover. 

8) Once the binary variables of the solutions are set, the continuous variables are defined 

solving the QP problem, as in Step 4 and 5. 

9) Finally, non-dominating sorting is applied to the new population composed of parents 

and their offspring. To reduce the size of the current population it is used the CD and 

the ranking fronts, selecting those candidates solutions that belongs to the first fronts 

and with the higher crowding distance. 
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10) Once the NSGA-II+QP algorithm has converged, the objective functions of the 

solutions that belongs to the Pareto front are re-calculated using GridLabD, considering 

the technical constraints in Equation (33) and the voltage variations as is described in 

the PRODIST module. 

 

11) To select the optimal solution from the Pareto front, the approach proposed in [36] is 

considered, where the Decision Maker (DM) is presented with one solution, selected as 

the Best Compromise Solution (BCS). To identify this solution in the Pareto front a 

membership function 
k  is estimated as shown in Equation (42). The BCS is the one 

having the maximum value of 
k . In Equation (42), maxF  and minF is the maximum and 

minimum value for the objective i in the Pareto front, respectively, and objN  is the 

number of objectives considered. This approach can be applied only if the final Pareto 

front is well covered.  

min

1 max
min max
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1 1 max
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Figure 16.  Computational flow of the proposed NSGA-II+QP algorithm. 
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4.2 SHORT-TERM OPTIMIZATION STAGE 

As previously discussed, once the long-term optimization stage is solved, the ON/OFF and 

charging/discharging schedule of the diesel generator and battery systems are defined. The 

short-term optimization stage uses these previously defined information to state the energy 

management problem as an ELD problem, which is related to the QP problem described in 

Equation (39). However, in this short-term stage, the QP problem is stated considering an 

operational time of 1 hour, sub-divided in 12 periods of 5-mins. Thus, for an operational time 

of one day, in total the short-term stage has to solve 24 ELD problems independently, each 

one for an operational hour.  

 For each ELD problem, the short-term stage receive the initial and final SOC of the ESS, 

the shifting coefficients of the DSM, the state of the diesel generator (ON/OFF) and the mode 

of operation of the ESS (charging/discharging) from the long-term stage, and it is stated the 

energy management problem as in Equation (43), considering that 1/12t   hours (5-min 

time-step) and 12T  . 

Regarding the DSM, the short-term stage considers the coefficients given by the long-term 

stage in time-steps of 15-min and use linear interpolation to define the DSM coefficients for 

the operational hour under consideration considering time-steps of 5-min. Here it is important 

to highlight that in a theoretical case, in which load consumption and RES generation forecast 

in time-steps of 5-mins corresponds to an interpolation of the forecast in time-steps of 15-

mins, constraint described in Equation (15) will be fully satisfied for the 24 hours period. 

However, real operational cases does not have this requirement, and the shifting coefficients 

obtained using linear interpolation for the short-term stage will not satisfy constraint in 

Equation (15) once the 24 ELD problems have being solved. Nevertheless, load consumption 
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schedule of the diesel generator, SOC and the mode of operation 

(charging/discharging) of the ESS and the EVs.  

2) It is read from the Best Compromise Solution the weight factor ( ), which defines the 

weight of the two objectives in the final QP problem. Then, the objective function can 

be defined as in Equation (43). 

3) As an input, the algorithm requires the load and weather forecast for the next 

operational hour in time-step of 5-mins. Then, it is estimated the RES generation using 

Equation (1) and Equation (2). 

4) The SOC of the ESS and the EVs are updated for the current and the next operational 

hour t. This SOC constraint are used as bounds constraint to limit the maximum deep 

of discharge or the energy extracted from the main grid in the charging mode of the 

ESS in one operational hour. The value of SOC is defined by the long-term 

optimization stage as was discussed previously.  

5) The QP problem is solved with function quadprog in MATLAB, using an interior-

point-convex algorithm, as in the long-term optimization stage in Step 5, Section 4.1. 

6) The Final Operational Schedule for the current hour is obtained. This scheduled is 

executed by the EMS to operate the LV Microgrid.  

7) Finally, this procedure is repeated continuously until the 24-hours are reached. Then, 

the short-term stage start over the optimization process, updating the new information 

related to the new Best Compromise Solution selected for the next operational day.  
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Figure 17. Computational flow of the short-term stage algorithm. 
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5 CASE STUDY I: BASIC MICROGRID 

 

 

In this Chapter it is presented the first study scenario, in which it will not be considered the 

Demand Side Management (DSM) and the Electric Vehicle (EV) in the energy management 

problem. This first scenario intends to model a basic operational case considering the current 

development state of the Brazilian power distribution system.  

This Chapter begins analyzing the weather data used to solve the energy management 

problem. Also, a validation of the RES models proposed in Section 3.2 is presented. Then, the 

two operational cases to be studied are described. A performance assessment of the final 

solutions provided by the long-term stage is presented. This assessment include a comparison 

and an evaluation of the impact of the forecast error in the final operational solution. Finally, 

it is presented an assessment of the short-term stage of the EMS system.  

5.1 WEATHER DATA AND RES SYSTEM MODEL VALIDATION 

For the weather data, 24-hours of November data of a typical meteorological year (TMY) 

for the state of São Paulo, Brazil is used. This information is composed of hourly weather data 

such as ambient temperature, wind speed, solar direct radiation, solar diffuse radiation, solar 

global radiation, humidity and pressure recorded by the SWERA Project near to the 

Congonhas Airport (São Paulo) (see Appendix B.). As these weather data is available in hour 

time-steps, for the long-term (15-mins time-step) and the short-term (5-mins time-step) stage 

linear interpolation techniques were used.  

Considering this weather data, a simulation of the Solar and Wind system described in 

Equation (1) and (2) were performed. This simulation is compared to the models used by 
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GridLabD, obtaining the results shown in Figure 18. According to these simulations, both 

models shown a maximum Relative Error (RE) of 20% when compared with the GridLabD 

model, mainly due to their simplicity. However, they are considered to be accurate enough for 

the objectives of this dissertation.  

 
a) Solar System       b) Wind System 

Figure 18. Solar and Wind System models compared to the GridLabD models. 

5.2 CASES OF STUDY 

Two main case of study will be used to assess the forecast error and evaluate the 

performance of the developed EMS. The first case is named as Perfect Forecast (PF) case, in 

which the EMS has a perfect knowledge of the load consumption and the RES generation for 

the next 24-hours.  In the second case, named as Real Operational (RO) case, it will be used 

the RES models described in Section 3.2 in Equation (1) and (2), and a load consumption 

provided by a forecast module will be considered.  

The load consumption used in the optimization problem for both case studies are shown in 

Figure 19. For the Real Operational case, the load consumption has been obtained using a 
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uniformly random distribution value  1,0U , to obtain values with an RE (in %) in the 

interval [-5%,+5%], as shown in Equation (44). 

  t

PPL

t

PPL

t

ROL PPP ,,, )1.005.0(    (44) 

 

 
Figure 19. Load consumption used for the cases of study in Scenario I and II. 

5.3 LONG-TERM STAGE 

In this first Perfect Forecast case, the developed algorithm was executed using 200 

individuals and 1000 generations, obtaining the Pareto front shown in Figure 20a). These 

values for the number of individuals and total generation are defined experimentally, aiming 

to ensure good convergence of the algorithm. Also, in this first case, the LCC of the battery 

system is not considered. In terms of quality of the final Pareto front, it is possible to conclude 

that the algorithm can provide a well-covered Pareto front, showing the conflict relation 

between the two considered objectives, i.e., a reduction in the OC implies an increase in the 

PL.  
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In addition, in Figure 20a) it is shown the final Pareto front once the objectives are re-

calculated using GridLab-D, named as GLD-RPF. As expected, the GLD-RPF shows 

different values for the objective function compared to the RPF, under-estimating the PL. This 

is mainly due to the power losses models used in the optimization problem. Nevertheless, to 

validate the proposed approach, a Relative Error (RE) obtained by the comparison of the two 

Pareto front is calculated and show in Figure 20b). According to these results, the maximum 

error for the OC objective is close to 0.3 % and for the PL objective, to 9.0 %. Considering 

the magnitude of the errors obtained, both errors can be considered small enough to be 

negligible, especially when the power losses are compared with the load consumption and the 

power supplied by the MV grid for all the time-step.  

 
a) Pareto front case 1.     b) Relative Error (%). 

Figure 20. Scenario I: Pareto Front results obtained for the Perfect Forecast case. 

To show the operational characteristics of the optimal schedules, three solutions are 

selected for analysis and comparison purposes: the minimum OC solution (Min OC Sol), the 

minimum PL solution (Min PL Sol) and the Best Compromise Solution (BCS Sol), all these 

shown in the Pareto front in Figure 20a) and its corresponding output power in Figure 21. For 
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every solution, in Figure 21 it is presented the optimal solution obtained executing the 

NSGA+QP algorithm (left) and the same solution once is simulated in GridLabD (right).  

For the minimum OC solution, the long-term stage dispatches the battery system in 

discharging mode during the peak period, using the maximum power stored at the battery 

system, responding to the price-scheme proposed by the ANEEL. Similarly, for the minimum 

PL, the battery is dispatched in the peak and intermediary periods while trying to maintain 

constant the main grid power consumption. This is due to the fact that power losses in the 

distribution system are a function of the power extracted from the MV grid, and the energy 

stored in the battery system is used by the long-term stage to reduce power losses. Finally, the 

BSC solution shows operational characteristics similar to both extreme solutions, in which the 

battery system is discharged during the peak period but not at its maximum capacity. In this 

sense, the BCS do not prioritizes any of the considered objectives.  

a) Min OC Solution
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b)    Min PL Solution 

 
c) BCS Solution 

Figure 21. Scenario I: Output power for the battery system, PV and wind system, diesel 
generator and main grid for the Perfect Forecast case given by the long-term stage. 
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Figure 22. Scenario I: State-of-Charge (SOC) for the Perfect Forecast case. 

 

Regarding the ESS, for the three solutions analyzed it is possible to observe that the long-

term stage dispatches the battery system in charging mode at noon, and uses the energy 

generated by the PV and wind system to reduce the power extracted from the main grid. At 

this point, it is important to highlight that to reduce both objectives, the long-term stage uses 

the battery system to follow variations in the load consumption, maintaining the power 

extracted from the main grid constant. 

In terms of the SOC, in Figure 22 it is observed the SOC for the three analyzed solutions. 

Here, for the Min OC Solution the long-term stage dispatches at its maximum capacity the 

battery system in discharging mode in the peak period until it reaches the final SOC condition 

(SOC at 80%). This final condition is reached before the Min PL and the BCS solution. The 

BCS solution corresponds to the solution with the lowest discharge rate.  On the other hand, if 

the final SOC is not limited, i.e., if the technical constraint shown in Equation (33) is not 

considered, the long-term stage will uses all the energy stored in the battery system to reduce 
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to the minimum the power extracted from the main grid during the peak period, reducing the 

final operational cost.  

Table 10. Scenario I: OC, PL and Energy provided by the MV grid for different 
operational scenarios. 

Scenario1 
OC 

[USD$] 
PL 

[kW] 
 Energy  
[kWh] 

MV 794.22 397.6 7138.24 
MV+PV 592.20 258.57 4973.16 

MV+PV+WT 550.26 258.57  4611.05 
Min OC Sol 503.88 280.08 4604.54 
Min PL Sol 521.12 265.79 4600.74 

BCS Sol 511.58 270.96 4602.16 
 

To compare and assess the impact of the long-term stage (and in general, the Energy 

Management System) in Table 10 it is presented comparative results for different operational 

scenarios. According to Table 10, when the PV and the wind system are considered, the final 

OC and the PL can be reduced 30.7% and 34.9%, respectively, mainly because the power 

consumption from the MV grid is reduced. Similarly, the power losses are reduced because 

the PV system is distributed through the distribution system, near to the residential loads. The 

wind system do not participate in the reduction of the PL because it is located near to the MV 

node, outside of the distribution system.  

On the other hand, when the MV+PV+WT solution is compared with the Min OC Sol, the 

Min PL Sol and the BCS Sol a reduction in the final OC of 8.4%, 5.3% and 7.0% can be 

achieved, respectively. This reduction is a result of the management performed by the long-

term stage in the MG. As for PL, the Min OC Sol, the Min PL Sol and the BCS Sol have a 

greater value than the MV+PV+WT solution. This increment in the PL is a result of the 

                                                 

1 The scenario named as MV do not consider any distributed generation system, all the load consumption is 
provided by the MV grid. In the MV+PV only the PV system is considered. Finally, in the MV+PV+WT 
scenario, the PV and the wind system are considered.  
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battery system, which increase the power purchased from the MV grid when operate in 

charging mode. However, the inclusion of the battery systems allows the long-term stage 

perform energy management and reduce the final OC, as already discussed. In terms of the 

amount of energy provided by the MV grid, for the three analyzed solutions it is almost equal. 

However, its different OC and PL values are a consequence of its different operational 

characteristics defined by the main objective and the management performed by the EMS.  

For the second study case, named as Real Operational case, the NSGA-II+QP algorithm 

was executed considering 200 individuals and 1000 generations, obtaining the PF shown in 

Figure 23a). These values for the number of individuals and total generation are defined 

experimentally, aiming to ensure good convergence of the algorithm.  

 
a) Pareto front case 2.                      b) Pareto front for the two case study 

                    considered. 
Figure 23. Scenario I: Pareto Front results obtained for the Real Operational case. 

As in the Perfect Forecast case, the final Pareto front obtained re-calculating the objectives 

using GridLabD varies from the Final Pareto Front obtained using the NSGA-II+QP 

algorithm. However, in this second case of study the power losses were over-estimated. In 

case, the maximum RE is close to 4.8% and 4% for the OC and PL, respectively. Now, when 

the two Final Pareto Front for both case of study are compared, as in Figure 23b), it is 
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observed that the FPF for the second case have greater values for both objectives, as expected, 

considering that load consumption and the RES systems generation are not forecasted 

perfectly.  

Related to the operational characteristics of the optimal solution, in Figure 24 are shown 

the output power for all the distributed generation systems and the MV grid for the Min OC, 

the Min PL and BCS Solution. According to Figure 24, the PV model estimates a PV 

maximum generation lower than the real one, and as a consequence the final amount of power 

provided by the MV grid is lower than the value expected by the long-term stage. For the Min 

OC Sol, the long-term stage dispatches the battery system at the intermediary and peak 

period, reducing the power supplied by the main grid, as in the Perfect Forecast case. 

Similarly, for the Min PL Sol, the long-term stage maintains the power extracted from the grid 

constant in order to reduce the power losses. However, as the load consumption and RES 

generation are not forecasted perfectly, the real operation schedule shows that the power 

extracted from the main grid changes constantly, increasing the power losses, when compared 

with the perfect forecast case. For all the solution analyzed, the long-term stage dispatch the 

battery system in charging mode at noon, when the PV generation is at its maximum.  
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a) Min OC Solution 

b)    Min PL Solution
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c) BCS Solution 
Figure 24. Scenario I: Output power for the battery system, PV and wind system, diesel 

generator and main grid for the Real Operational case given by the long-term stage. 

Related to the ESS, the amount of power used by the battery system in charging mode at 

noon is lower than the value used in the Perfect Forecast case, this is a consequence of the 

lower expected PV generation value. In terms of the SOC, in Figure 25 it is shown the SOC 

for the three solution analyzed. As in the Perfect Forecast case, for the Min OC Solution the 

long-term stage dispatch the battery system in discharging mode in the peak period until it 

reaches the final SOC condition.  
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Figure 25. Scenario I: State-of-Charge (SOC) for the Real Operational case. 

If the SOC of the battery system is compared for both operational cases, the three solutions 

reaches a minimum level of 61.99% for the Perfect Forecast case, 3.25% lower than the value 

reached in the Real Operational case. In addition, in Figure 27 it is shown the RE of the SOC 

for the three solutions when compared for both operational cases. According to Figure 27, the 

maximum RE for the three solutions is near to 6%, i.e., the forecast error has an impact in the 

final solution in almost 6% for the ESS. This means that, if the load consumption and the RES 

generation are not forecasted accurately, the long-term stage will not dispatch all the energy 

stored in the battery system, given more priority to the MV grid, which implies an increment 

in the final OC of the microgrid. However, it is important to highlight that the final shape of 

the SOC of the battery system remains similar for both cases considered, which means that 

the forecast error do not have a major impact, as long as the forecast system forecast 

accurately the trend (i.e., high and low periods) in the load consumption and the RES 

generation.  
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Figure 26. Scenario I: Relative Error (RE) for the SOC for both operational cases considered. 

Furthermore, if the final optimal solutions analyzed are compared for both operational 

cases considered, as in Table 11, it is possible to conclude that the forecast error has an impact 

near to 5 % in the final OC and 7.5 % in the final PL. In addition, as previously discussed, the 

amount of energy dispatched by the battery system is lower for the Real Operational case 

compared to the Perfect Forecast case, near to 9%, and as a consequence, there is an 

increment in the energy supplied by the MV grid, near to 4.3%. This increment in the energy 

supplied by the MV grid can be considered small enough to be neglected for one day of 

operation. However, this error may have a major impact in the economic operation of the 

microgrid in an annual operation basis. 
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Table 11. Scenario I: Comparative results for the Min OC, the Min PL and the BCS Sol for 
the both operational cases considered. 

Total Case Min OC Min PL BCS  

GE  

[MWh] 

PF 4.61 4.61 4.61 

RO 4.80 4.80 4.80 

RE[%] 4.17 4.17 4.17 

CHE  

[kWh] 

PF 820.0 827.5 827.5 

RO 750.0 755.0 755.0 

RE[%] -8.53 -8.76 -8.76 

DCHE  

[kWh] 

PF 820.0 827.5 827.5 

RO 750.0 755.0 755.0 

RE[%] -8.53 -8.76 -8.76 

OC 

[USD$] 

PF 504.70 525.46 512.54 

RO 528.13 548.83 535.98 

RE[%] 4.64 4.25 4.57 

PL 

[kW] 

PF 255.70 248.29 250.55 

RO 273.96 266.64 268.88 

RE[%] 7.14 7.39 7.31 

 

 For both operational case considered, and shown in Figure 21 and in Figure 24, can be seen 

that the long-term stage does not dispatch the diesel generator. This is mainly due to the 

higher cost of the diesel fuel when compared with the cost of the energy that can be provided 

by the main grid. These results are also a consequence of the topology of the distribution 

system, in which the diesel generator is located near to the MV grid connection node. If the 

diesel generator were located near to the residential loads, this would be dispatched by the 

EMS to reduce power losses. However, according to the 482/2012 resolution, in Brazil it is 

not allowed to connect conventional generators in low voltage networks. 

In both operational cases studied, the maximum power that the MV grid can supply is 

equal to the maximum load consumption, near to 350 kW. However, if this maximum power 

is limited, the EMS has to dispatch the diesel generator to meet all the operational constraints, 

especially the active power reserve constraint. To evaluate this scenario, in Figure 27 is 
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shown the schedule of the BCS solution given by the EMS when the users establish an 

agreement with the utility, limiting the amount of power purchased from the main grid to 250 

kW.  

As it can be seen in Figure 27, the diesel generator is dispatched at intermediary and peak 

periods, when the power supplied by the MV grid reaches its maximum value. In off peak 

periods, the diesel generator is still not attractive to the EMS. In Figure 27 it is important to 

highlight that, as the MV grid is dispatched at its maximum capacity, the active power reverse 

is guaranteed by the diesel generator and the battery system, while the power balance 

constraint is met. The diesel generator is not dispatched at its maximum capacity to reduce the 

final OC.  

On the other hand, if the Life Loss Cost (LLC) of the battery system is considered in the 

energy management problem, the EMS will reduce the amount of power supplied by the 

battery system to reduce its life loss cost levels, as it can be seen in Figure 28. Thus, the diesel 

generator is dispatched at the peak period to supply load consumption, while the battery 

system operates with higher SOC values. In the BCS shown in Figure 28, the diesel generator 

is dispatched at its maximum capacity, this is due to the higher cost of operating the battery 

system with lower SOC values, compared to the diesel fuel cost.  
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Figure 27. Output power for the battery system, PV and wind system, diesel generator and 

main grid for the Perfect Forecast case, limiting the power supplied by the MV grid. 
 

 

 
Figure 28. Scenario I: Output power for the battery system, PV and wind system, diesel 
generator and main grid for the Perfect Forecast case, considering the LLC of the battery 

system given by the long-term stage. 
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Table 12. Scenario I: OC, FC, PL and Energy provided by the MV grid for the cases where 
the diesel generator is more attractive. 

Solution 
OC 

[USD$] 
FC 
[l] 

PL 
[kW] 

 Energy  
[kWh] 

Min OC Sol 503.88 0 280.08 4604.54 
Min PL Sol 521.12 0 265.79 4600.74 

BCS Sol 511.58 0 270.96 4602.16 
BCS limiting the MV grid 

power 
548.65 28.94 265.31 4551.89 

BCS considering the LLC 
of the ESS 

605.34 109.06 268.96 4378.97 

A comparison of the results for all the solutions and cases analyzed in this section is 

presented in Table 12, where it is possible to observe how the OC is increased when the diesel 

generator is dispatched, and consequently, the energy supplied by the MV grid is reduced. 

Finally, it is important to highlight that a case with higher values of energy cost was also 

considered. However, even considering the higher energy cost of all the utilities in the 

Brazilian market, the diesel generator was not attractive to be dispatched by the EMS. This is 

mainly due to the high value of the diesel cost, compared to the cost of the energy that the 

MV grid can provide.  

5.4 SHORT-TERM STAGE 

As in the long-term stage, a Perfect Forecast and Real Operational case will be analyzed 

for the short-term stage.  However, for the Perfect Forecast case, the load consumption and 

the RES generation used are obtained using linear interpolation techniques considering the 

same data as for the long-term stage. This means that even for the Perfect Forecast case there 

is not perfect knowledge of the load consumption and the RES generation.  

As described in Section 4.2, the long-term solution selected to be implemented by the EMS 

(here will be analyzed also the Min OC and the Min PL solution), defines the SOC of the 

battery system for every hour of the next 24-hours of operation. Considering this SOC 
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information, the short-term stage define the power of the distributed generation systems and 

the MV grid. This is done solving 24 ELD problems independently. 

In Figure 29 it is shown the output power for all the distributed generation systems and the 

MV grid for the Min OC, Min PL and BCS Solution for the Perfect Forecast case. As it can be 

seen in Figure 29, the short-term stage of the EMS can follow sudden changes in load 

consumption successfully, defining the output power of the MV grid to match generation and 

consumption. Furthermore, as the initial and final condition of the SOC is previously defined 

by the long-term stage for every hour of operation, the charge/discharge profile of the battery 

system is in accordance with the dispatch profile estimated by the long-term stage (and shown 

in Figure 21), although the output/input power of the battery system are different. This 

strategy, in which the long-term stage defines the SOC for the operational day, allows the 

short-term stage to consider the intrinsic characteristics of the ELD problem in long-term, 

considering that the main function of the short-term stage is to reduce power unbalance.  

Finally, in Figure 29 the main difference between the solution obtained using the short-

term stage of the EMS (left) and the solution implemented in GridLab-D (right) is related to 

the not perfectly knowledge of the load consumption and the PL models used, which increase 

the final OC and PL of the solution, as has been discussed through this Chapter. In Table 13 it 

is shown comparative results for the three solution analyzed obtained using the EMS and the 

simulation using GridLab-D. According to these results, the solution obtained using the short-

term EMS has a RE near to 1% for the OC, 10% for the PL and 0.3% for the total Energy 

when compared with the solution obtained after simulate the optimal schedule in GridLab-D. 

In terms of OC, PL and total Energy is not possible to compare the solutions shown in Figure 

29 and in Figure 21, mainly because the input information for both solution is not exactly the 
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same (load consumption and RES generation), although they represent the same operational 

case. 

Table 13. Scenario I: Comparative results for the solution obtained using the EMS and the 
simulated solution in GridLab-D for the Perfect Forecast case. 

 Min OC Min PL BCS  

OC 

[USD$] 

Short-term EMS 501.30 526.35 513.66 

GridLab-D 505.31 525.83 513.51 

RE[%] -0.79 0.09 0.02 

PL 

[kW] 

Short-term EMS 761.09 747.02 753.63 

GridLab-D 850.07 801.99 817.96 

RE[%] -10.46 -6.85 -7.37 

Energy 
[kWh] 

Short-term EMS 4602.4 4602.4 4602.4 

GridLab-D 4614.0 4609.7 4611.2 

RE[%] -0.25 -0.15 -0.19 

 

 
a) Min OC Solution 

 



98 

 

 

 

 
b) Min PL Solution 

 
c) BCS Solution 

Figure 29. Scenario I: Output power for the battery system, PV and wind system, diesel 
generator and main grid for the Perfect Forecast case given by the short-term stage. 

For the Real Operational case, the load consumption and the RES generation considered is 

provided by a forecast module, obtaining the output power schedule of the distribution 
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generation systems and the MV grid shown in Figure 30. As for the Perfect Forecast case, the 

solution obtained using the short-term stage varies from the solution simulated in GridLab-D 

as a results of the forecast error and the PL models used, with the RE shown in Table 14. 

However, is possible to observe that the dispatch profile of the battery system remains similar 

to the Perfect Forecast case and to the long-term stage. This is a result of the predefined SOC 

that the long-term stage provides to the short-term stage, while the power supplied by the MV 

grid is defined to match the load consumption and the generation.  

Table 14. Scenario I: Comparative results for the solution obtained using the EMS and the 
simulated solution in GridLab-D for the Real Operational case. 

 Min OC Min PL BCS  

OC 

[USD$] 

Short-term EMS 519.99 543.77 531.09 

GridLab-D 505.31 525.82 513.51 

RE[%] 2.90 3.41 3.42 

PL 

[kW] 

Short-term EMS 808.42 791.26 797.76 

GridLab-D 849.85 801.83 817.71 

RE[%] -4.87 -1.31 -2.43 

Energy 
[kWh] 

Short-term EMS 4811.30 4811.30 4811.30 

GridLab-D 4613.90 4609.70 4611.11 

RE[%] 4.27 4.37 4.34 
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a) Min OC Solution 

 

 
b) Min PL Solution 
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c) BCS Solution 

Figure 30. Scenario I: Output power for the battery system, PV and wind system, diesel 
generator and main grid for the Real Operational case given by the short-term stage. 

Table 15. Scenario I: Comparative results for the Min OC, the Min PL and the BCS Sol for 
both operational cases considered. 

Total Case Min OC Min PL BCS  

OC 

[USD$] 

PF 501.30 526.35 513.66 

RO 519.99 543.77 531.09 

RE[%] 3.72 3.30 3.39 

PL 

[kW] 

PF 761.09 747.02 753.63 

RO 808.42 791.26 797.76 

RE[%] 6.21 5.92 5.85 

Energy 
[kWh] 

PF 4602.4 4602.4 4602.4 

RO 4811.30 4811.30 4811.30 

RE[%] 4.53 4.53 4.53 

 

Finally, if the Min OC, the Min PL and BCS Sol for both operational cases considered are 

compared, as in Table 15, is possible to observe that due to the forecast error in the load 

consumption and the RES generation, there is an RE near to 4% for the OC and  6.5% for the 
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PL  for the three solution analyzed. Similarly to the long-term stage, this error can be 

considered small enough to be neglected, especially considering that the short-term stage 

defines the output power for the next operational hour. However, in an annual basis this error 

can have a major impact in the economic operation of the microgrid.  
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6 CASE STUDY II: A MORE INTELLIGENT MICROGRID  

 

 

In this Chapter it is presented a second study scenario, in which the Demand Side 

Management (DSM) system and Electric Vehicles (EV) are considered in the energy 

management problem. This second scenario intends to model a more intelligent operational 

case, in which residential users participate actively in a demand-side management program 

and all the users have an electric vehicle available to be used for the management of the LV 

Microgrid. 

As in the first scenario presented in Chapter 5, in this Chapter it will be analyzed two 

operational cases: a Perfect Forecast and a Real Operational case. Also, a performance 

assessment of the final solutions provided by the long-term stage is presented, including a 

comparison and an evaluation of the impact of the forecast error in the final operational 

solution. Finally, it is presented an assessment of the short-term stage of the EMS system.  

6.1 LONG-TERM STAGE 

For the Perfect Forecast case, the algorithm of the long-term stage has been executed 

considering 200 individuals and 1000 generations, obtaining the Pareto Front shown in Figure 

31a). These values for the number of individuals and total generation are defined 

experimentally, aiming to ensure good convergence of the algorithm. Also, in this first case it 

is not considered the LLC for the ESS, and for the DSM it is considered a maximum load 

shifting coefficient of 5%.  



104 

 

 

 

In terms of the quality of the final Pareto front, it is possible to conclude that the long-term 

stage can provide a well-covered Pareto front, even when the DSM and the EV are 

considered, showing the conflict relation between the objectives. This conflict relation has 

been discussed previously in Scenario I. The results shown in Figure 31 cannot be compared 

directly to the Pareto front obtained for the Scenario I, due to the inclusion of the EV as a 

load, which increase the load consumption from the MV grid and consequently increase the 

OC.  

In Figure 31a), it is also shown the final Pareto front once the objectives are re-calculated 

using GridLab-D (and named as GLD-RPF), where it is possible to observe that the long-term 

stage  over-estimates the final PLs, due to the error in the power losses models. According to 

the results obtained for this case of study, the algorithm estimates the OC objective with a 

maximum RE close to 0.3% and for the PL objective with a maximum error close to 15%. 

The sources of this modeling error has been previously discussed in Chapter 5. 

 
b) Pareto Front case 1.     b) Relative Error (%). 

Figure 31. Scenario II: Pareto Front results obtained for the Perfect Forecast case. 

Related to the operational characteristics of the optimal obtained schedule, in Figure 32 it 

is shown the output power of all the generation systems and the MV grid for the Min OC, the 
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BCS and the Min PL solution, located at the RPF as is shown in Figure 31a). For every 

solution, in Figure 32 it is presented the optimal solution obtained executing the NSGA+QP 

algorithm (left) and the same solution once is simulated in GridLabD (right). 

a) Min OC Solution 
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b)    Min PL Solution 

 
c) BCS Solution 

Figure 32. Scenario II: Output power for the battery and EV system, PV and wind system, 
diesel generator and main grid for the Perfect Forecast case given by the long-term stage. 
 

For the three solution being analyzed, related to the DSM system it is possible to observe 

how the long-term stage increase the load consumption in 5% (its maximum allowed value) 

before and at noon, when the PV generation is at its maximum level and the cost of the energy 

provided by the MV grid is the lowest. As a result, the DSM reduce the load consumption in 

5% after noon and until midnight. Also, all the load consumption expected during the day is 

supplied. According to these results it is possible to conclude that the statement of the DMS, 

as presented in Section 3.5, meets all its goals.   

For the Min OC solution, regarding the ESS and the EV system, when the EV system is 

available for management in the distribution system, it seems to have a complementary 

behavior with the battery system and the PV system. For instance, from midnight to 2:00 am, 

part of the energy stored at the EVs and at the ESS is used to reduce the power extracted from 
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the main grid, operating both in discharging mode. On the other hand, near to 2:30 am, the 

long-term stage dispatches the EV in charging mode, purchasing energy from the battery 

system and not from the main grid. Similarly, before 5:00 am, when the PV system begins to 

generate power, the EVs uses this power to increase its SOC, while the battery system 

remains off-line. This is done to fulfill the constraint that the SOC of the EVs at 7:00 am 

should be equal to 100%. In Figure 33 it is shown the SOC for the battery system and for the 

EVs.  

 
a) For the Battery System    b) For the EV  

Figure 33. Scenario II: State-of-Charge (SOC) for the Perfect Forecast case. 
 

 Additionally, near to noon, and when the EVs is not available for management (from 7:30 

am to 12:00 pm), the long-term stage dispatch the battery system in charging mode, using the 

energy generated by the PV system until it reaches a SOC of 100%. At noon, specifically 

from 12:00 pm to 2:00 pm, when the EV arrives at home from work, the energy stored at the 

battery system is used to charge at its full capacity the EVs, fulfilling the constraint that the 

SOC of the EV should be equal to 100% at 2:00 pm.  

Lastly, after 17:00 pm, when the EV arrived from work at the end of the workday, the EV 

and the battery system are dispatched in discharging mode to reduce the amount of power 

purchased from the MV grid at the peak period. After the peak period, near to 21:00 pm, the 
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EV is dispatched in charging mode, purchasing energy from the battery system and from the 

MV grid. In this period, the MV grid is supplying more power than required by the residential 

consumers, due to the EV. Finally, as the wind system is not distributed through the 

distribution system, its output power is subtracted to the power supplied by the MV grid, not 

taking an important role in the management. 

For the Min PL solution, to reduce power losses the long-term stage dispatches all the 

systems in such a way that the power supplied by the MV grid is maintaining constant. To do 

this, the EV and the ESS shown a complementary behavior in which, when the EV is in 

charging mode the battery system operates in discharging mode. The battery system is 

charged at its maximum capacity at noon when the PV system generates its maximum power. 

At the peak period and after this, the power supplied by the MV grid is maintain constant near 

to 250 kW, while the EV is purchasing energy from the battery system from 17:30 pm to 

19:30 pm. On the other hand, between 19:30 pm to 21:00 pm, the EV is dispatched at 

discharging mode and the battery system at charging mode. Finally, after 20:00 pm, the ESS 

operated in discharging mode. For this solution the EVs and the ESS are the main systems 

that follows the variation in the load consumption.  

For the BCS solution, shown in Figure 32c), the complementary behavior between the EVs 

and the ESS can be observed during all the operational day. This solution represents a 

compromise between the two objectives considered, characterized by dispatching the EV and 

the ESS to reduce the amount and variation of the power purchased from the MV grid 

simultaneously.  

As the ESS and the EV system has shown a complementary behavior, the nominal capacity 

of these two systems will play a key role in the performance of the EMS. In this sense, if the 

nominal capacity of the ESS is lower that the capacity of the EV system, the ESS will not be 
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able to supply all the energy that the EV system will require to have an SOC of 100%. This 

will increment the operational cost of the final solution because more power will be purchased 

from the MV grid to fulfill this constraint.  

Complementary, the nominal capacity of the ESS and the PV system is also important. As 

it can be seen in Figure 32, almost all the energy that the EV requires to reach a SOC of 100% 

comes from the ESS, which reach a SOC of 100% using the energy generated by the PV 

system. Considering this, all the energy generated by the PV system is used to charge the EV 

system and the ESS to perform management.  

To assess the long-term impact in the operation of the LV MG, in Table 16 it is presented 

comparative results for different operational scenarios. According to Table 16, the inclusion 

of the DSM can reduce the OC in 0.81% when comparing to the MV case. Similarly, when 

the DSM is considered for the MV+PV+WT case, the OC can be reduced in 1.17%.  

On the other hand, when the MV+PV+WT+DSM is compared with the Min OC Sol a 

reduction in the final OC of 2.55% can be achieved. However, the Min PL Sol shows an 

increment of 17.01% in the PL when compared to the MV+PV+WT+DSM case. This 

increment is a result of the inclusion of the EVs and the ESS, which increases the power 

purchased from the MV grid when operates in charging mode. Also, an increment of 

approximately 12% in the total energy provided by the MV grid can be observed. 

Finally, it is important to highlight that the inclusion of the ESS allows the long-term stage 

perform energy management and reduce the final OC, as was already discussed for the Min 

OC Sol. Similarly, the final OC of the Min PL Sol and the BCS Sol is not significantly higher, 

when compared to the MV+PV+WT+DSM case, considering that the EVs operates as a load. 

This is a consequence of the management performed by the EMS.  
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Table 16. Scenario II: OC, PL and Energy provided by the MV grid for different 
operational scenarios. 

Scenario2 
OC 

[USD$] 
PL 

[kW] 
 Energy  
[kWh] 

MV 794.22 397.6 7138.24 
MV+DSM 787.76 397.6 7138.24 
MV+PV 592.20 258.57 4973.16 

MV+PV+WT 550.26 259.80 4611.05 
MV+PV+WT+DSM 543.79 259.80 4611.04 

Min OC Sol 529.87 361.25 5156.30 
Min PL Sol 568.43 313.05 5143.60 

BCS Sol 544.55 331.17 5148.40 
 

For the second case of study, named as Real Operational case, the NSGA-II+QP algorithm 

was executing considering 200 individuals and 100 generations, obtaining the results shown 

in Figure 34a). In addition, in Figure 34a) it is shown the Final Pareto Front once the 

objectives are re-calculated using GridLabD. Comparison results of the Final Pareto Front for 

both operational cases considered is also shown in Figure 34b).  

 
a) Pareto front case 2.                      b) Pareto front for the two case study 

                    considered. 
Figure 34. Scenario II: Pareto Front results obtained for the Real Operational case. 

                                                 

2 The scenario named as MV do not consider any distributed generation system, all the load consumption is 
provided by the MV grid. In the scenario MV+DSM is considered the Demand Side Management system. In the 
MV+PV only the PV system is considered. Finally, in the MV+PV+WT, the PV and the wind system are 
considered. 
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As expected, the GLD-FPF varies from the FPF obtained using the NSGA-II+QP 

algorithm due to the power losses models. In this case, the used power losses models under-

estimate the real power losses in the distribution system, obtaining a maximum RE of 10% for 

the PL objective and 3.5% for the OC objective. On the other hand, when the FPF of the 

Perfect Forecast and Real Operational case are compared, it is observed that the FPF for the 

second case have greater values for both objectives, considering that load consumption and 

the RES generation are not forecasted perfectly. As it can be seen in Figure 34b), the main 

impact of the forecast error is that the FPF provided by the NSGA-II+QP algorithm do not 

reaches the ideal solution (FPF for the Perfect Forecast case), which has an impact in the final 

economic operation of the LV microgrid.  

To show the operational characteristics of the solutions of the Final Pareto Front for this 

case of study, in Figure 35 it is show the output power of the generation systems and the 

power supplied by the MV grid for the Min OC Sol, Min PL Sol and the BCS Sol.  

As it is shown in Figure 35, the PV model estimates a PV generation lower than the real 

one, and as a consequence the final amount of power provided by the MV grid is lower than 

the value expected by the long-term stage. For the DSM system, this reduce the load 

consumption before the intermediary and peak periods and increase it at noon when the PV 

generation has its maximum. Considering this, the DSM strategy implemented for the Real 

Operational case, when compared to the Perfect Operational case, does not varies 

significantly. This means that the DSM as proposed in this work is not affected significantly 

by the forecast error. This is mainly becaouse the trend in the load consumption is forecasted 

accurately, i.e.,  the load consumption at night is higher than at noon.  

In general, for the three solution being analyzed in Figure 35, the long-term stage of the 

EMS addapts the operational schedule of all the generation systems and the MV grid to the 
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PV generation predicted by the PV model. Considering this, if the Min OC Sol for both 

operational cases are compared, it is possible to observe that the EV system and the ESS 

shown the same complementary behaviour. However, in the Real Operational case, as the PV 

generaion is under-estimated, the EV systems is dispached in charging mode from 00:00 am 

to 2:30 am, purchasing more energy from the ESS. Similarly, near to the peak periods, the 

EMS dispatches the battery system in discharging mode to reduce the amount of power 

purchased from the MV grid. However, in the Real Operational case the amount of power 

supplied by the ESS is lower than in the Perfect Forecast case. As a consequence, the final OC 

of the solution increases.  

The major impact of the forecast error can be seen in the Min PL Sol. To reduce the final 

amount of power losses, the long-term stage of the EMS has to maintain constant the amount 

of power purchased from the MV grid. To do this, the ESS and the EV system follows the 

variations in the load consumption. However, as the load consumption and the RES 

generation are not forecasted perfectly, the final Min PL Sol shows how the MV grid follows 

the variations in the load consumption and in the RES generation, increasing the final PL. 

Nevertheless, this problem is reduced when the short-term stage of the EMS is considered.  
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a) Min OC Solution 

 

 
b) Min PL Solution 
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c) BCS Solution 
Figure 35. Scenario II: Output power for the battery and EV system, PV and wind system, 
diesel generator and main grid for the Real Operational case given by the long-term stage. 

 

 
 a) For the Battery System    b) For the EV  

Figure 36. Scenario II: State-of-Charge (SOC) for the Real Operational case. 
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Figure 37. Scenario II: Relative Error (RE) for the SOC of the ESS for both operational case 

considered. 

 
Figure 38. Scenario II: Relative Error (RE) for the SOC of the EV for both operational case 

considered. 
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For the BCS Sol, the major impact of the forecast error can be seen in the difference of 

both operational schedule at peak periods. In the Real Operational case, the EVs and the ESS 

shown a more smooth behavior when compared to the Perfect Forecast case. This behavior 

can be seen when the SOC of the EV and the ESS for both operational cases are compared. In 

Figure 36 it is shown the SOC of the EVs and the ESS for the Real Operational case.  

According to Figure 36a), for the BCS solution, the minimum SOC of the ESS reaches a 

value of 63.63%, 5.4% greater than the value reached for the same solution in the Perfect 

Forecast case. In addition, in Figure 37 it is shown the RE for all the solutions when both 

operational cases considered are compared, showing a maximum RE near to 12%. Related to 

the EVs, in Figure 38 it is shown that the SOC of the EV system has a maximum RE near to 

20%. These errors means that, if the load consumption and the RES generation are not 

forecasted accurately, the long-term stage will not dispatch all the energy stored in the battery 

system. Consequently, the long-term system will purchase more power form the MV grid to 

maintain power balance. The impact of the forecast error in the SOC of the ESS is important 

considering that the SOC corresponds to the main information that the long-term stage 

provides to the short-term stage.  

Furthermore, if the final optimal solutions (Min OC Sol, Min PL Sol and BCS Sol) are 

compared for both operational cases considered, as in Table 17, it is possible to conclude that 

the forecast error has an impact near to 3.3% for the OC objective and 5.6% for the PL 

objective. According to Table 17, the amount of energy purchased form the MV grid in the 

Real Operational case is 3.7% greater than the energy purchased in the Perfect Forecast case. 

This increment is a consequence in the reduction of the amount of energy provided by the 

ESS, directly related to the low PV generation that the EMS expects. 
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As highlighted before, the increment in the power supplied by the MV grid can be 

considered small enough to be neglected for one day of operation. However, this error may 

have a major impact in the economic operation of the microgrid in an annual operation basis. 

Table 17. Scenario II: Comparative results for the Min OC, the Min PL and the BCS Sol for 
both operational cases considered in the scenario II. 

Total Case Min OC Min PL BCS  

GE  

[MWh] 

PF 5.14 5.14 5.14 

RO 5.33 5.33 5.33 

RE[%] 3.69 3.69 3.69 

CHE  

[kWh] 

PF 981.53 1067.74 1133.11 

RO 1039.27 892.08 837.97 

RE[%] 5.88 -16.45 -26.01 

DCHE  

[kWh] 

PF 981.53 1067.74 1133.11 

RO 1039.27 892.28 837.97 

RE[%] 5.88 -16.45 -26.04 

OC 

[USD$] 

PF 530.28 568.44 543.54 

RO 547.37 585.81 560.76 

RE[%] 3.22 3.05 3.16 

PL 

[kW] 

PF 311.30 283.76 292.15 

RO 327.32 299.59 308.10 

RE[%] 5.14 5.57 5.45 

 

As expected, considering the results obtained in Chapter 5, for all the solutions analyzed 

the long-term stage does not dispatch the diesel generator. This is a consequence of the high 

diesel cost and the low energy cost of the power supplied by the MV grid. As discussed in 

Chapter 5, this is also a consequence of the topology of the distribution system and the 

localization of the diesel generator.  

For both operational cases studied, the maximum power that the MV grid can supply is 

equal to 360 kW. If this maximum power is limited, the EMS has to dispatch the diesel 

generator to meet all the operational constraints. To evaluate this scenario, the long-term stage 
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has been executed considering that the maximum power of the MV grid is limited to 260 kW. 

The results are shown in Figure 39a). 

According to Figure 39a), under this operational scenario, the long-term stage does not 

dispatch the diesel generator, even when the maximum power of the MV grid is limited to 260 

kW. This is due to the energy stored at the EVs, which is used at the intermediary and peak 

periods, from 17:00 pm to 20:30 pm to supply load consumption. Also, as the MV grid power 

is limited, the EV use the energy stored at the battery system to fulfill all its operational 

constraints (and supply the load consumption), showing the complementary behavior 

discussed before. This complementary behavior reduces the amount of power purchased from 

the MV grid, because the ESS is charged using the energy generated by the PV system during 

the day.  

To consider a second operational scenario in which the diesel generator can be more 

attractive for the long-term stage, the NSGA-II+QP algorithm has been executed considering 

that the maximum MV grid power is limited to 200 kW. The results are shown in Figure 39b). 

According to these results, the long-term stage dispatches the diesel generator after 11:30 am 

until midnight. This is done dispatching the diesel generator at its minimum output power (20 

kW), from 11:30 am to 17:30 pm. After 17:30, just before the peak period begins, the diesel 

generator is dispatched at its maximum output power, 60 kW. As in all the analyzed cases, the 

EV and the ESS have shown a complementary behavior to reduce the amount of power 

purchased from the MV grid. Finally, as the power supplied by the MV grid is maintained 

constant at its maximum value, the variations in the load consumption are followed by the EV 

and the ESS systems.  
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a) Maximum MV power: 260 kW 

b) Maximum MV power: 200 kW 
Figure 39. Scenario II: Output power for the battery and EV system, PV and wind system, 

diesel generator and main grid for the Perfect Forecast case, limiting the maximum MV power 
given by the long-term stage. 
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Now, if the LLC of the ESS is considered the long-term stage reduces the output power of 

the battery system to reduce the final OC, as it can be seen in Figure 40 and in Figure 41. At 

the beginning of the operational day, the EMS dispatches the EV in discharging mode to 

reduce the power supplied by the main grid. Near to 6:00 am, when the PV starts to generate 

power, the EMS dispatches the EV in charging mode to fulfill its SOC constraint (100% at 

7:30 am). After this, the EMS dispatches the battery system in charging mode to increases its 

operational SOC near to 100%, maintaining this value in almost all the operational day. This 

behavior is a consequence of the inclusion of the LLC cost in the OC objective, which have 

major impact compared to the cost of the power purchased from the MV grid and the fuel 

diesel cost.  

 
Figure 40. Scenario II: Output power for the battery and EV system, PV and wind system, 

diesel generator and main grid for the Perfect Forecast case, if the LLC is considered. 
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a) For the Battery System    b) For the EV  

Figure 41. Scenario II: State-of-Charge (SOC) for the Real Operational case, if the LLC is 
considered. 

 
In addition, it is important to highlight that in this case the EMS does not dispatch the 

diesel generator, as in the case studied in the Chapter 5. This is mainly due to the inclusion of 

the EV system, which is dispatched in discharging mode at peak periods to reduce the power 

supplied by the main grid. Finally, the battery system is used to charge the EV at the end of 

the operational schedule to fulfill the SOC constraint of the ESS system (SOC equal to 80% at 

the end of the operational day). If this constraint is not considered, the EMS will not dispatch 

the ESS, maintaining its SOC at its maximum value.  

In Table 18 it is shown the final PC, FC, PL and energy provided by the MV grid for all 

the cases studied in this section, showing that when the diesel generator is dispatched the final 

BCS solution increases its final OC. The OC when the LLC is considered is higher due to the 

cost of operating the battery system.  

Table 18. Scenario II: OC, FC, PL and Energy provided by the MV grid for the cases 
where the diesel generator is more attractive. 

Solution 
OC 

[USD$] 
FC 
[l] 

PL 
[kW] 

 Energy  
[kWh] 

Min OC Sol 529.87 0.0 361.25 5156.30 
Min PL Sol 568.43 0.0 313.05 5143.60 

BCS Sol 544.55 0.0 331.17 5148.40 
BCS limiting the MV grid 564.57 0.0 313.41 5143.69 
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power to 260 [kW] 
BCS limiting the MV grid 

power to 200 [kW] 
658.75 125.21 313.53 4795.79 

BCS considering the LLC 
of the ESS 

669.78 0.0 286.35 5143.74 

6.2 SHORT-TERM STAGE 

As in Section 5.4, the load consumption and the RES generation considered here is 

obtained using linear interpolation techniques considering the same that as for the long-term 

stage. On the other hand, and as already discussed, once the EMS selects the BCS solution 

from the Final Pareto front, the SOC information is provided to the short-term stage. 

 In this case, the SOC information of the ESS and the EV system is used to define the 

operational schedule of all distributed generation systems and the MV grid power for the next 

operational hour. To do this, 24 ELD problems are solved independently.  

In Figure 42 it is shown the operational schedule for the Min OC, Min PL and BCS 

Solution for the Perfect Forecast case once the short-term stage has solved the 24 ELD 

problems.  

  



123 

 

 

 

 

 
a) Min OC Solution 

 

 
b) Min PL Solution 
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c) BCS Solution 

Figure 42. Scenario II: Output power for the battery system, PV and wind system, diesel 
generator and main grid for the Perfect Forecast case given by the short-term stage. 

 
It is important to notice that the similarity of solutions obtained in Figure 32 (solution by 

the long-term stage) and Figure 42 (solution by the short-term stage) is also a result of the use 

of the same weight factor ( ) for both objectives considered in the optimization problem, 

described in Figure 17. In this manner, it is possible to conclude that the long-term stage and 

the short-term stage can provide the same operational schedule under some special conditions, 

even considering that the short-term stage solve 24 ELD problems independently. However, 

this strategy is developed to adapt the operational schedule of the LV Microgrid to consider 

sudden load changes and reduce the error in the management due to the forecast error.  

Finally, in Figure 42 the main difference between the solution obtained using the short-

term stage of the EMS (left) and the solution implemented in GridLab-D (right) is related to 

unperfect knowledge of the load consumption and the PL models used, which increase the 

final OC and PL of the solution. Considering this, in Table 19 it is shown comparative results 
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for the solutions obtained using the EMS and GridLab-D. According to these results, the 

major error can be seen in the PL objective, with a RE near to 18%, while lower errors were 

obtained to model the OC objective and the Energy provided by the MV grid.  

Table 19. Scenario II: Comparative results for the solution obtained using the EMS and the 
simulated solution in GridLab-D for the Perfect Forecast case. 

 Min OC Min PL BCS  

OC 

[USD$] 

Short-term EMS 493.54 566.93 509.96 

GridLab-D 495.70 571.94 512.20 

RE[%] -0.43 -0.87 -0.43 

PL 

[kW] 

Short-term EMS 860.81 847.65 832.05 

GridLab-D 1042.57 949.11 998.64 

RE[%] -17.43 -10.69 -16.68 

Energy 
[kWh] 

Short-term EMS 4883.51 5133.32 4884.30 

GridLab-D 4888.28 5170.43 4892.02 

RE[%] -0.09 -0.71 -0.15 

 
For the Real Operational case, the load consumption and the RES generation considered is 

provided by a forecast module, obtaining the output power schedule of the distribution 

generation systems and the MV grid shown in Figure 43. As for the Perfect Forecast case, the 

solution obtained using the short-term stage varies from the solution simulated in GridLab-D 

as a results of the forecast error and the PL models used. However, the dispatch profile for the 

ESS and the EV system remains similar to the Perfect Forecast case and the long-term stage. 

The main variations of the solutions for both operational cases considered is due to the load 

consumption and the RES system generation.  

As already discussed, the short-term stage re-defines the power input/output of the ESS 

and the EV system to follow the variation of the load consumption. These variations are 

followed by the ESS and the EV system, while the power purchased from the MV grid is 

maintain constant. It is important to notice in Figure 43 that, as the long-term stage expects 
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high PV generation, it increases the amount of power that the ESS and the EV purchased from 

the MV grid to reach a SOC of 100% near noon. However, the real PV generation considered 

for the short-term stage is lower than the value expected, and as a consequence the EMS 

increase the amount of power purchased from the MV grid to fulfill the SOC constraint 

defined by the long-term stage for both storage system. As a results, the OC of the final 

solutions for the Real Operational cases have higher values.  

Finally, if the Min OC, the Min PL and BCS Sol for both operational cases considered are 

compared, as in Table 20, it is possible to observe that due to the forecast error in the load 

consumption and the RES generation, there is an RE near to 3.5% for the OC and  7% for the 

PL  for the three solutions analyzed.  

 
 

a) Min OC Solution 
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a) Min PL Solution 

 
b) BCS Solution 

Figure 43. Scenario II: Output power for the battery system, PV and wind system, diesel 
generator and main grid for the Real Operational case given by the short-term stage. 
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Table 20. Scenario II: Comparative results for the Min OC, the Min PL and the BCS Sol for 
both operational cases considered. 

Total Case Min OC Min PL BCS  

OC 

[USD$] 

PF 493.54 566.93 509.96 

RO 510.89 586.17 527.32 

RE[%] 3.51 3.39 3.40 

PL 

[kW] 

PF 860.81 847.65 832.05 

RO 914.01 907.34 888.08 

RE[%] 6.18 7.04 6.73 

Energy 
[kWh] 

PF 4883.51 5133.32 4884.30 

RO 5073.98 5342.39 5074.79 

RE[%] 3.09 3.91 3.90 
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7 TECHNICAL ASSESSMENT OF THE EMS IN THE DISTRIBUTION 

SYSTEM 

 

 

Once the EMS has obtained the Final Pareto Front and the NSGA-II+QP algorithm has 

selected the Best Compromise Solution, a dynamic simulation can be carried on in GridLabD 

to assess technically the impact of this solution in the distribution system. Considering this, 

the Best Compromise Solution has to guarantee safety operational conditions in the 

distribution system, operating according to the Power Quality regulations given by PRODIST 

in its Module 8. 

Based on this, in this chapter it is presented a technical assessment of the optimal solutions 

previously studied for both scenarios considered and presented in Chapter 5 and 6. This 

technical assessment includes an analysis of the voltage variations at the most remote nodes 

of the distribution system. In addition, simulation of the voltage unbalance (VU) factor 

described in Section 3.8.1 is also presented. 

7.1 SCENARIO I: BASIC MICROGRID 

According to [76], in LV distribution systems the low relation ratio of the 

reactance/resistance (X/R) creates a coupling behavior between the active power and the 

voltage, as well as between the reactive power and the voltage angle. Thus, to ensure power 

flow between two bars it is necessary to have different voltage values between these two bars. 

Therefore, if a distributed generator is connected in certain bar inside a distribution system, its 

voltage has to increase to ensure that the generator is supplying active power to the system. 
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Considering this, it is expected high voltage variations at the most remote nodes of the 

distribution system due to the high penetration level of Distributed Energy Resources 

(generation and storage) in the LV microgrid considered. As discussed before, the voltage 

variations at the most remotes nodes should be between 108 V (0.90 p.u.) and 127 V (1.05 

p.u.). These voltage values are defined by the Power Quality Module of the PRODIST for 127 

V distribution systems [73]. The nodes considered for the technical assessment corresponds to 

the nodes A1160, C1160 and B1260 in the distribution system shown in Figure 8. 

In Figure 44 it is shown the triplex line voltage variations for nodes A1160, C1160 and 

B1260 for the three solutions analyzed in Chapter 5 for the Perfect Forecast case. The voltage 

variation of all nodes is compared to the voltage variation for the case where it is only 

considered the MV grid and the PV and wind system (MV+PV+WT). 

 
a) Min OC Solution 
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b) Min PL Solution 

 
c) BCS Solution  

Figure 44. Scenario I: Triplex line voltage variations: Line 1 (red) and Line 2(blue). 
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According to Figure 44, in general all the voltage profiles are inside the voltage range 

defined by the Power Quality Module of the PRODIST. In particular, for the Min OC Sol, 

there is a voltage increment at noon for the nodes A1160 and B1260, when the long-term 

stage dispatch the battery in charging mode. Similarly, at the peak periods, when the long-

term stage dispatch the system in discharging mode to reduce the power purchased from the 

MV grid. This increment is near to 0.02. On the other hand, for the node C1160, when the 

MV+PV+WT case is compared to the Min OC Sol, it is possible to observe a reduction in the 

voltage variation at noon, as a consequence of the increment of the power purchased by the 

battery system.  

Similar voltage variations can be seen for the Min PL Sol and the BCS Sol, shown in 

Figure 44b) and Figure 44c), respectively. In particular, in Figure 44b) it is possible to 

observe how the voltage variations for all the nodes are smoother when compared to the 

voltage variation for the Min OC Sol. This behavior is a consequence of the final operational 

schedule of the Min PL Sol, in which the long-term stage reduce the MV power variations. 

Finally, in terms of voltage variation, it is possible to observe how the BCS solution represent 

a compromise between the two extreme solutions of the Final Pareto front.  

Considering these results and based on this analysis, the battery system can be used to 

regulate the voltage variation at the residential node connections, increasing or decreasing the 

voltage variations according to the battery’s system power input/output. Thus, the ESS can 

not only be used to store energy, but also to provide ancillary services to improve the quality 

of the final voltage profile.  

Now, related to the voltage at the PCC of the distribution system (node N4), in Figure 45 it 

is shown the VU factor for the 24-hours horizon of scheduled. As it can be seen, the VU 

factor does not exceed 1% for all the solutions analyzed, which means that all of them satisfy 
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the voltage unbalance operational constraint. In addition, in Figure 45 it is possible to observe 

how the long-term stage reduce the VU variations near to the noon. This reduction is a 

consequence of the operational strategy developed by the long-term stage, which maintain 

constant the amount of power purchased from the MV grid, while the PV system is generating 

its maximum output power and the ESS store the remaining of this energy. In terms of the 

final compromise and quality, the best VU profile is shown by the BCS Sol when compared to 

the MV+PV+WT case, reducing the VU factor to a 0.04% maximum value. It is important to 

highlight that these low values for the VU factor, even for the MV+PV+WT case, is directly 

related to the low level of load unbalance for the phases A, B and C of the distribution system.  

 

Figure 45. Scenario I: Voltage Unbalance (VU) at the PCC, node N4. Scenario I. 
 

To show the impact of the long-term stage when the diesel generator is dispatched, in 

Figure 46 it is shown the voltage variations at nodes A1160, C1160 and  B1260 for the cases 

when the MV grid power is limited and the LLC of the ESS is considered. According to 

Figure 46, the increase in the voltage at noon and at peak periods is result of the PV 

generation and battery system which is operating in charging and discharging mode, 
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respectively. Moreover, when the diesel generator is dispatched from 19:00 pm to 22:00 pm 

in Figure 27, a higher voltage variation is not seen in Figure 46a). This is mainly due to the 

location of the diesel generator, out-side of the distribution system. Similarly, for the BCS 

when the LLC is considered, when the diesel generator is dispatched at intermediary and peak 

periods in Figure 28, a major variation in the voltage of the nodes at the distribution system is 

not seen in Figure 46b).  

 
a) BCS limiting the MV grid power to 250 kW 
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b) BCS considering the LLC 

Figure 46. Scenario I: Triplex line voltage variations: Line 1 (red) and Line 2(blue) for the 
cases where the diesel generator is dispatched. 

 
7.2 SCENARIO II: A MORE INTELLIGENT MICROGRID 

As described in Chapter 6, in this scenario the EMS considers a DSM strategy and an EV 

system. The inclusion of the EVs increase the storage capacity of the LV Microgrid. To 

evaluate the impact of the EMS when a DSM strategy and the EV system is considered, in 

Figure 47 it is shown the voltage variation of the nodes A1160, C1160 and B1260 for the Min 

OC Sol, Min PL Sol and the BCS Solution described in Figure 32. 

According to Figure 47, the voltage increment at the nodes A1160 and B1260 is related to 

the PV generation and the charging mode of operation of the battery system. On the other 

hand, the node C1160 shows a voltage decrease at the same operational periods. These results 

are similar to those obtained and discussed previously in Section 7.1. However, as in this case 

the LV Microgrid has a major storage capacity (due to the EV system), the voltage increment 

at peak period is greater when compared to the results obtained in Section 7.1. The maximum 
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voltage for node A1160 is near to 1.04 p.u., 0.02 greater than the same value for the case 

analyzed in Section 7.1 for the Min OC Sol. This is a result of the discharging mode of 

operation of the ESS and the EV to reduce the amount of power purchased from the MV grid 

at intermediary and peak periods.   

Considering these results, it is important to highlight that if the capacity of the ESS and the 

EV is incremented to reduce even more the energy purchased from the MV grid (as in the Min 

OC Sol), the probability that the voltage at node A1160 and B1260 exceeds its maximum 

value will increase. However, as the BCS solution give the same priority for both objectives 

considered, the voltage is inside its normal operational range.  

 
d) Min OC Solution 
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e) Min PL Solution 

 
f) BCS Solution  

Figure 47. Scenario II: Triplex line voltage variations: Line 1 (red) and Line 2(blue). 
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Related to the VU factor, in Figure 48 it is shown its variation profile for the 24-hours 

horizon. According to Figure 48, the VU factor is inside its normal operational range, with a 

maximum value of 0.06% for the Min OC Sol. In addition, it is observed how the profile of 

the BCS solutions shows low variations during the operational day when compared to the Min 

PL and Min OC solution. Furthermore, the profile of the BCS solution shows a maximum VU 

value of 0.04%, lower than the value obtained when is not performed energy management 

(MV+PV+WT case), showing the capabilities of the EMS to improve the final VU profile of 

the LV Microgrid. 

 
Figure 48. Scenario II: Voltage Unbalance (VU) at the PCC, node N4.  
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8 CONCLUSIONS 

 

 

An Energy Management System to control and dispatch all the generation and storage 

units of a MG has been developed in this master dissertation. In addition, a Demand Side 

Management strategy has been considered to assess the impact of the load consumption 

management in the economic operation of the LV distribution system. The EMS developed is 

composed of two optimization stages: a long-term and a short-term stage. The main function 

of the long-term stage is to reduce the operational cost and the power losses simultaneously, 

considering an operational horizon of 24-hours ahead. To do this, the algorithm NSGA-II 

complemented with a QP technique has been used.  

Once the long-term stage has defined the operational schedule of all the generation and 

storage units, as well as the shifting coefficients of the DSM, the hourly SOC information of 

the ESS is supplied to the short-term stage. The main function of the short-term is to re-define 

the power output of all the generation and storage units considering the unit commitment and 

SOC of the ESS information provided by the long-term stage for an operational horizon of 1-

hour. This is done to manage power unbalance and reduce the impact of the forecast error in 

the operation of the distribution system. Considering this, the main findings of this thesis are 

summarized as follows: 

 The proposed algorithm proposed for the long-term stage, the NSGA-II+QP 

algorithm, and the strategy developed (including the heuristic procedure to handle 

the diesel generation constraints and, the crossover and mutation operators) has 
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been proved to solve the energy management problem efficiently, providing a good 

quality final Pareto front. Moreover, as at the final generation all the individuals 

belongs to the final Pareto front, the algorithm has shown  good convergence 

capabilities, identifying a set of trade-off solutions according to the objectives 

considered.  

 From an economic point of view, fuel-based generation systems are not attractive 

to be dispatched when the MV grid is operating at normal conditions. This is 

mainly due to the higher cost of the diesel fuel when compared with the cost of the 

energy that can be provided by the main grid. To conclude this, different cases were 

studied considering even the higher energy cost defined by all the utilities in Brazil, 

obtaining for all the cases that the diesel generator is never dispatched.  

 For the cases studied in Chapter 5, when the distribution system include the 

renewable-based generation systems (PV and wind systems), the final OC can be 

reduced in 30.7%, while the final PL can be reduced in 31.9%. This is due to the 

reduction of power that is purchased from the MV grid. Moreover, when the EMS 

is included, the final OC can be reduced in 5.3 % more (for the BCS Sol). This 

reduction is a result of the management performed by the long-term stage. It is 

important to notice that without an ESS it would be possible to perform 

management in the distribution system.  

 Also for Chapter 5, when the RES generation and the load consumption are 

forecasted with a maximum RE of 5%, the impact of this forecast error is an 

increase in the final OC near to 5% and in the final PL near to 7.5%. This 

increment in the final OC is a result of the 9% decrease in the final energy supplied 
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by the ESS and the increment in 4.3% in the energy supplied by the MV grid. This 

increment in the energy supplied by the MV grid can be considered small enough to 

be neglected for one day of operation. However, this error may have a major impact 

in the economic operation of the microgrid in an annual operation basis. 

 If the SOC of the ESS for both operational cases described in Chapter 5 are 

compared, it is possible to notice that the shape of the SOC, i.e., the 

charging/discharging pattern, was not affected significantly due to forecast error. 

This means that, if the forecast module can predict the trend in the load 

consumption (low and high demand periods) and the RES generation accurately, 

the short-term stage will be less affected by the forecast error.  

 For the cases studied in Chapter 6, when it is considered a DSM strategy in 

conjunction with the EV technologies, a reduction of 2.55% in the final OC can be 

achieved (for the Min OC Sol). On the other hand, the final PL and energy 

provided by the MV are increased. This increment is a result of the inclusion of the 

EVs, which act as load when dispatched in charging mode. In addition, it was 

possible to observe that the forecast error has an impact near to 3.3% for the OC 

objective and 5.6% for the PL objective. This increment in the final OC and PL, is 

a consequence of the increment in 3.7% of the energy purchased from the MV grid 

and the reduction of the amount of energy supplied by the ESS.  

 For the cases studied, when the EV is considered, an interesting and 

complementary behavior between the PV system, the ESS and the EV was 

observed. In this complementary behavior, part of the energy generated by the PV 

system is used to charge the EV system and the ESS, reducing the power purchased 
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from the MV grid. Furthermore, at night periods, part of the energy is exchanged 

between the two storage systems to fulfill all the operational constraints and reduce 

the final OC.   

 According to the dynamic simulation performed, it was possible to conclude that 

the ESS and the EV system can be used to regulate the voltage variation at the 

residential node connections. This can be done increasing or decreasing the battery 

power input/output. Thus, the ESS and the EV can be used not only as storage 

system, but also to provide ancillary services to improve the quality of the final 

voltage profile. In terms of the VU factor, it was observed that the final VU profile 

shows low variations during the operational day when compared to the case when it 

is not performed energy management. According to this, the EMS has shown good 

capabilities to improve power quality.  

8.1 FUTURE WORKS 

The following outlines suggestions for future research works: 

 Include an investment analysis, including an economical and financial evaluation of 

the implementation of renewable based generation system under the current 

incentive and tax regulated by the resolution 482/2012.  

 Improve power losses models to reduce the RE when comparing to GridLabD. This 

can be done considering others variables such as the ambient temperature. 

However, these improvements can results in more mathematical complex models, 

which would require a more advanced optimization software.  
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 Include a contingency policy to operate the LV Microgrid under an unexpected 

disconnection of the MV grid. This contingency policy will allow the EMS to 

operate the LV Microgrid in grid-connected and stand-alone mode of operation.  

 Develop an uncertainty assessment study of the load consumption and the RES 

generation in the long-term stage. This can be done using a Monte-Carlo 

Simulation framework. 

8.2 PUBLICATIONS 

The publications resulting directly from this research are shown below: 

 

Conference publications: 

1. P. Vergara, R. Torquato, L.C.P. da Silva, “Towards a real-time Energy Management 

System for a Microgrid using a Multi-Objective Genetic Algorithm”, in 2015 IEEE 

Power and Energy Society General Meeting, Denver, Estados Unidos, 2015. 
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10 APPENDIX  
10.1 APPENDIX A 

Table A1. LV single-phase transformers specifications. 

Low Voltage 

Transformer 

Connection Type 
SINGLE PHASE 

CENTER TAPPED 

Install Type PADMOUNT 

Power rating [kVA] 200 

Primary voltage [kV] 13.2 

Secondary voltage [kV] 0.120 

Impedance [Ω] 0.00033 0.0022 j   
Shunt impedance [kΩ] 10 10 j   

 

Table A2. MV transformers specifications. 

MV 

Transformer 

Connection Type DELTA-DELTA 

Power rating [kVA] (Wind 

System) 
40 

Power rating [kVA] (Diesel 

Generator System) 
60 

Primary voltage [V] 207.846 

Secondary voltage [kV] 13.2 

Resistance [Ω] 0.01 

Reactance [H] 0.06 

 

Table A3. House specifications. 

House 

Heating and cooling system 

type 
Electric 

Light power factor [-] 0.95 

Inverter 

Power factor [-] 1.0 

Efficiency [-] 0.95 

Panel type 
SINGLE CRISTAL 

SILICON 

Nominal voltage [V] 220 

Solar 

System 

Installation type 
FIXED AXIS, ROOF 

MOUNTED 

Efficiency [-] 0.18 
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Table A4. Length of lines. 
From To Length [m] Type 

N1 N2 100 Underground Line 

N3 N2 100 Underground Line 

N2 N4 100 Underground Line 

A-1000 A-1100 60 Triplex Line 

A-1100 A-1110 50 Triplex Line 

A-1100 A-1120 50 Triplex Line 

A-1110 A-1150 100 Triplex Line 

A-1120 A-1160 100 Triplex Line 

B-1000 B-1100 60 Triplex Line 

B-1100 B-1110 50 Triplex Line 

B-1100 B-1120 50 Triplex Line 

B-1110 B-1150 100 Triplex Line 

B-1120 B-1160 100 Triplex Line 

C-1000 C-1100 60 Triplex Line 

C-1100 C-1110 50 Triplex Line 

C-1100 C-1120 50 Triplex Line 

C-1110 C-1150 100 Triplex Line 

C-1120 C-1160 100 Triplex Line 

Table A5. Conductor specifications. 

Underground Line 

Conductor diameter [in] 0.567 

Outer diameter [in] 1.29 

GMR [in] 0.0171 

Resistance [Ω/ml] 0.410 

Triplex Line 

GMR [in] 0.0111 

Resistance [Ω/ml] 0.97 

Insulation thickness [in] 0.08 

Diameter [in] 0.368 
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10.2 APPENDIX B 

Meteorological data for the Congonhas Airport (São Paulo). SWERA Project.  

 

Table B.1. Hourly weather data for the State of São Paulo. 

 Temp 
[°C] 

Wind 
Speed 
[m/s] 

Solar 
Direct 
[W/m2] 

Solar 
Difuse 
[W/m2] 

Solar 
Normal 
[W/m2] 

Humidity 
[%] 

Pressure 
[mbar] 

00:00:00 

01:00:00 

02:00:00 

03:00:00 

04:00:00 

05:00:00 

06:00:00 

07:00:00 

08:00:00 

09:00:00 

10:00:00 

11:00:00 

12:00:00 

13:00:00 

14:00:00 

15:00:00 

16:00:00 

17:00:00 

18:00:00 

19:00:00 

20:00:00 

21:00:00 

22:00:00 

23:00:00 
 

18,1 

17,9 

17,7 

17,6 

17,4 

17,5 

18,3 

19,3 

20,5 

21,7 

22,6 

23,4 

24,1 

24,2 

23,6 

22,4 

21,5 

20,3 

19,3 

18,8 

18,5 

18,4 

18,2 

18,1 
 

2,5 

2,3 

2,2 

2 

1,9 

2,2 

2,2 

4 

3,4 

3,4 

3,2 

3,9 

4,3 

4,7 

5,3 

6 

5,8 

5,5 

5,1 

4,4 

3,8 

3,5 

3,1 

3,3 
 

0 

0 

0 

0 

0 

39 

185 

316 

366 

372 

399 

424 

395 

340 

235 

233 

163 

69 

7 

0 

0 

0 

0 

0 
 

0 

0 

0 

0 

0 

20 

80 

156 

217 

284 

316 

360 

346 

339 

290 

244 

153 

79 

7 

0 

0 

0 

0 

0 
 

0 

0 

0 

0 

0 

23 

131 

310 

466 

595 

692 

781 

735 

651 

477 

392 

223 

94 

8 

0 

0 

0 

0 

0 
 

86 

85 

87 

88 

89 

86 

82 

78 

73 

69 

65 

64 

61 

62 

65 

71 

73 

78 

81 

82 

83 

84 

86 

85 
 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 

920,43 
 

 

 


