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Abstract
The evolving Internet application landscape is envisioned to adopt technologies such as
SDN, NFV, and MEC to provide softwarized services, requiring resource orchestration
across multiple networks managed by different technological and administrative domains.
In such multi-domain settings, the collaboration between networks and applications provi-
des opportunities to both applications to improve their performances and network service
providers to increase their business offerings. Although many systems are proposed to sup-
port such collaborations, they are point or incremental solutions. In this work, we propose
the exploration of a more integrated architecture with huge possibilities taking a network-
application integration (NAI) approach. Specifically, we explore the NAI possibilities in
two concrete aspects: application-aware networking and network-aware applications. We
review recent progress in these two aspects and identify the key barriers in systemati-
cally realizing such a deep integration. To address these barriers, we propose a generic
multi-domain NAI exposure and discovery framework, called MUDED. Through diffe-
rent systematic analysis and demonstrated prototypes, the MUDED’s key components
showcase: the maturing of the IETF ALTO protocol on the road to becoming a generic
NAI possibilities discovery and exposure mechanism; and the optimized network view
generation to simplify the network service placement and management.

Keywords: network-application integration; multi-domain; application-aware networking;
network-aware applications; ALTO; network inventory.



RESUMO

Imagina-se que o cenário de aplicações da Internet adote tecnologias como SDN, NFV
e MEC para fornecer serviços "softwarizados", exigindo orquestração de recursos em vá-
rias redes gerenciadas por diferentes domínios tecnológicos e administrativos. Em tais
configurações de múltiplos domínios, a colaboração entre redes e aplicações proporciona
oportunidades para tanto as aplicações melhorarem seu desempenho quanto os provedo-
res de serviços de rede aumentarem suas ofertas de negócios. Embora muitos sistemas
sejam propostos para suportar tais colaborações, eles são soluções pontuais ou incremen-
tais. Neste trabalho, propomos a exploração de uma arquitetura mais integrada utilizando
uma abordagem de integração de aplicações e rede (NAI por suas siglas em inglês). Espe-
cificamente, exploramos as possibilidades da NAI em dois aspectos concretos: rede ciente
de aplicações e aplicações ciente de rede. Revisamos o recente progresso nesses dois aspec-
tos e identificamos as principais barreiras para realizar sistematicamente tal integração.
Para superar essas barreiras, propomos um framework genérico de exposição e descoberta
de NAI em múltiplos domínio, denominado MUDED. Através de diferentes análises sis-
temáticas e protótipos demonstrados, os principais componentes do MUDED mostram: o
amadurecimento do protocolo IETF ALTO de se tornar um mecanismo genérico de des-
coberta e exposição das possibilidade NAI; e a geração de uma visão de rede otimizada
para simplificar o posicionamento e gerenciamento do serviço de rede.

Palavras-chaves: integração de aplicações-rede; multi-domínio; rede ciente de aplicações;
aplicações ciente de rede; ALTO; inventário de rede.
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1 Introduction

Traditionally, networks and applications have coexisted using the general-purpose
and best-effort model of the internet. This network-application interaction has worked
successfully over the years, with applications using the underlying network infrastructure
and the network providing sufficient quality of service to the application’s users (GAO et
al., 2020a). However, the best-effort approach is challenged due to the ever-growing de-
mand for more complex applications with stringent application-specific requirements such
as service guarantees, substantial resources, speed, reliability, etc. Data-intensive science
applications (e.g., colliders (See Fig. 1a), telescopes, and light sources), for instance, rely
on networks as one of the key components of their infrastructure for local and global
interconnection of laboratories, sites, and data centres (AL., 2020). Another unexpected
but evident example is the current COVID-19 pandemic, with many institutional appli-
cations taking advantage of the network infrastructure to share data quickly and support
collaborative efforts from multiple communities and disciplines such as medicine, health,
genomics, and disaster mitigation (Pacific Wave, 2020a; Pacific Wave, 2020b). In the case
of adaptive applications (e.g., DASH), they may only achieve flow-rate equality when a
network view is absent (JIANG et al., 2012). The network, given a global view, is in the
best position to achieve QoS- or QoE-level fairness (See Fig. 1b). Therefore, any allocation
of resources with a goal beyond flow-based fairness is only possible when networks and
applications collaborate (CHEN et al., 2016). Flexible inter-domain routing (XIANG et
al., 2018; GUPTA et al., 2015; MARQUES et al., 2009) and End-to-End (E2E) network
services (ALLIANCE, 2015; HALPERN; PIGNATARO, 2015; KATSALIS et al., 2016;
ETSI, 2020) are also emerging applications that construct complex data flows between
users in the network.

1.1 Background and Motivation
The collaboration between networks and applications increases the quality and

hence the business offering of the former, and the performance of the latter (XIE et al.,
2008; FERGUSON et al., 2013a; SCHMIDT et al., 2013). Consequently, different systems
and mechanisms have been proposed to support such collaboration. However, they are
point or incremental solutions with various limitations. For example, network providers
and applications have considered different selfish solutions (OTT, 2005; KARAGIANNIS
et al., 2005; MADHYASTHA et al., 2006; KUZMANOVIC; KNIGHTLY, 2006). How-
ever, such solutions are largely application/network-oblivious, making the interaction be-
tween them inefficient. Other solutions follow a “best-effort” (LEE et al., 2014; SOULÉ
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(a) Large Hadron Collider (LHC)1 (b) DASH applications2

Figure 1 – Network & Application interaction examples.

et al., 2014) or “blackbox-request” (CAMPANELLA et al., 2006; ZHENG et al., 2005)
approach. Despite such proposals provide better network-application collaboration, they
are typically implemented under the scenario of a single network, operated by a single
commercial entity with their own bespoke applications (e.g., Hadoop MapReduce, Google
Search, Facebook).

At the crossroads, upcoming 5G applications such as virtual and augmented real-
ity, on-line medicine, self-driving vehicles, gaming and others, are likely to take advantage
of technologies such as Software-Defined Networking (SDN), Network Function Virtu-
alization (NFV), Multi-access Edge Computing (MEC) to provide softwarized network
services, decomposed into Virtual Network Functions (VNFs), usually instantiated in dis-
tributed resources which are available across multiple domains with different technology
and/or administration (SUN et al., 2018) (See Fig. 2). Such network services (or simply
services) demand stringent requirements such as on-demand application deployment, in-
formation on deployment topology and network capabilities, scalability, and security. As a
result, much of the existing work does not directly apply, and there is a need for two-way
network-application interaction.

In this work, we propose to explore a more integrated and coherent architecture
that takes a deep Network-Application Integration (NAI) approach. Specifically, we ex-
plore the possibilities of NAI in two concrete aspects: application-aware networking and
network-aware applications. The first one allows applications to specify diverse require-
ments for the network infrastructure. The second one allows networks to expose underlying
network information available to applications.

Despite the possibilities of NAI, systematically realizing it is non-trivial and There
are still significant barriers to achieving such deep integration:

(B1) Network information exposure. Applications are lacking of visibility of avail-
1 Figure source: <https://phys.org/>
2 Figure source: <https://dl.acm.org/doi/pdf/10.1145/2940136.2940144>

 https://phys.org/
 https://dl.acm.org/doi/pdf/10.1145/2940136.2940144
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Figure 2 – An example for E2E Network Services across multiple domains (Multi-
technology and Multi-administration)

able and shared network resources (e.g., bandwidth of shared resources for a set of
flows), resulting in poor performance. Existing network resource exposure mecha-
nisms, including graph-based (HINDMAN et al., 2011; VERMA et al., 2015) and
one-big-switch-based (XIE et al., 2008; ALIMI et al., 2014) representations, either
expose all sensitive information, or fail to capture the resource sharing between
virtual flow requests.

(B2) Network information discovery. The lack of a generic, flexible mechanism for
applications to specify and discover the network information they need for NAI, from
the network. Existing solutions (e.g., (XIE et al., 2008; ALIMI et al., 2014; PUJOL et
al., 2019)) provide application interfaces to discover E2E cost information of different
packet spaces. However, this information is derived from the network’s fixed resource
allocation (e.g., fixed-route assignment) to the corresponding packet spaces, and
applications are not provided the flexibility to discover additional network resources
(e.g., on-demand routing) that can satisfy their needs (e.g., waypoint routing).

(B3) Optimized network view. Resource-filtering mechanisms may effectively reduce
the redundancy in the network view. However, the number of available configu-
rations would increase exponentially with both the network size and the number
of services, which can be computationally expensive and time-consuming. To deal
with scalability requirements, several solutions have been proposed for network view
creation and abstraction (SONKOLY et al., 2015; XIANG et al., 2018; FIORANI
et al., 2015; FIORANI et al., 2016; SOENEN et al., 2016). However, none of the
existing approaches take service requirements into account to generate an optimized
network view representation.

To fill this gap, we propose MUDED, a MUlti-Domain generic NAI possibilities
Exposure and Discovery framework. The MUDED system resorts in two main mech-
anisms. First, a standardized discovery and exposure mechanism based on the IETF
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Application-layer Traffic Optimization (ALTO) protocol (ALIMI et al., 2014) to allow
two-way network-application interaction. Second, a novel method (PEREZ et al., 2020a)
for constructing abstracted network information to address the scalability challenges when
processing large amounts of data in multi-vendor, heterogeneous technology environments.

1.2 Hypothesis & Research Questions
The previous introduction argues the core motivating aspects of this work aligned

with the following proposed hypothesis:

“Application and network integration is a key component for multi-domain settings,
which for widely use should consider generic and standard mechanisms satisfying the ever
so important features of NAI possibilities exposure and discovery, along with addressing
the scalability and performance concerns”.

The validation of such assertion takes place by pursuing three objectives:

(O1) Bridging the gap between networks and applications by showing the possibilities
of NAI in two concrete aspects: application-aware networking and network-aware
applications.

(O2) Demonstrate the maturing of the ALTO protocol to be used as a standard mech-
anism for exposing and discovering NAI possibilities in settings traversing multiple
domains.

(O3) Provide a novel abstraction mechanism to generate service-optimized network in-
ventory views among different domains to deal with scalability and performance
requirements.

The research questions below aim to explore each of the objectives, resulting in
the confirmation of this working hypothesis. Those research questions complement each
other in order to establish a common ground and create the line of thought throughout
this thesis:

For softwarized environments, instead of operating in the development of some-
what isolated and incremental solutions, we propose the exploration of a more integrated
and coherent architecture. Such an architecture takes a deep NAI approach to accommo-
date a variety of applications and domain sciences and a variety of administrations and
technologies. The design of a single coherence system considers both application-aware
information to the network and network awareness in applications. Such research perspec-
tive is addressed in Chapter 2, “Deep Network & Application Integration”, which poses
the following research question:
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Research Question #1: What are the possible means for a much stronger
network & application collaboration than current mainstream networking?

Deep Network & Application Integration. In this chapter, we conduct a
systematic review of the large variety of possibilities in designing and implementing NAI
by application-aware networking and network-aware applications. We also present the
design and evaluation of MUDED, a generic multi-domain NAI possibilities exposure and
discovery framework.

Instead of building from scratch, we aim to design a multi-domain NAI framework
that leverages the maturing of protocols and interfaces such as the IETF ALTO protocol.
ALTO already introduces basic mechanisms (e.g., modularity, dependency) and abstrac-
tions (e.g., map services) for applications to improve their performance (LACHOS et al.,
2019). However, the current ALTO base protocol is not designed for a multi-domain set-
ting of exposing network information. Towards such resolution, throughout Chapter 3 of
this work, “Multi-domain Information Exposure & Discovery using ALTO”, we pose the
following research question:

Research Question #2: How to expose and discover multi-domain NAI
possibilities using the IETF ALTO protocol?

Multi-domain Information Exposure & Discovery using ALTO. In this
chapter, we identify what network information the multi-domain applications need and
the benefit of using it. We then discuss the current ALTO design issues for gathering such
multi-domain information along with basic mechanisms to be considered to allow ALTO
to expose network information across multiple domains.

On the other hand, as the deployment size and heterogeneity complexity of soft-
warized multi-domain networks increase, one of the foremost challenges for management
systems is how to handle the scale of network service provisioning effectively. A common
system engineering principle to deal with scalability requirements is to introduce proper
abstraction mechanisms that reduce the discovery time of network resources while sim-
plifying their management. As Chapter 4 showcases, aiming “ANI: Abstracted Network
Inventory”, we pursue:

Research Question #3: How to effectively handle the scale and complex-
ity of multi-domain environments to create proper abstract network views?

ANI: Abstracted Network Inventory. In this chapter, we propose the Ab-
stracted Network Inventory (ANI) component to generate service-optimized network
views over the same network inventory. ANI implements a novel abstraction method
where network service requirements are used as an input to generate an optimized ab-
stract network inventory representation, called Logical Network Inventory (LNI).
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1.3 Thesis Approach & Contributions
In general, this research’s main goal involves the systematic study of NAI that,

for wide use, it needs to consider multi-domain standard mechanisms for exposing and
discovering NAI possibilities, including mechanisms for providing an optimized network
view to address the scalability concerns. We attain such a goal by the approaches and the
contributions described in the next subsections, each defining an activity in the develop-
ment of this work. Such activities are mapped to chapters of this work, as illustrated in
Figure 3.

All the contributions are briefly explained and summarized as follows:

1.3.1 Deep Network & Application Integration

• Main objective: We review the possibilities in designing and implementing NAI
through application-aware networking and network-aware applications (suggesting
answers for the research question #1). we also propose the design of MUDED, a
multi-domain generic framework for NAI possibilities exposure and discovery.

• Main Contributions:

1. A systematic review of the large variety of possibilities in designing and imple-
menting NAI by application-aware networking and network-aware applications.

2. We present the design of MUDED, a NAI possibilities exposure and discovery
system for network service placement in multi-technology and multi-administrative
scenarios.

3. A prototype implementation of MUDED3, following the 5GEx project archi-
tectural design4.

• Related Publication: From the systematic analysis to detailed design and exper-
imental validation, the topics above have been addressed in the following publica-
tions, including two best paper awards and a contribution in an European funded
initiative:

– D. LACHOS, C. ROTHENBERG. “MUDED: Integrating Networks with Ap-
plications through Multi-Domain Exposure and Discovery Mechanisms”. In
2020 Conference on Network Function Virtualization and Software Defined
Networks (NFV-SDN): Doctoral Symposium (NFV-SDN’20 Doctoral Sympo-
sium), Madrid, Spain. Nov 2020. (Best Paper Award)

3 <https://github.com/intrig-unicamp/alto-based-broker-assisted-mdo>
4 <https://doi.org/10.1002/ett.3085>

https://github.com/intrig-unicamp/alto-based-broker-assisted-mdo
https://doi.org/10.1002/ett.3085
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– D. LACHOS, Q. XIANG, C. ROTHENBERG, S. RANDRIAMASY, L. CON-
TRERAS, B. OHLMAN. “Towards Deep Network & Application Integration:
Possibilities, Challenges, & Research Directions”. In ACM SIGCOMM’20 I
Workshop on Network Application Integration. Aug 2020.

– D. LACHOS, C. ROTHENBERG. “ALTO-based Broker-assisted Multi-domain
Orchestration”. IETF, draft-lachosrothenberg-alto-brokermdo-04. Jul, 2020.

– D. LACHOS, C. ROTHENBERG. “Multi-domain E2E Network Services”.
IETF, draft-lachosrothenberg-alto-md-e2e-ns-02 . Jul, 2020.

– D LACHOS, C. ROTHENBERG. “Multi-domain Orchestration leveraging
the Application-Layer Traffic Optimization Protocol”. In V Workshop Pre-
IETF (V-WPIETF) - XXXVIII Congresso da Sociedade Brasileira de Com-
putação (CSBC 2018). Brazil. Jul, 2018. (Best Paper Award)

– D. LACHOS, C. ROTHENBERG, R. SZABÓ. “Broker-assisted Multi-domain
Network Service Orchestration”. In IEEE Wireless Communications and Net-
working Conference (WCNC’18 Students), Spain. April 2018.

– Deliverable 3.7 “Software Prototype Documentation and User Manual”. 5GEx
project contribution. Dec 2017. <https://tinyurl.com/y3w348bj>.

• Explored In: Chapter 2 and Chapter 5

https://tinyurl.com/y3w348bj
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1.3.2 Multi-domain Information Exposure & Discovery using ALTO

• Main Objective: The current ALTO base protocol is not designed for a multi-
domain setting of discovering and exposing network information. Via an analyti-
cal investigation of the ALTO framework, we elaborate key design requirements of
ALTO for exposing multi-domain information along with a set of mechanisms to
design a multi-domain ALTO framework, thus removing barriers (B1) and (B2)
and suggesting an answer to the investigated research question #2.

• Main Contributions:

1. We identify what network information the emerging multi-domain applications
need and the benefit of using it.

2. We give a systematic review of the ALTO design issues for multi-domains
settings of exposing network information.

3. We summarize envisioned solutions and on-going efforts to design a multi-
domain ALTO framework.

4. Different IETF document proposals on track towards standardization to sup-
port some of the envisioned mechanisms for ALTO to support multi-domain5.

• Related Publication: All the contributions lead to the following publications,
which include several standardization proposals at the IETF ALTO working group:

– D. LACHOS, C. ROTHENBERG, Q. XIANG, R. YANG, B. OHLMAN, S.
RANDRIAMASY, L. CONTRERAS, KAI GAO. “Multi-Domain Information
Exposure using ALTO: The Good, the Bad and the Solution”. In ACM/IRTF
Applied Networking Research Workshop 2020. Jul 2020.

– D. LACHOS, C. ROTHENBERG, Q. XIANG, R. YANG, B. OHLMAN,
S. RANDRIAMASY, F. BOTEN, L. CONTRERAS, J. ZHANG, K. GAO.
“Multi-domain Information Exposure using ALTO”. IETF, draft-lachos-alto-
md-info-exposure-00. Jul, 2020.

– D. LACHOS, C. ROTHENBERG, Q. XIANG, R. YANG, B. OHLMAN, S.
RANDRIAMASY, F. BOTEN, L. CONTRERAS. “Supporting Multi-domain
Use Cases with ALTO”. In ACM/IRTF Applied Networking Research Workshop
- ANRW’19, Montreal, Canada. Jul 2019.

– D. LACHOS, C. ROTHENBERG, Q. XIANG, R. YANG, B. OHLMAN,
S. RANDRIAMASY, F. BOTEN, L. CONTRERAS, J. ZHANG, K. GAO.
“Supporting Multi-domain Use Cases with ALTO”. IETF, draft-lachos-alto-
multi-domain-use-cases-01. Jul, 2020.

5 <https://www.ietf.org/proceedings/108/slides/slides-108-alto-alto-re-charter-overview-00>

https://www.ietf.org/proceedings/108/slides/slides-108-alto-alto-re-charter-overview-00
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– D. LACHOS, Q. XIANG, C. ROTHENBERG, R. YANG. “Multi-domain
Service Function Chaining with ALTO”. IETF, draft-lachos-sfc-multi-domain-
alto-01. Jul, 2020.

– L. CONTRERAS, D. LACHOS, C. ROTHENBERG. “Use of ALTO for
Determining Service Edge”. IETF, draft-contreras-alto-service-edge-02. Nov,
2020.

• Explored In: Chapter 3

1.3.3 ANI: Abstracted Network Inventory

• Main Objective: Suggesting answers for the proposed research question #3 and re-
move barrier (B3), we propose the ANI component that implements a novel method
(i) receiving services requirements from a catalog, (ii) receiving a network represen-
tation from a network inventory, and (iii) processing those inputs to generate a
service-optimized abstract network view, referred to as LNI.

• Main Contributions:

1. We propose the ANI as a novel component that allows the creation of service-
optimized network inventory views in distributed environments. To the best of
our knowledge, ANI is the first approach that uses service requirements as an
input to generate an abstract network inventory.

2. We formally define a network model and problem statement along with the
development of three algorithms to generate an LNI given the capacity-related
resources and requirements of a network inventory and network service, respec-
tively.

3. We evaluate the proposed algorithms through extensive experiments using ran-
dom and real-world topologies6. Results show significant benefits of using an
LNI to simplify the service management and placement.

• Related Publication: The contributions above can be summarized as follows,
including a work as per patent application:

– D. LACHOS, C. ROTHENBERG, M. SANTOS, P. GOMES. “ANI: Ab-
stracted Network Inventory for Streamlined Service Placement in Distributed
Clouds”. In 6th IEEE International Conference on Network Softwarization
(NetSoft’20). Jun, 2020.

6 <https://github.com/intrig-unicamp/ani>

https://github.com/intrig-unicamp/ani
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– M. SANTOS, D. LACHOS, P. GOMES, C. ROTHENBERG, A. VIDAL.
“Technique for Simplifying Management of a Service in a Cloud Computing
Environment”. PCT Patent Application Serial No. PCT/EP2019/058274. Fil-
ing Date: 02 Apr, 2019. Publication Number: WO/2020/200427. Publication
Date: 08 Oct, 2020. Available from Internet: <https://patentscope.wipo.int/
search/en/detail.jsf?docId=WO2020200427>

• Explored In: Chapter 4

1.3.4 Further Contributions, Results & Collaborative Activities

The complete effort around this work incorporates a number of collaborative ac-
tivities referenced to the corresponding scientific article, patent, blog post and/or demo
indicating the co-authors. The list of publications is shown below:

• APNIC Blog. “Multi-domain information exposure using ALTO: The good, the bad
and the solution”. Available from Internet: <https://blog.apnic.net/2020/10/08/
multi-domain-information-exposure-using-alto-the-good-the-bad-and-the-solution/
>. Oct 08, 2020.

• APNIC Blog. “ALTO: Application-Layer Traffic Optimization protocol”. <https://
blog.apnic.net/2020/10/07/alto-application-layer-traffic-optimization-protocol>.
Oct 07, 2020.

• C. ROTHENBERG, D. LACHOS, N. SARAIVA, R. ROSA, R. MUSTAFA, T.
ISLAM, P. GOMES. “Intent-based Control Loop for DASH Video Service Assurance
using ML-based Edge QoE Estimation”. In 6th IEEE International Conference on
Network Softwarization (NetSoft’20) - Demo Session, Ghent, Belgium. Jun, 2020.

• C. ROTHENBERG, D. LACHOS, N.SARAIVA, P. GOMES. “Method, System
and Network Node for Generating a Network Service Monitoring Model”. PCT
Patent Application Serial No. PCT/SE2020/050271. Filing Date: 16 Mar, 2020.

• N. SARAIVA, N. ISLAM, D. LACHOS, C. ROTHENBERG. “Policy-Driven Net-
work Traffic Rerouting Through Intent-Based Control Loops”. In Anais do XXIV
Workshop de Gerência e Operação de Redes e Serviços. Sep, 2019.

• N. SARAIVA, D. LACHOS, R. ROSA, M. SANTOS, C. ROTHENBERG. “Net-
work Service Orchestration: A Survey”. In The Computer Communications Journal.
May, 2019.

During the development of this thesis proposal, collaborations with industrial ac-
tors like Telefónica, Ericsson, Nokia, and T-Mobile have also been obtained, including

https://patentscope.wipo.int/search/en/detail.jsf?docId=WO2020200427
https://patentscope.wipo.int/search/en/detail.jsf?docId=WO2020200427
https://blog.apnic.net/2020/10/08/multi-domain-information-exposure-using-alto-the-good-the-bad-and-the-solution/
https://blog.apnic.net/2020/10/08/multi-domain-information-exposure-using-alto-the-good-the-bad-and-the-solution/
https://blog.apnic.net/2020/10/08/multi-domain-information-exposure-using-alto-the-good-the-bad-and-the-solution/
https://blog.apnic.net/2020/10/07/alto-application-layer-traffic-optimization-protocol
https://blog.apnic.net/2020/10/07/alto-application-layer-traffic-optimization-protocol
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a couple of short visits to leading institutions such as Yale University. Besides, several
successful grant proposals were also prepared for attending different conferences and work-
shops, such as IRTF/ACM Applied Networking Research Workshop (ANRW’19), Latin
American Student Workshop on Data Communication Networks (LANCOMM’19), IETF-
104 (2019), and ONAP Academic Summit (2018). Finally, getting involved in the peer
review process at conferences (such as IMC’18 Shadow PC7) and journals (such as IEEE
Transactions on Industrial Informatics8) were also other rewarding results during this
work.

1.4 Outline
The remainder of this thesis is organized as follows. Chapter 2, “Deep Network &

Application integration”, proposes the exploration of an integrated architecture taking a
network-application integration (NAI) approach. Specifically, it explores the NAI possi-
bilities in two concrete aspects: application-aware net-working and network-aware appli-
cations. Next, it presents the design of MUDED, a generic multi-domain NAI possibilities
exposure and discovery framework, based on two novel components such as the IETF
Application-Layer Traffic Optimization (ALTO) protocol and the Abstracted Network
Inventory (ANI) component. Chapter 3, “Multi-domain Information Exposure & Discov-
ery using ALTO”, identifies the benefits of using ALTO for multi-domain information
exposure and discovery and discusses the ALTO design issues for gathering it. Besides, it
also elaborates key design requirements to realize the proposal of providing multi-domain
information by ALTO services. Chapter 4, “ANI: Abstracted Network Inventory”, pro-
poses the Abstracted Network Inventory (ANI) component to generate service-optimized
network views called Logical Network Inventory (LNI). It also provides a formal definition
of the network model along with the development of three algorithms to build an LNI.
Chapter 5, “MUDED Use Case: 5GEx Information Exchancge”, describes a MUDED pro-
totype implementation into the 5G Exchange (5GEx) project architectural design, along
with a functional and performance evaluation. Finally, we present our conclusions with
remarks for future goals and activities in Chapter 6, “Conclusion & Future Work”.

7 <https://conferences.sigcomm.org/imc/2018/shadow/>
8 <https://publons.com/researcher/3833094/danny-alex-lachos-perez/peer-review/>

https://conferences.sigcomm.org/imc/2018/shadow/
https://publons.com/researcher/3833094/danny-alex-lachos-perez/peer-review/
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2 Deep Network & Application Integration

2.1 Introduction
A fundamental problem in the Internet architecture is that applications and net-

works are designed with different objectives (XIE et al., 2008). On the one hand, network
applications (i.e., network resource consumers) aim to optimize the application’s utility
(e.g., maximize throughput, robustness, etc.). On the other hand, network providers (i.e.,
Internet service providers or ISPs) aim to optimize the network’s utility (e.g., minimize
inter-domain cost, minimize MLU - Maximum Link Utilization, etc.). With this inefficient
interaction, getting a feedback between networks and applications is extremely limited.

In order to fill this gap, network providers and applications have considered dif-
ferent selfish solution approaches (See Fig. 4a). ISPs, for example, attempt to improve
the application issues through an infrastructure upgrade, usage-based charging model,
rate limiting, or termination of services (OTT, 2005). Meanwhile, applications attempt to
improve the network efficiency having flexibility in shaping communications patterns as
well as having flexibility to adapt to network topologies and conditions (KARAGIANNIS
et al., 2005; MADHYASTHA et al., 2006; KUZMANOVIC; KNIGHTLY, 2006). However,
the poor network-application cooperation in this approach does not allow to improve both
network and application utility.

Other existing solutions adopt either a “best-effort” (LEE et al., 2014; SOULÉ et
al., 2014) or “blackbox-request” (CAMPANELLA et al., 2006; ZHENG et al., 2005) ap-
proach (See Fig. 4b). In the first one, solutions allow applications to submit complete net-
work requirements, and the network computes and enforces the optimal resource allocation
for applications. In the second one, applications submit the amount of network resources
needed, and the network returns success or failure based on the resource availability.
Such solutions are quite good but nevertheless typically implemented for bespoke appli-
cations, such as big-data (Spark/Hadoop MapReduce), search (Google), social-network
(Facebook). Besides, either “best-effort” or “blackbox-request” approach has limitations
on the privacy/scalability, or has inefficiency in finding the optimal resource allocation
for applications, respectively.

In this chapter, we propose to explore a more integrated and coherent architec-
ture that takes a deep network-application integration (NAI) approach (See Fig. 4c).
Specifically, we explore the possibilities of NAI in two concrete aspects: application-aware
networking and network-aware applications. The first one allows applications to spec-
ify diverse requirements for the network infrastructure. The second one allows networks
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Figure 4 – Different approaches for the interaction of networks and applications: (a) selfish
point, (b) best-effort/black-box approach, and (c) network-application integra-
tion (NAI) Approach.

to expose underlying network information available to applications. We review recent
progress in these two aspects and present the design of a generic NAI possibilities expo-
sure and discovery framework, called MUDED. MUDED resorts in two mechanisms. First,
an ALTO-based discovery and exposure mechanism to allow two-way network and appli-
cation interaction. One, in the “top-down” direction, is related to the discovery expression
by the application of the required properties and characteristics needed to be supported
by the network. The other one, in the “bottom-up” direction, is related to the network
information exposure that can be processed and consumed by the application. Second, a
novel abstraction method directed to the ANI component to generate service-optimized
network views or LNIs.

The main contributions of this chapter are organized as follows. Section 2.2 and 2.3
provide a systematic overview of NAI possibilities by application-aware networking and
network-aware applications, respectively. Section 2.4 presents the design of the MUDED
framework, including the three key design points: (i) resource discovery language, (ii)
resource information exposure, and (iii) abstracted network inventory. Finally, we conclude
the chapter in Section 2.5.

2.2 Possibilities of NAI: Application-Aware Networking
Applications have varying needs for network latency, bandwidth, packet loss, etc.

However, such applications’ requirements are often unknown to the network due to ap-
plications and networks are decoupled. Thus, one concrete aspect of NAI is adding ap-
plication knowledge to the network so that applications can express finer granularity
requirements.

There are substantial possibilities in designing and implementing NAI by application-
aware networking. For example, the network infrastructure can provide better support for
applications introducing different capabilities. Table 1 shows a set of transport differentia-
tion capabilities for applications and the newer trend where applications can also provide
in-network computation or in-network storage.
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Table 1 – Application-aware networking: possibilities.

Example Capability Network Support
Provide Transport Differentiation
∙ At app-level granularity

Create different networks/slices/QoS Classification; Scheduling
∙ At sub-app granularity

Scheduling each packet according to app-level dead-
line (PERRY et al., 2014); Distinguish application-
level structures (e.g., I frame vs P frame); Co-flow
schedule

Classification; Network State;
Scheduling

∙ Cross-app/protocol dependency
Identify full dependency (e.g., DNS->handshake-
>. . . )

Classification; Network state;
Scheduling

Provide In-Network Storage/Compute
∙ Application state inside the network

Key-Value Store Programmable networking
∙ Application compute inside the network

Paxos algorithms Programmable networking

2.2.1 Standard Proposals

In this section, we review current initiatives on standardization bodies to express
characteristics or properties of applications/services to be achieved by the network.

• ETSI NFV-IFA. The Interfaces and Architecture (IFA) Working Group (WG)
in ETSI NFV describes the ETSI NFV architecture, information models, functional
requirements, and normative Network Service Descriptors (NSDs) (ETSI, 2016). In
particular, the NSD is used by an NFV orchestrator to deploy a Network Service
(NS) instance. Basically, the NSD is a deployment template describing a NS as a
composition of VNFs and Virtual Links (VLs). Both VNFs and VLs contain a set of
attributes to assist the resource instantiation for functions and links, respectively.

The VNFs and VLs have their corresponding descriptors to specify list of constraint
(e.g., QoS properties) and monitoring (e.g., VNF scaling) parameters. Monitoring
parameters can also be specified at the NS level.

• GSMA & 3GPP. Evolving network scenarios (e.g., 5G) are bringing new chal-
lenges in terms of performance and capabilities for traditional operator networks (GAO
et al., 2020a). One of those challenges is the ability to partitioning one common net-
work infrastructure into multiple independent virtual E2E networks, an approach
referred to as network slicing. Each slice is then used as a dedicated network by
vertical customers to allocate resources in all the distinct network segments (i.e.,
core, transport, and access networks).
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In the 3GPP architecture (3GPP, 2017), management systems will use a 5G slice
template (known as Generic Network Slice Template (GST) (ASSOCIATION, 2019a))
to request a E2E slice. The GST acts as a generic framework for applications to
communicate demands for network capabilities, and its general structure includes
optional, conditional, and mandatory attributes to implement slices, along with the
expected Service-level Objectives (SLOs) and scalability characteristics.

• TeleManagement Forum (TM Forum). In order to facilitate the interaction
between network providers and applications, the TM Forum has been working to
develop a set of open APIs to request services with the required management func-
tionality (TM-FORUM, 2020).

The Service Catalog Management API (TMF633), for example, allows the manage-
ment of the entire lifecycle of the catalog elements which are available through ser-
vices that an operator offers to the customers. The Service Ordering API (TMF641)
specifies a model definition to request a service order including operations such as
creating, updating, retrieving, and filtering. The Service Inventory API (TMF638)
provides a standardized mechanism to query and manipulate a customer’s service
instances. Finally, the Service Activation and Configuration API (TMF640) enables
the creation, modification, and termination of service instances. Such lifecycle man-
agement actions include the collection of monitoring data through the definition of
threshold/periodic-based rules.

• ETSI Multi-access Edge Computing (MEC). The Application Descriptor
(AppD) (ETSI, 2019), specified by the ETSI MEC, is used to describe the appli-
cation rules and requirements of a MEC application, including application lifecycle
management. Specifically, the AppD contains a description of minimum computa-
tion, storage, and network resources, along with other aspects such as a description
of traffic and DNS rules.

The deployment of MEC in a NFV environment is also possible (ETSI, 2018). There-
fore, NSDs and AppDs can co-exist to allow mobile edge components and applica-
tions to be instantiated in a virtualized infrastructure.

Currently, there is no common agreement on the model/interface of an intent, espe-
cially since the diversity of intent stakeholders, targets, network scopes, and infras-
tructure. Based on such parameters, the NMRG is working to clarify the definition
of an intent, including an intent classification (LI et al., 2020).

2.2.2 Research contributions

Several research activities have been proposed exploring the possibilities of adding
application knowledge to the network layer (YANG et al., 2017; SCHMIDT et al., 2013;
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LI et al., 2020b; FERGUSON et al., 2013b; ZHAO et al., 2018):

• Magellan (YANG et al., 2017), for instance, is a programming environment for
users to specify a global packet/in-network processing logic which is expressed in a
general-purpose language. Then, Magellan automatically generates both datapaths
in every single network device and runtime for control plane.

• Schmidt et al. (SCHMIDT et al., 2013) introduce Socket Intents as a proactive,
application-expressed approach for multi-access network connectivity. Socket Intents
allow applications to share information, in a generic way, about their communication
patterns such as preferences (e.g., bandwidth optimization), characteristics (e.g.,
expected packet rates), expectations (e.g., paths availability), and resiliences (e.g.,
handle certain error cases).

• Application-aware IPv6 Networking (APN6) (LI et al., 2020b) proposes a framework
for using IPv6 extensions header to convey the service/application requirements
along with the packet to the network. The application awareness introduced by
APN6 can benefit different use cases, such as application-aware SLA guarantee,
application-aware network slicing, and application-aware network measurement.

• Ferguson et al. (FERGUSON et al., 2013b) introduce the concept of participatory
networks in which the network provides a configuration API for applications to
control a software-defined network. The proposed API, called PANE API, is used
in different use case applications (Ekiga, SSHGuard, ZooKeeper, and Hadoop) in
which information from applications benefits network flexibility, configuration, and
performance.

• An SDN-based application-aware networking approach to improve the users’ quality
of experience by optimizing the performance of DASH video streaming is presented
in (ZHAO et al., 2018). The proposed architecture provides a fine-grained way of
controlling network devices with adaptive traffic engineering to a current network
condition.

2.2.3 Real deployment examples

• BigData Express (LU et al., 2018) is a data transfer service for big data science. It
provides an application-aware SDN-enabled network service to program networks
with fast provisioning of multi-domain E2E network paths at run-time and with
guaranteed QoS (See Fig. 5a). BigData Express is currently deployed in several
research institutions, including UMD, FNAL, StarLight, KISTI, KSTAR, and Ciena.
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(a) BigData Express1 (b) SENSE2

Figure 5 – Application-aware Networking: Real deployment examples.

• The SDN for E2E Networked Science at the Exascale (SENSE) (MONGA et al.,
2018) is another system providing an intuitive intent-based interface to allow appli-
cations to express high-level service requirements. A multi-institution testbed (See
Fig 5b) has been deployed at DOE Laboratories and Universities facilities, including
Caltech, Fermilab, UMD, NERSC, among others.

2.3 Possibilities of NAI: Network-Aware Applications
Applications running over networks face challenges due to the lack of network

state and information. Applications can benefit from network information exposure to
make them more flexible in terms of rate adaptation, transmission time, server/path
selection, among others. Therefore, the other side of designing and implementing NAI is
network-aware applications, and there are many possibilities as well.

Table 2 illustrates that applications have possibilities to conduct transport selec-
tion capabilities based on network state (e.g., packet loss, Inband Network Telemetry
(INT)), performance metrics (e.g., throughput, max reservable Bandwidth), capability
information (e.g., delivery/acquisition protocol), and locality (e.g., servers location and
paths). Besides, if network can provide programmability support, then applications can
also use that support to conduct network compute selection.

2.3.1 Standard Proposals

• 3rd Generation Partnership Project (3GPP). There are different standardiza-
tion activities within the 3GPP to make possible for applications to obtain network

1 Figure source: <http://grp-workshop-2019.ucsd.edu/presentations/4_WU-GRP-2019-BigData_
Express.pdf>

2 Figure source: <https://ieeexplore.ieee.org/document/8648795>

 http://grp-workshop-2019.ucsd.edu/presentations/4_WU-GRP-2019-BigData_Express.pdf
 http://grp-workshop-2019.ucsd.edu/presentations/4_WU-GRP-2019-BigData_Express.pdf
 https://ieeexplore.ieee.org/document/8648795
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Table 2 – Network-aware applications: possibilities

Example Capability Network Support
Conduct Transport Selection
∙ Time adaption

Bandwidth time window Network state; Capability infor-
mation

∙ Server/Path adaption
e.g., Which servers to use in multiple replicas Network state; Capability infor-

mation
∙ Rate adaption

Congestion control (reacting to packet loss/de-
lay/ECN bitdelay, ECN bit (RAMAKRISHNAN et
al., 2001)/ INT (KIM et al., 2015)); Adaptive stream-
ing; Lower-than-best-effort (e.g., LEDBAT); Multi-
path TCP.

Network state; Capability infor-
mation

Conduct Network Compute Selection
∙ Network function instantiation and invocation

e.g., Function as a service (FaaS) Programmable networking

information to improve both application performance and potentially network effi-
ciency. For example, the system architecture for the 5G System (5GS) (3GPP, 2020)
describes a Network Exposure Function (NEF) to expose capabilities and events
with a secure provision (according to the network policy) and translation capacities
between internal and external network functions. In addition to the previous generic
network performance information, a QoS notification control is introduced so that
the network can indicate to applications if the required bit rate cannot be provided.
Additional information such as which bit rate needs to be selected is also introduced
with a QoS profile so that applications can adapt their bit rates according to those
supported by the network.

Furthermore, the 3GPP Dynamic Adaptive Streaming over HTTP (3GP-DASH)
document (3GPP, 2019) provides an architectural overview to deliver continuous
media content over Hypertext Transfer Protocol (HTTP). Specifically, DASH-aware
network elements provide detailed network throughput information to a DASH
server, so that the server selects chunks to realize bandwidth usage that is either
equal or below to the available network bandwidth.

• Internet Engineering Task Force (IETF). One maturing example of network-
aware application protocols is ALTO (ALIMI et al., 2014). The IETF ALTO pro-
tocol exposes network state and capabilities to support efficient construction of
diverse network-aware applications models, such as CDN model, swarm model,
dataflow/streaming model, etc. Network information is exposed as abstractions (e.g.,
network/cost maps) to protect the information privacy and improve the scalability
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(See Chapter 3 for more details about the IETF ALTO protocol).

Another standard contribution is the Explicit Congestion Notification (ECN). ECN
(RAMAKRISHNAN et al., 2001) is an Internet standard track protocol, in the
transport layer, to indicate fast congestion notification to the endpoints. The ECN
has been supported by the 4G radio station (eNB - evolved Node Base station)
to provide congestion encountered information to IP Multimedia Subsystem (IMS)
applications to perform the adaptive bitrate. Another areas of experimentation for
the ECN include, among others, congestion response differences, congestion marking
differences, and TCP control packets and retransmissions (BLACK, 2018).

• ISO/IEC JTC. The Joint Technical Committee (JTC) of the International Orga-
nization for Standardization (ISO) and the International Electrotechnical Commis-
sion (IEC) develops technical specifications within the field of audio, picture, multi-
media, and hypermedia information coding (SubCommittee 293). The MPEG-DASH
standard (23009, 2017), for instance, is a specification widely used for the applica-
tion to detect network congestion based on the current throughput and buffering
states, and adaptively select the next segment of video streaming with acceptable
bitrate to avoid the re-buffering (ZHANG et al., 2020). Besides, the MPEG-DASH
specification includes some other additional features such as switching and selectable
streams, ad-insertion, Scalable Video Coding (SVC) and Multiview Video Coding
(MVC) support, quality metrics for reporting the session experience, among others.

2.3.2 Research contributions

There are different proposals introducing the benefits of network awareness for
applications (XIE et al., 2008; YANG et al., 2020; ZHANG et al., 2020; XIANG et al.,
2020a):

• Provider Portal for Applications (P4P) (XIE et al., 2008) is a framework to en-
able a better cooperation between network providers and network applications. P4P
iTrackers accelerate the content distribution and optimize the utilization of ISP net-
work resources. Specifically, each network provider can maintain an iTracker for its
network, and appTrackers then can request it network information to make peer
selection. As a variant, trackerless systems can also interact with an iTracker. In
this case, P2P clients query the iTracker directly to make local decisions to select
their peers.

• (MAO et al., 2017; MAO et al., 2020) implement AI-based adaptive bitrate (ABR)
systems (Pensieve and ABRL, respectively). Unlike traditional ABR algorithms that

3 <https://www.iso.org/committee/45316.html>

https://www.iso.org/committee/45316.html
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use fixed heuristics, AI-based ABR algorithms use system models generated from
performance observations or past decisions in order to know the network dynam-
ics. With this knowledge, applications can estimate or predict the overall users’
QoS/QoE. AI models use different network information as an input, such as network-
level metrics (e.g., bandwidth, packet loss, delay, etc.), QoE parameters (e.g., Mean
Opinion Score (MOS), download time, etc.), among others. Pensieve and ABRL
have proven that all different information that can reflect the performance are use-
ful to the AI-based ABR.

• Delivering functions over networks (YANG et al., 2020) helps to provide information
of multiple resources (computing resource, link/path, storage, radio resources) and
network services (software as a service, AI as a service, encoding/decoding as a
service, function as a service, content as a service) for a distributed edge computing
platform. The proposed system supports multi-domain scenarios and scheduling to
minimize the computational latency.

• Mobile and Wireless Information Exposure (MoWIE) (ZHANG et al., 2020) pro-
vides on demand and periodic network information (e.g., Signal to Inference plus
Noise Ratio (SINR), Modulation and Coding Scheme (MCS)) from network to
applications and advocate an integrated in-band/out-band transport. Applications
can then use such network information to adapt key control knobs such as me-
dia codec scheme, encapsulation, and application logical function to ensure users’
Quality of Experience (QoE). In addition, the MoWIE’s experimental evaluation
includes three case studies: (i) MoWIE-assisted TCP Optimization, (ii) MoWIE-
assisted video streaming optimization, and (iii) MoWIE-assisted cloud gaming.

• (XIANG et al., 2020a) formulates a Software-Defined Internetworking (SDI) model
to extend the intra-domain SDN capabilities to generic inter-domain SDN. Specif-
ically, SDI exposes a programmable interface to allow applications to control their
inter-domain routes, just as a traditional SDN switch exposes Openflow to allow
applications to select their next hops.

2.3.3 Real Deployment Examples

• Comcast, a large cable broadband Internet Service Provider (ISP) in the U.S., de-
ployed a P4P-based open framework (YANG et al., 2009). Specifically, P4P iTrackers
are used to allow P2P networks to optimize traffic within each ISP while improving
P2P download performance for P2P clients. The results of the trial (See Fig 6a)
showed that P4P iTrackers can improve the speed of downloads to P2P clients as
well as localizing P2P traffic within the Comcast network.
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(a) P4P-based Framework (Comcast)4

(b) Flow Director (Benocs)5

Figure 6 – Network-aware applications: Real deployment examples.

• Another much larger deployment is Flow Director (PUJOL et al., 2019), the first-
ever ISP-hyper-giant collaboration system. Flow director has three main functions
(See Fig 6b): (i) it collects data to determine the state of the ISP’s network, then (ii)
it computes the best mapping, and finally (iii) it communicates this information with
the cooperating hyper-giant in near-real time via multiple protocols (e.g., ALTO,
BGP, etc.). Flow Director starts with the ALTO protocol but goes further, designing,
building, rolling-out, and operating a large-scale system that enables automated
cooperation between one of the largest eyeball networks and a leading hyper-giant.

2.4 MUDED System Design
The preceding discussion exposes huge possibilities of NAI. However, there still

exists a major barriers in systematically realizing such a deep integration. Different NAI
possibilities are lacking of generic and standard mechanisms for exposure and discovery
of NAI possibilities (barriers B1 and B2), and existing realizations are complex point
solutions, and could raise scalability concerns (barrier B3). In this section, we first present
the design of a systematic framework for multi-domain NAI possibilities exposure and
discovery (MUDED).

The MUDED architecture aims to deal with barriers (B1), (B2), and (B3) both
at a multi-operator level and a multi-domain single network operator level. Figure 7 high-
lights the scope of MUDED by presenting a logical interworking architecture. At the
4 Figure source: <https://doi.org/10.17487/RFC5632>
5 Figure source: <https://dl.acm.org/doi/pdf/10.1145/3359989.3365430>

https://doi.org/10.17487/RFC5632
 https://dl.acm.org/doi/pdf/10.1145/3359989.3365430
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Figure 7 – MUDED: Integrating Networks with Applications through Multi-Domain Ex-
posure and Discovery Mechanisms

lower-level control plane, a Domain Orchestrator (DO) is responsible for various resource
domains, featuring physical and virtual, software and hardware components (at the re-
source plane). A set of DOs is assumed to be managed by a Multi-domain Orchestrator
(MdO) at the upper-level control plane. MdOs, in turn, coordinate resource and/or ser-
vice orchestration at multi-domain level, where multi-domain may refer to multiple DOs
or multiple administrative domains.

For multiple DOs (same administrative domain), an MdO receives resource infor-
mation from each DO and builds an intra-domain network view. The Abstracted Network
Inventory (ANI) is the component that implements the new method of aggregating the
intra-domain network inventory, providing a summarized view of the resources. From
this centralized and aggregated information, the ALTO server component creates and
provides abstract maps with a simplified view, yet enough information about network in-
frastructure. After, a DO (as an ALTO client) sends ALTO service queries to the ALTO
server. This server provides aggregated multi-domain information exposure as set ALTO
base services defined in (ALIMI et al., 2014), e.g., Network Map, Cost Map and ALTO
extension services, e.g., Property Map (ROOME et al., 2020), Multi-Cost Map (RAN-
DRIAMASY et al., 2017), Path Vector (GAO et al., 2020b).

For multiple administrative domains, we are considering a centralized approach
where a broker entity (at the broker plane level) is working on the top of the MdOs as
a coordinator of the information exchange among the involved administrative domains.
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Figure 8 – MUDED Framework: Three key design points.

The broker entity also contains a central ANI component and a central ALTO server
component. In this case, each intra-domain network inventory in each domain is in charge
of sending the network view of the local domain to the inter-domain network inventory,
in order to maintain an updated view of the available resources. From this centralized
information, the central ANI component implements the method for network inventory
aggregation. The central ALTO server then creates an abstracted inter-domain network
view and service set, which can be easily consumable by any MdO (ALTO client) by using
ALTO-based REST APIs.

The MUDED framework consists in three novel design points: a declarative re-
source query language, a resource information exposure, and an abstracted network in-
ventory. In particular, first, MUDED utilizes two declarative languages for applications
to express their intents on discovering resources in the network. Second, the MUDED
framework uses generic mathematical programming constraints as a unified, compact rep-
resentation of network information. Third, MUDED incorporates a novel mechanism to
create a service-optimized network inventory view over the same network infrastructure.

As shown in Figure 8, for the first and second design points, we are leveraging
the maturing of NAI protocols such as ALTO to discover and adequately expose multi-
domain resource and topology information (See Chapter 3 for more details). In case of
the third design point, we propose the ANI component to deal with the scalability issues
(See Chapter 4 for more details).

The following subsections particularize each design point:

2.4.1 Resource Discovery Language

MUDED introduces two declarative languages that allow applications to express
flexible resource discovery intents. The first one is to use a representation based on the
Network Function Forwarding Graph (NFFG) to specify a set of E2E service requirements
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for an ALTO server in order to obtain candidate resources (domains) and candidate
paths (PEREZ; ROTHENBERG, 2020; PEREZ; ROTHENBERG, 2018). The second
proposed discovery mechanism is to use a SQL-style language for an ALTO client to
express its requirement on available resources (XIANG et al., 2020b; LACHOS et al.,
2020).

• NFFG-based Language. A NFFG is a graph of logical links connecting virtual or
physical Network Functions (NFs) nodes for the purpose of describing traffic flow
between those NFs (UNIFY D3.2a, 2015). As an ALTO client, each DO/MdO will
send ALTO queries to the ALTO server following such NFFG format.

In order to support the NFFG-based language functionality, MUDED introduces
some extensions to the ALTO base protocol. Next, we present a non-normative
overview to extend the ALTO Filtered Cost Map (GAO et al., 2020b).

1 object {
2 NFFG sg;
3 } ReqFilteredCostMap;
4
5 object {
6 JSONString nfs<1..*>;
7 JSONString saps<1..*>;
8 NextHops sg_links<1..*>;
9 REQs reqs<1..*>;

10 } NFFG;
11
12 object {
13 JSONNumber id;
14 JSONString src-node;
15 JSONString dst-node;
16 } NextHops;
17
18 object {
19 JSONString id;
20 JSONString src-node;
21 JSONString dst-node;
22 JSONNumber sg-path<1..*>;
23 } REQs;

The ALTO Server must allow the request input to include a service graph (sg) with
a formatted body as a NFFG object. The NFFG object is based on the formal
NFFG specification defined in (UNIFY D3.2a, 2015). Annex A gives the full tree
representation of the NFFG model defined in YANG. Specifically, a NFFG object
contains: (i) nfs: a list of network functions; (ii) saps: a list of service access points or
endpoints; (iii) sg_links: service graph links representing logical connections between
network functions, endpoints or both; and (iv) reqs: E2E requirements as a list of
IDs of service graph links.
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Afterward, the ALTO server response for each sg link in each E2E requirement
must be encoded as an array of arrays, where sub-arrays indicate potential candi-
date paths calculated as the per-domain topological distance corresponding to the
amount of traversing domains. Moreover, the ALTO server must provide path vector
information along with the associated ALTO Property Map information (e.g., entry
points of the corresponding foreign domains), in the same body of the response.
Chapter 5 (MUDED Use Case) and Annex B give more examples of the ALTO
filtered cost map query and the corresponding response.

• SQL-style Language. It uses a resource-filtering design, which allows applications
to define predicates on packet spaces (i.e., different sets of flows), and predicates
on resources (i.e., particular resource attributes that applications are interested in
discovering). Leveraging the equivalence between relational algebra and first-order
logic, the language uses SQL-style semantics, which are familiar to both application
and network engineers.

Specifically, the resource discovery intent is expressed as (i) a sequence of flow spec-
ification statements; (ii) a sequence of resource requirement statements; and (iii)
a query statement. In the flow specification statement is defined a flow or a set
of flows about which the application (DO/MdO) wants to get the resource infor-
mation. With the resource requirement statement, applications express the basic
requirements on resources provided by the network for a set of flows. Finally, the
application uses a SQL-style query to assemble the previous flow specification and
resource requirements and express the resource discovery intent.

Figure 9 gives an example to illustrate how resource discovery intents are specified
using the SQL-style language. Consider a case where an application has two flows
to transmit and wants to find the bandwidth the network can provide for those two
flows. The first flow is an FTP flow from source IP 10.0.0.1 to destination IP 10.0.0.2,
and the second flow is a HTTP flow from source IP 10.0.0.3 to destination IP 10.0.0.4
(Line 1-4). The application then defines a flow set containing those two flows (Line
5). In addition to the basic reachability, the application specifies its requirements
for those two flows such as the bandwidth of the FTP flow is to be at least 100
Mbps (Line 6), and the HTTP flow passes a firewall middlebox before reaching the
destination (Line 7). Finally, the application specifies its resource discovery intent
for those two flows. In the example is to find the bandwidth the network can provide
for flow1 and flow2 subject to the application’s requirements (Line 8-9).

In addition to the waypoint ( {"FW"} subset flow_1.route}) and QoS requirements
(flow_1.bandwidth ≥ 100 Mbps), the SQL-style language can also express other com-
mon resource requirement predicates such as bi-direction symmetry (flow.links ==
inv(flow_1.links)), node disjointness (size(flow_1.nodes intersect flow_2.nodes)==0 ),
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1 flow_1: {src_ip = 10.0.0.1 and dst_ip = 10.0.0.2
2 and dst_port = 20};
3 flow_2: {src_ip = 10.0.0.3 and dst_ip = 10.0.0.4
4 and dst_port = 80};
5 flow_set: {flow_1, flow_2};
6 req_1: flow_1.bandwidth >= 100 Mbps;
7 req_2: {"FW"} subset flow_2.route;
8 select bandwidth from flow_set
9 where req_1 and req_2;

Figure 9 – An example resource discovery query.

link disjointness (size(flow_1.links intersect flow_2.links)==0 ), and blacklist of de-
vice (!({"FW"} subset flow_1.nodes)).

2.4.2 Resource Information Exposure

In MUDED, when the network needs to expose the information for a set of flows
to applications, it uses mathematical programming constraints to capture the resource
availability and sharing information of these flows, providing a unified resource represen-
tation.

• Basic Idea. Suppose MUDED receives the resource discovery request of a set of
flow 𝐹 . For each flow 𝑓𝑗 ∈ 𝐹 , we use 𝑥𝑗 to denote an available resource (e.g.,
bandwidth) the application can reserve for this flow. Upon receiving this request,
MUDED first checks the routes – computed by the underlying routing protocol –
for each flow 𝑓𝑗. Then all the links are enumerated. For each link 𝑙𝑢, it generates a
linear inequality: ∑︀

𝑥𝑗 ≤ 𝑙𝑢.𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒, ∀𝑓𝑗 that uses link 𝑙𝑢 in its route.

To illustrate this formulation, consider the network topology in Figure 10a, where
an application wants to reserve bandwidth for two flows 𝑓1 : (𝑆1, 𝐷1) and 𝑓2 :
(𝑆2, 𝐷2). The routes for the two flows share common links, i.e., 𝑙3 and 𝑙4, hence it
is infeasible for both circuits to each reserve a 100 Mbps bandwidth. Therefore, the
MUDED framework will generate the following set of algebraic expressions (i.e.,
linear inequalities) (HEORHIADI et al., 2016):

Linear Inequalities ID
𝑥1 ≤ 100,∀𝑙𝑢 ∈ {𝑙1, 𝑙2, 𝑙5, 𝑙6} Π𝑎

𝑥2 ≤ 100,∀𝑙𝑢 ∈ {𝑙7, 𝑙8, 𝑙11, 𝑙12} Π𝑏

𝑥1 + 𝑥2 ≤ 100,∀𝑙𝑢 ∈ {𝑙3, 𝑙4} Π𝑐

Table 3 – Resource abstraction for the reservation request from Figure 10a

Where 𝑥1 and 𝑥2 represent the available bandwidth that can be reserved for (𝑆1, 𝐷1),
and (𝑆2, 𝐷2), respectively. Each linear inequality represents a constraint on the
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Figure 10 – An example where an application tries to discover information of two and
three flows (a) from one single network, and (b) from a collaboration network
composed of three member networks, respectively.

reservable bandwidths over different shared resources by the two flows. For example,
Π𝑐 indicates that both flows share a common resource and that the sum of their
bandwidths can not exceed 100 Mbps.

• Removing Redundant Linear Inequalities. Taking a deeper look at the set of
previous linear inequalities, one can conclude that inequalities of Π𝑎 and Π𝑏 can be
implicitly derived from that of Π𝑐. Thus, these inequalities are considered redun-
dant. The problem of finding redundant linear constraints has been widely stud-
ied (PAULRAJ et al., 2010). Specifically, redundant linear inequalities are removed
via a polynomial-time, optimal algorithm (KARMARKAR, 1984). In our example,
the compressed set will only contain one inequality: Π𝑐 : 𝑥1 +𝑥2 ≤ 100,∀𝑙𝑢 ∈ {𝑙3, 𝑙4}.

• From Single Domain to Multiple Domains. To illustrate the basic aggregation
abstraction from a single network to multiple networks, consider a collaboration
network composed of three member networks, as shown in Figure 10b. A user wants
to reserve bandwidth for three circuits, from source host 𝑆 to destination hosts 𝐷1

, 𝐷2, and 𝐷3.

The resource abstraction captures the constraints from all networks using the set
of linear inequalities, as depicted in Table 4. Specifically, the variables 𝑓1, 𝑓2, 𝑓3

Table 4 – Resource abstraction for the reservation request from Figure 10b

Network Linear Inequalities ID
𝑓1 + 𝑓2 + 𝑓3 ≤ 100 Π11
𝑓1 + 𝑓2 + 𝑓3 ≤ 40 Π12Member Network 1
𝑓1 + 𝑓2 + 𝑓3 ≤ 100 Π13
𝑓2 + 𝑓3 ≤ 40, 𝑓1 ≤ 10 Π21Member Network 2
𝑓2 + 𝑓3 ≤ 100, 𝑓1 ≤ 10 Π22
𝑓2 + 𝑓3 ≤ 10 Π31
𝑓2 ≤ 10 Π32Member Network 3
𝑓3 ≤ 10 Π33
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represent the available bandwidth that can be reserved for (𝑆, 𝐷1), (𝑆, 𝐷2), and
(𝑆, 𝐷3), respectively. Each linear inequality represents a constraint on the reservable
bandwidths over different shared resources by the three circuits. For example, the
inequality Π11 indicates that all three circuits share a common resource and that
the sum of their bandwidths can not exceed 100 Gbps.

After removing the redundant inequalities of each member network, the resource
abstraction of each member network is:

Network Linear Inequalities ID
Member Network 1 𝑓1 + 𝑓2 + 𝑓3 ≤ 40 Π12
Member Network 2 𝑓2 + 𝑓3 ≤ 40, 𝑓1 ≤ 10 Π21
Member Network 3 𝑓2 + 𝑓3 ≤ 10 Π31

Table 5 – Resource abstraction for the reservation request from Figure 10b after removing
the redundant inequalities.

Although each domain may already conduct redundancy optimization, there can be
cross-domain redundancy. For example, the constraint Π31 at member network 3
(𝑓2 + 𝑓3 ≤ 10) can eliminate those at member network 1 (𝑓1 + 𝑓2 + 𝑓3 ≤ 40) and
member network 2 (𝑓2 +𝑓3 ≤ 40). Using a classic compression algorithm (TELGEN,
1983), we can remove this cross domain redundancy. Therefore, the compressed
multi-domain set of linear inequalities will contain:

𝑓1 ≤ 10, 𝑓2 + 𝑓3 ≤ 10. (2.1)

2.4.3 Abstracted Network Inventory (ANI)

MUDED also implements a novel mechanism to proactively construct service-
optimized network views over the same network infrastructure. This novel mechanisms is
incorporated into the Abstracted Network Inventory (ANI) component. The ANI receives
two inputs (See Fig. 11): (i) services requirements from a catalog, and (ii) a network
inventory representation. Both inputs guide the right level of abstraction to generate a
Logical Network Inventory (LNI). Each LNI is optimized to a service in terms of its
requirements such, as CPU, memory, latency, etc. Every new service in a catalog triggers
the creation of another LNI that will be part of the optimized network inventory.

We illustrate the LNI generation with an example given in Figure 12. The left
side of this figure shows two network services, where the numbers in rectangles represent
requested CPU capacity, and the numbers near the links represent required bandwidth
capacity. The network service 1 (ns1 ) connects two VNFs (nf1 and nf2 ) with 45 units of
bandwidth on the edge between them. The network service 2 (ns2 ) requires the bandwidth
5 over the edge (nf2, nf4 ) and 15 units over the edge (nf3, nf5 ), and the CPU resources
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Figure 11 – ANI: Logical Network Inventory (LNI) generation

60, 70, 65 at VNFs nodes, nf3, nf4, and nf5, respectively. Figure 12 (right side) also
depicts a network inventory. The number near the links is the available bandwidth, and
the numbers in rectangles represent the available CPU resources at the vertices. Once the
process of determining an LNI is performed, the network inventory contains two logical
graphs 𝐿𝑁𝐼𝑖 = {𝐿𝑛𝑠1, 𝐿𝑛𝑠2}, where each graph has a dedicated subset of vertices and
edges, which represent an optimized network view to the requirements of each network
service. Note that also a vertex (𝑣𝑐) is overlapped since 𝑉 (𝐿𝑛𝑠1) ∩ 𝑉 (𝐿𝑛𝑠2) = {𝑣𝑐}.
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Figure 12 – An example of Network Service & Network Inventory & Logical Network
Inventory (LNI).

2.5 Concluding Remarks
The collaboration between networks and applications brings benefits to both par-

ties, yet realizing it is non-trivial. In this chapter, we review huge possibilities in designing
and implementing NAI by application-aware networking and network-aware applications.
We design MUDED, an NAI possibilities discovery and exposure framework to address
the key barriers of systematically realizing NAI.

Future research to extend the studies in this chapter should understand the short-
comings contained herein. Among the most important improvements that can be made
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on this study, we highlight:

• Although Chapter 3 will provide more information about the ALTO, the ALTO-
based specification of a resource discovery language and resource information expo-
sure is not explained sufficiently. However, while not explained in this chapter, this
specification is under discussion with other members into the IETF ALTO WG for
an eventual adoption in the next ALTO re-chartering.

• There is no discussion on where MUDED is to be used (i.e., datacenter, Cooperate,
WAN) and for what (e.g., resource trading, fast connection setup, CDN optimiza-
tion). Future activities will detail information about potential embodiment scenar-
ios, such as network resource reservation systems. Such applications are looking
for optimal configurations in data center network topologies (e.g., fat-tree) where
a large number of paths are designed between any end-host pairs to achieve full
bandwidth.

• MUDED may rise to privacy and security issues. Therefore, it is necessary a sys-
tematic review of the system design to ensure that queries to the network can
provide enough information without compromising the privacy of clients/applica-
tions. As emphasized in the next chapter, mechanisms to ensure that information is
transformed and aggregated will be explored to deal with the network information
exposure issues.
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3 Multi-domain Information Exposure & Dis-
covery using ALTO

3.1 Introduction
Many multi-domain use cases are emerging with the development of new tech-

nologies, such as software-defined networking (SDN), network function virtualization
(NFV), and 5G. Examples of such use cases include multi-domain, collaborative data
sciences (CMS, 2008; LCLS, 2020; LHC, 2020; SKA, 2020), multi-domain service function
chaining (SFC) (ALLIANCE, 2015; HALPERN; PIGNATARO, 2015; KATSALIS et al.,
2016; ETSI, 2020), and multi-domain SDN (XIANG et al., 2018; GUPTA et al., 2015;
MARQUES et al., 2009). Such use cases can benefit substantially from the exposure of
network information, with which users can perform application-layer resource optimiza-
tion to improve the performance.

The Application-Layer Traffic Optimization (ALTO) protocol (ALIMI et al., 2014)
already introduces basic mechanisms (e.g., modularity, dependency) and abstractions
(e.g., map services) for applications to take optimized actions based on network informa-
tion. However, exposing network information to support multi-domain use cases places
additional requirements that existing solutions such as the current ALTO design do not
satisfy. First, abstractions that aggregate multiple networks into a single, virtual network
are required to simplify the application-layer optimization conducted by end-users. Sec-
ond, such abstractions need to provide a unified representation of multiple resources (e.g.,
networking, computation, and storage) in multiple networks.

This chapter reviews standardization efforts and research project solutions in the
context of multi-domain scenarios (Section 3.2). Then, we introduce the IETF ALTO
protocol, including the key components, architecture, its evolution and the current re-
chartering discussion towards the support of new use cases (Section 3.3). Section 3.4
presents several important multi-domain use cases that can benefit substantially from
network information discovery and exposure using ALTO. Next, as a main contribution,
this chapter elaborates the key design requirements of network information exposure to
support those use cases (Section 3.5). Finally, before concluding (Section 3.7), another
main contribution of this chapter is to summarize novel mechanisms and abstractions
based on recent research to improve the ALTO framework in the multi-domain settings
(Section 3.6).
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3.2 Multi-domain Approach: Context
Different standardization efforts (e.g., IETF, MEF, ETSI, NGMN) and research

projects activities (e.g., 5GEx (BERNARDOS et al., 2016), T-NOVA (T-NOVA, 2014),
5G-Transformer (5G-TRANSFORMER, 2017), MATILDA (MATILDA, 2017), VITAL (VI-
TAL, 2015)) have been focused on multi-domain network service chaining. Standardiza-
tion is essential to provide recommendations to create interoperable architectures with
standardized protocols, and solutions (being developed by different projects) are address-
ing a diverse range of requirements to provide network services provided using multiple
domains.

3.2.1 Standardization Activities

• IETF: Service chaining that span domains owned by single or multiple adminis-
trative entities are being discussed in the IETF. The Hierarchical Service Function
Chaining (hSFC) (DOLSON et al., 2018), for example, defines an architecture to
deploy SFC in large networks. This RFC proposes to decompose the network into
smaller domains (domains under the control of a single organization). Another pro-
posed initiative is (LI et al., 2018) that describes SFC crossing different domains
owned by various organizations (e.g., ISPs) or by a single organization with ad-
ministration partitions. The proposed architecture uses an SFC eXchange Platform
(SXP) to collect and exchange information (topology, service states, policies, etc.)
between different organizations and it works both in centralized (Multiple SFC
domains connected by a logical SXP) and distributed (SXP server as a broker)
environments.

Another initiative is the Network Function Virtualization Research Group (NFVRG).
The draft “Multi-domain Network Virtualization” (BERNARDOS et al., 2018) envi-
sions a complete end-to-end logical network as stitching services offered by multiple
domains from multiple providers. It also points to the need for creating solutions
that enable the exchange of relevant information (resources and topologies) across
different providers.

• ETSI: The European Telecommunication Standards Institute (ETSI) for Network
Functions Virtualization (ISG NFV) is paving the way toward viable architectural
options supporting the efficient placement of functions in different administrative
domains. More specifically, the document (European Telecommunication Standards
Institute, 2018) reports different NFV MANO architectural approaches with use
cases related to network services provided using multiple administrative domains.
Besides, it gives a non-exhaustive list of key information to be exchanged between
administrative domains (monitoring parameters, topology view, resource capabili-
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ties, etc.) and recommendations related to security to permit the correct and proper
operation of the final service.

• MEF: With its work on the Service Operations Specification MEF 55 (Metro Eth-
ernet Forum, 2019), MEF has defined a reference architecture and framework for
describing functional management entities (and interfaces between them) needed to
support Lifecycle Service Orchestration (LSO). This LSO architecture enables au-
tomated management and control of E2E connectivity services across multiple op-
erator networks. Automated service management includes fulfillment, control, per-
formance, assurance, usage, security, analytics, and policy capabilities that make
it possible, for example, expanding the footprint of service providers to interact
with potentially several operators to manage and control the access portions of E2E
services.

• NGMN. Next Generation Mobile Networks (NGMN) in (NGMN Alliance, 2017)
provides key requirements and high-level architecture principles of Network and
Service Management including Orchestration for 5G. Based on a series of user stories
(e.g., slice creation, real-time provisioning, 5G end-to-end service management), the
document establishes a common set of requirements such as self-healing, scalability,
testing and automation, analysis, and modeling.

The document (NGMN Alliance, 2018) defines the requirements necessary that char-
acterize an End-to-End framework. It considers three possible orchestration archi-
tecture: (i) Vertical (Hierarchical), which involves processes that ranges from the
business level to lower level resource instantiations, (ii) Federated, when the services
are provisioned over multiple operators’ networks or over various domains, and (iii)
Hybrid (Federated and Vertical), that include characteristics of both federated and
vertical orchestration.

3.2.2 Research projects

Several projects include an architectural model integrating NFV management with
SDN control capabilities to address the challenges towards flexible, dynamic, cost-effective,
and on-demand service chaining (SGAMBELLURI et al., 2017; VITAL, 2015; T-NOVA,
2014; 5G-TRANSFORMER, 2017; MATILDA, 2017):

• The 5G Exchange (5GEx) project (BERNARDOS et al., 2016) aims to integrate
multiple administrations and technologies through the collaboration between opera-
tors in the context of emerging 5G networking. Formed by a consortium of vendors,
operators, and universities, 5GEx allows end-to-end network and service elements
to mix in multi-vendor, heterogeneous technology, and resource environments. In
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such a way, the project targets business relationships among administrative do-
mains, including possible external service providers without physical infrastructure
resources.

• (VITAL, 2015; T-NOVA, 2014) follow a centralized approach where each domain
advertises its capabilities to a federation layer, which will act as a broker.

The H2020 VITAL project addresses the integration of Terrestrial and Satellite net-
works through the applicability of two key technologies such as SDN and NFV. The
main VITAL outcomes are (i) the virtualization and abstraction of satellite network
functions and (ii) supporting Multi-domain service/resource orchestration capabili-
ties for a hybrid combination of satellite and terrestrial networks (PROJECT, 2016).

The focus of the FP7 T-NOVA project is to design and implement an integrated
management architecture for the automated provision, configuration, monitoring
and optimization of network connectivity and Network Functions as a Service (NFaaS).
Such architecture includes: (i) a micro-service based on NFV orchestration platform–
called TeNOR (RIERA et al., 2016), (ii) an infrastructure visualization and man-
agement environment, and (iii) an NFV Marketplace where a set of network services
and functions can be created and published by service providers and, subsequently,
acquired and instantiated on-demand by customers or others providers.

• The 5G-Transformer project (5G-TRANSFORMER, 2017) is defining flexible slic-
ing and federation of transport networking and computing resources across multiple
domains. This project consists of a group of 18 companies including mobile opera-
tors, vendors, and universities. The objective of the project is to transform current’s
mobile transport network into a Mobile Transport and Computing Platform (MTP)
based on SDN, NFV, orchestration, and analytics, which brings the Network Slicing
paradigm into mobile transport networks.

Likewise, 5G-Transformer defines three new components to the proposed architec-
ture: (i) vertical slicer as a logical entry point to create network slices, (ii) Ser-
vice Orchestrator for end-to-end service orchestration and computing resources,
and (iii) Mobile Transport and Computing Platform for integrating fronthaul and
backhaul networks. The Service Orchestrator is the main decision point of the sys-
tem. It interacts with others Service Orchestrators (SOs) to the end-to-end service
(de)composition of virtual resources and orchestrates the resources even across mul-
tiple administrative domains.

• The MATILDA project (MATILDA, 2017) is to design and develop a holistic frame-
work that supports the interconnection among the development of 5G end-to-end
applications, the creation of the required computational and networking infrastruc-
ture (using an application-aware network slice), and the networking mechanisms ac-
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tivation for the support of the industry vertical applications. The MATILDA frame-
work includes a multi-site virtual infrastructure manager supporting the multi-site
management of the allocated resources (per network slice), along with a multi-site
NFVO supporting the lifecycle management of the network functions.

3.3 ALTO Background
Applications can benefit from network information exposure to make them more

flexible in terms of rate adaptation, transmission time, server/path selection, among oth-
ers. The IETF Application Layer Traffic Optimization (ALTO) protocol provides network
information that applications use for modifying network resource consumption patterns
while improving their performance.

The ALTO protocol (ALIMI et al., 2014), published in 2014, specifies an information-
publishing interface to provide abstract network information between an ALTO client and
an ALTO Server. The network information is conveyed in the form of abstract Map Ser-
vices (Network Map and Cost Map) by an ALTO server (see Fig. 13). A Network Map
divides all endpoints (e.g., IPv4/IPv6 addresses or prefixes) in Provider-Defined Identifiers
(PIDs) and a Cost Map allows ALTO clients (i.e., applications) to determine preferences
between each pair of PIDs (PEREZ et al., 2016). Since then, ALTO has been considered
in different use case applications such as P2P, Content Delivery Networks (CDNs), and
data center applications.

3.3.1 Key Concepts

The information presented in this subsection is basically referenced by the RFCs
7285 (ALIMI et al., 2014), 5693 (SEEDORF; BURGER, 2009), and 7971 (STIEMERLING
et al., 2016).

• ALTO Server: An ALTO server is a logical entity that provides Rest-based APIs
to consult ALTO information services. The ALTO specification allows that at least
three entities can operate as an ALTO server:

– Network operators: An entity that has a detailed knowledge of its network
topology information, such as Network Service Providers (NSPs). Usually, the
source of the network information and the ALTO server are part of the same
organization.

– Third parties: This entity is separate from network operators; however, it
could be able to retrieve network information from arrangements with network
operators. For example, CDNs.
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Figure 13 – Concept of ALTO and two main services: Network Map and Cost Map.

– User communities: Entities not associated with network providers, who may
obtain network information from public data, running distributed measurement
for estimating a particular topology.

• ALTO Client: An ALTO client is a logical entity sending ALTO queries to gather
guiding information from the ALTO server. Depending on the application architec-
ture, an ALTO client can be situated as:

– Resource consumer: When the ALTO client is located on the actual host
that runs the application. For example, a P2P file sharing application trying
to connect to other destination peers without using a Tracker, such as edon-
key (HECKMANN; BOCK, 2002).

– Resource directory: A BitTorrent Tracker1 would be an example of this type
of ALTO client. The Tracker acts as an ALTO client and resource consumers
(peers) ask for a list of destination peers that can provide the desired resource.

• ALTO Client Protocol: It is used for sending queries from an ALTO client to an
ALTO server as well as transmit the corresponding ALTO replies from the ALTO
server to the ALTO client.

3.3.2 ALTO Evolution

Before the ALTO base protocol, the ALTO problem statement (SEEDORF; BURGER,
2009) and requirements (KIESEL et al., 2012) were published in 2009 (RFC5693) and 2012
(RFC6708), respectively. Afterward, several extensions have been standardized, such as
deployment considerations (RFC7971) (STIEMERLING et al., 2016), a multi-cost map
to retrieve several cost metrics in a single query/response transaction (RFC8189) (RAN-
DRIAMASY et al., 2017), and server discovery (RFC7286) (SONG et al., 2014) and
cross-domain server discovery (RFC8686) (KIESEL; STIEMERLING, 2020) to identify a
topologically nearby ALTO server or ALTO servers outside of a network domain, respec-
tively.
1 <https://wiki.theory.org/BitTorrentSpecification#Tracker_HTTP.2FHTTPS_Protocol>

https://wiki.theory.org/BitTorrentSpecification#Tracker_HTTP.2FHTTPS_Protocol
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In addition, the current ALTO Working Group (WG) charter (2014) is very close
to finalizing its milestones with new extensions:

• ALTO Cost Calendar (RANDRIAMASY et al., 2020): It provides ALTO cost
values where each value corresponds to a specific time interval (currently in the
RFC editor queue).

• ALTO Incremental Updates Using Server-Sent Events (SSE) (ROOME;
YANG, 2020): It allows an ALTO Server to expose ALTO cost values to specified
time intervals (currently in the RFC editor queue).

• CDN Interconnection (CDNI) Advertisement using ALTO: (SEEDORF et
al., 2020): It defines a new ALTO service to provide CDNI footprint and capabilities
advertisement interface (FCI) information (passed WG last call).

• ALTO Path Vector Extension: (GAO et al., 2020b): It introduces a new cost
type to provide more detailed routing information using Abstract Network Elements
(ANEs).

• ALTO Performance Cost Metrics: (WU et al., 2020): It presents a set of new
network performance metrics, including network delay, jitter, packet loss rate, hop
count, and bandwidth.

• Unified properties for the ALTO protocol: (ROOME et al., 2020): It gener-
alizes the concept of ALTO endpoint properties by presenting those as “property
maps”.

3.3.3 ALTO Architecture

ALTO already provides a generic architecture to expose network information for
applications to improve their performance. Figure 14 presents a high-level overview of key
ALTO mechanisms and abstractions.

In particular, ALTO introduces generic mechanisms such as:

• Modularity and flexibility through an explicit division of ALTO network information
into (network) information resources.

• An information resource directory (IRD) providing a list of available information
resources in an ALTO server.

• Information consistency (tag, dependency, multi-info resources [ALTO-MULTIPART])
to specify a dependency among different information resources.
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Figure 14 – High Level ALTO Architecture.

• A generic framework with Server-Sent Events (SSEs) [ALTO-SSE] to perform stream-
control, push, incremental update of information resources.

ALTO also introduces generic abstractions, such as:

• Entities such as endpoints, aggregation of endpoints (PID), ANEs. A network/prop-
erty map consists of a set of entities.

• Paths traversing a network/property map from (some types) of a source entity to
a destination entity. Each Path has properties called cost metrics (e.g., routingcost,
PerfMetrics, MultiCost, CostCalendar). The ECS queries endpoint to endpoint and
the cost map queries aggregation to aggregation.

• A set of paths can form a co-flow (path vector), with shared ANEs cross the co-flows.

• Each entity supports inheritance and can have capabilities and a set of properties.

Another generic concept introduced is the filter so that information resources can
be filtered (e.g., filtered network map, filtered cost map). Besides, each individual infor-
mation resource is provided as a RESTful service with a very simple, but well-working
grammar (essentially JSON grammar (BRAY, 2017)).

3.3.4 ALTO Re-Chartering

Currently, technical discussions are taking place on re-chartering the WG to sup-
port the emerging new uses of ALTO. Following a use-case driven approach, five groups
of ALTO service extensions are being sought: (i) extensions for cellular networks; (ii)
extensions for Multi-access Edge Computing (MEC); (iii) extensions for huge data; (iv)
extensions for inter-domain; and (v) ALTO optimizations.



Chapter 3. Multi-domain Information Exposure & Discovery using ALTO 57

Each group includes a list of personal drafts2 proposing extensions for specific use
cases such as cellular information exposure, multi-domain network information exposure,
determine service edge, delivering functions over edge computing, predictive throughput
for TCP reactive flows, generic query language, in-bound/out-bound network information
exposure, HTTP/2/3 support, multi-part message, among others.

3.4 Motivating Multi-domain Use Cases & ALTO Benefits
A common setting in many emerging applications (e.g., data-intensive science ap-

plications, flexible inter-domain routing, multi-domain service function chaining) is that
the traffic from a source to a destination traverses multiple network domains. Such appli-
cations can benefit substantially from network information exposure to make application-
layer resource optimization and improve their performance.

Next, we review several important multi-domain use cases that can benefit sub-
stantially from network information exposure using ALTO:

3.4.1 Multi-domain, collaborative data sciences

Many of today’s premier science experiments, such as the Large Hadron Collider
(LHC)3 and the Square Kilometre Array (SKA)4, rely on finely-tuned workflows that
coordinate geographically distributed resources (e.g., instrument, compute, storage) to
enable scientific discoveries. One example is the movement of LHC data from Tier 0 (i.e.,
the data center at the European Organization for Nuclear Research, known as CERN)
to Tier 1 (i.e., national laboratories) storage sites around the world. Another example is
that the Fermilab is experimenting with moving the exascale LHC workflow to Amazon
EC2 for more computation power (HOLZMAN et al., 2017).

The key to supporting these distributed workflows is the ability to orchestrate
multiple resources across multiple network domains to facilitate predictable workflow
performance (e.g., available bandwidth, packet loss rate). As such, multi-domain network
information exposure is a cornerstone to enable this ability.

• How can multi-domain resource orchestration benefit from ALTO?

One key design challenge for multi-domain resource orchestration is its resource
information model. Existing design options such as resource graph and ClassAds
are inadequate because they cannot simultaneously (i) allow member networks to

2 https://www.ietf.org/proceedings/108/slides/slides-108-alto-one-slide-alto-extensions-for-recharter-
discussion-03

3 https://home.cern/topics/large-hadron-collider
4 https://www.skatelescope.org/
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Figure 15 – Multi-domain resource orchestration.

provide accurate information on different types of resource, (ii) avoid the exposure
of private information of member networks such as topology, and (iii) allow data an-
alytics jobs to describe their requirements of different types of resources accurately.

In contrast, ALTO is well suited for providing a generic representation that (i)
allows different types of data analytics jobs to accurately describe their resource
requirements, and (ii) allows member networks to provide accurate information on
different types of resources they own and at the same time maintain their privacies.

• Example

Consider an example of three member networks in Figure 15, where 𝑆1 and 𝑆2

are storage endpoints, and 𝐷1 and 𝐷2 are computation endpoints. Assume a data
analytics job is composed of two parallel flows 𝐹1 and 𝐹2. 𝐹1 needs dataset 𝑋 as
input, and 𝐹2 needs dataset 𝑌 as input.

Using the ALTO endpoint property service, an ALTO client in the resource or-
chestrator can discover that 𝐷1 satisfies the computing requirements of 𝐹1, and
𝐷2 satisfies the computing requirements of 𝐹2. Hence there are only two candidate
endpoint pairs: 𝐹1 : (𝑆1, 𝐷1) and 𝐹2 : (𝑆2, 𝐷2).

Afterward, the ALTO client can retrieve the bandwidth availability/sharing infor-
mation of flows 𝐹1 and 𝐹2 using the ALTO path vector extension. With such in-
formation, the resource orchestrator can make the optimal resource orchestration
decision to reserve 30 Gbps bandwidth for task 𝐹1, and 30 Gbps bandwidth for task
𝐹2.

3.4.2 Multi-domain Service Function Chaining (SFC)

This use case refers to building E2E services by composing multiple service func-
tions (SFs) in an abstract sequence across multiple network domains (SUN et al., 2018).
It is identified as an important value-added service in 5G (KATSALIS et al., 2016; ETSI,
2020). Exposing multi-domain network and resource information (e.g., link bandwidth,
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Figure 16 – ALTO as part of the SFC eXchange Platform.

CPU utilization) can substantially improve the efficiency of constructing and managing
such SFCs.

• How can multi-domain SFC benefit from ALTO?

A “dialogue” between potential domains that provide multi-domain SFC could be
beneficial for more efficient use of resources and increasing the SFC performance.
However, constrained knowledge of the network services and underlying network
topology based only on localized views from the point of view of a single domain
limits the potential and scope for multi-domain SFC.

ALTO (and customized ALTO extensions) can be used to offer aggregated/ab-
stracted views on various types of information, including domain-level topology,
storage resources, computation resources, networking resources, and SF capabili-
ties. This generic representation contributes to a more simple and scalable solution
for resource and service discovery in multi-domain, multi-technology environments.

• Example

Figure 16 shows a SFC eXchange Platform (SXP), connecting three different do-
mains (𝐴𝑆1, 𝐴𝑆2, 𝐴𝑆3). A SXP is a logical entity to make possible the negotiation
between different domains, and it could be deployed, for example, in future Software-
defined IXP (as a trusted third-party platform) (LI et al., 2020a).

In this scenario, each domain provides different SFs: 𝐴𝑆1 = {𝑆𝐹1}; 𝐴𝑆2 = {𝑆𝐹2, 𝑆𝐹3};
and 𝐴𝑆3 = {𝑆𝐹3}. The SXP also includes an ALTO server component to provide
abstract topology, resource, and service information for the high-level control plane
in each domain (PEREZ et al., 2018).

The ALTO Property Map Service (ROOME et al., 2020) can provide a clear global
view of the resource information offered by other domains. This information allows
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discovering which candidate domains may be contacted to deliver the remaining
requirements of a requested end-to-end service deployment. In our example, the
Property Map (see Table 6) includes a property value grouped by AS. This value
contains the supported SFs. Additional properties could be considered, such as re-
source availability (e.g., CPUs, Memory, and Storage), orchestrator entry points,
etc.

Domain Capabilities Entry Point CPU Memory Storage ...
𝐴𝑆1 {𝑆𝐹1} http://... ... ... ... ...
𝐴𝑆2 {𝑆𝐹2, 𝑆𝐹3} http://... ... ... ... ...
𝐴𝑆3 {𝑆𝐹3} http://... ... ... ... ...

Table 6 – ALTO Property Map Example

Once the candidate domains are discovered, it is necessary to compute multi-domain
SF paths to select the SF location from those different candidate domains. The
connectivity information among discovered domains can be retrieved by an ALTO
Cost Map service. In our example, the Cost Map defines a path vector as an array of
ASes, representing the AS-level topological distance for a given SFC request. Table 7
shows a brief example of a service request and its multi-domain SF path response
containing a list of potential domains to be traversed to deliver such service.

SFC Request Multi-domain Service Function Path(s)
{SF1 → 𝑆𝐹2 → 𝑆𝐹3} 1:{𝐴𝑆1 : 𝑆𝐹1 → 𝐴𝑆2 : 𝑆𝐹2 → 𝐴𝑆2 : 𝑆𝐹3}

2:{𝐴𝑆1 : 𝑆𝐹1 → 𝐴𝑆2 : 𝑆𝐹2 → 𝐴𝑆3 : 𝑆𝐹3}

Table 7 – ALTO Cost Map Example

3.4.3 Multi-domain Software-Defined Networking (SDN)

Network providers are expanding the fine-grained capability of SDN from intrado-
main set-up to multi-domain settings to provide flexible interdomain routing as a valuable
service (XIANG et al., 2018; GUPTA et al., 2015; MARQUES et al., 2009). Users of this
service can specify routing actions at the provider network based on flexible matching
conditions of flow parameters such as TCP/IP 5-tuple. This service requires provider net-
works to expose their available routing information to users. However, handling routing
information of each network individually is too complex for users. As such, a multi-domain
network exposure solution that aggregates information of multiple networks into a single
abstraction can simplify the use of this service.

• How can flexible interdomain routing benefit from ALTO?

ALTO provides provider ASes a standardized approach to expose its routing capa-
bility to client ASes. Traditional interdomain routing protocols such as BGP are
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Figure 17 – Flexible interdomain routing for DDoS mitigation.

not good options because they only expose the currently used routes, limiting client
ASes’ choices to specify flexible routes. In contrast, ALTO and its extensions pro-
vide interfaces for provider ASes to expose not only currently used routes, but also
available yet unused routes, to client ASes so that they can have the flexibility to
specify different routes for different data traffic.

• Example

Consider the example in Figure 4. 𝐴𝑆𝐴 is compromised and being used to send
DDoS traffic to 𝐴𝑆𝐸. Without flexible interdomain routing, 𝐴𝑆𝐸 can setup a firewall
locally, but normal traffic from 𝐵 to 𝐸 will still be congested at 𝐶 −𝐷 −𝐸 due to
the existence of malicious traffic from 𝐴 to 𝐸. If 𝐴𝑆𝐶 provides a flexible interdomain
routing service, AS E can specify such a firewall at 𝐴𝑆𝐶 to block DDoS traffic from
𝐴, and at the same time avoid the congestion of normal traffic from 𝐵 to 𝐸.

3.5 ALTO Requirements on Multi-domain Network Information
Exposure and Discovery
Supporting previous use cases with multi-domain network information exposure

and discovery requires new features and extensions which are not fully satisfied by the
current ALTO design. To appreciate such ALTO limitations, consider a P2P application
example (the first and main use case for the development of ALTO (STIEMERLING et
al., 2016)). Figure 18 depicts a tracker-based P2P application with a global tracker (ALTO
client) in domain 𝐴 accessing ALTO servers at two ISPs (domains 𝐵 and 𝐶). Using the
current ALTO client protocol, the ALTO server in each domain will provide only local
information to ALTO clients, i.e., the tracker will receive only partial information of a
single domain (domain 𝐵 or domain 𝐶). On the other hand, using an ALTO server-to-
server protocol, ALTO servers would be able to exchange information and the ALTO client
would receive merged information from multiple domains. In the example (See Fig. 18),
the tracker will receive merged information from domain 𝐴 and domain 𝐵.

Next, we list several design issues of using ALTO to provide multi-domain in-
formation. Such issues can be roughly categorized in three aspects: (i) communication
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client protocol and (ii) ALTO server-to-server protocol.

mechanisms; (ii) conceptual query interfaces and data representation; and (iii) computa-
tion model.

• Communication Mechanisms

3.5.1 Server-to-Client ALTO communication

In multi-domain scenarios, it is not possible to optimize the traffic with only locally
available network information. For example, compute costs for source/destination
pairs correctly if a source and/or a destination is outside the domain it belongs to.
Therefore, communications among multiple ALTO servers are necessary to exchange
detailed network information of multiple domains. The ALTO protocol specification
states (See Section 3.1 of (ALIMI et al., 2014)) that “It may also be possible for an
ALTO server to exchange network information with other ALTO servers (either
within the same administrative domain or another administrative domain with the
consent of both parties) in order to adjust exported ALTO”. However, such a protocol
is outside the scope of the specification.

3.5.2 Domain connectivity discovery

To find the resources shared by different source/destination pairs, an application
needs to discover which domains are involved in the data movement of each node
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pair. Besides, a set of candidate paths needs to be computed in order to know how
to reach a remote destination node. The current ALTO extensions do not have this
feature.

3.5.3 ALTO server discovery

Once the multi-domain connectivity discovery is performed, an application needs
to be aware of the presence and the location of ALTO servers to get appropriate
guidance. Those ALTO servers will be located in different domains, so that multi-
domain ALTO server discovery mechanisms are also needed.

• Conceptual Query Interfaces and Data Representation

3.5.4 Single-domain composition

In the current ALTO framework, each domain can have its own representation of
the same network information. For example, suppose that the path cost for member
domain 𝐵 (See Fig. 15) is utilization charge instead of available bandwidth. In this
case, both values are not comparable together. Even, if all the member domains
have the same utilization charge property, there may not necessarily have a uniform
form of billing because each member domain is autonomous. Member domain 𝐴

may charge using dollar, member domain 𝐵 may charge using euros, while member
domain 𝐶 may use some form of local units. Therefore, it is necessary to design
multi-domain composition mechanisms, so that network information in multiple
domains are adapted together to a single and consistent “virtual” abstraction.

3.5.5 Simple resource query language

Applications also need to express their requirements in a query. For example, find
the bandwidth the network can provide for flow 𝐹1(𝑆1, 𝐷1) subject to reachability
requirements (e.g., from 𝑆1 to 𝐷1), bi-direction symmetry (e.g., data traffic from 𝑆1

to 𝐷1 and from 𝐷1 to 𝑆1), waypoint traversal (e.g., 𝐹2 must traverse one middlebox
𝑚1), blacklist of devices (e.g., 𝐹1 should not pass a certain device 𝑚2), link/node
disjointness (e.g., 𝐹1 and 𝐹2 flows being transmitted along two link-disjoint paths),
and QoS metrics (e.g., the bandwidth of the flow 𝐹1 needs to be at least 30 Gbps).
The current query interface in ALTO (e.g., filtered network/cost map) can not
express such flexible queries.

• Computation Model
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3.5.6 Scalability

Resource-filtering mechanisms may effectively reduce the redundancy in the network
view. ALTO must have the capability to solve the optimization problems specified by
the applications’ requirements, which can be computationally expensive and time-
consuming. For example, the number of available paths for each flow is increased
exponentially with the number of domains involved, as does the number of available
configurations for a set of flows with both the network size and the number of flows.

3.5.7 Security & Privacy

The information provided by the ALTO protocol is considered coarse-grained in
several multi-domain use cases. New ALTO extensions have been designed to provide
fine-grained network information to the applications. Using these ALTO extension
services for multi-domain scenarios would raise new security and privacy concerns.

3.6 A multi-domain ALTO Framework: Envisioned solutions & on-
going efforts
In order to address the aforementioned issues, this section summarizes envisioned

solutions and on-going efforts to allow ALTO to expose network information across mul-
tiple domains. See Table 8 to identify the relationship between the key design issues and
their corresponding mechanisms to consider in a multi-domain ALTO framework.

Table 8 – Issues of applying the current ALTO framework in the multi-domain setting &
solutions

Current Key Issues Envisioned Mechanisms Reference(s) Sub-Section

Server-to-Client ALTO com-
munication

Server-to-Server ALTO
communication

(DULINSKI et al., 2015; XIANG et al., 2020c;
PEREZ; ROTHENBERG, 2020; PEREZ et al.,
2020b)

subsection 3.6.1

Domain connectivity discov-
ery

Multi-domain connectiv-
ity discovery

(REKHTER et al., 2006; VASSEUR et al., 2009;
KING; FARREL, 2012; GREDLER et al., 2016) subsection 3.6.2

ALTO server discovery Multi-domain ALTO
server discovery

(KIESEL; STIEMERLING, 2020; ROUX, 2006;
DONG et al., 2017) subsection 3.6.3

Single-domain composition Unified Resource Repre-
sentation

(XIANG et al., 2020b; XIANG et al., 2019; XI-
ANG et al., 2018) subsection 3.6.4

Simple resource query lan-
guage

Generic/Flexible query
language

(ETSI, ; ASSOCIATION, 2019b; SCHMIDT et
al., 2013; CLEMM et al., 2020) subsection 3.6.5

Scalability Computation complexity
optimization (GAO et al., 2018; XIANG et al., 2018) subsection 3.6.6

Security & Privacy Security/Privacy preserv-
ing (XIANG et al., 2020c; XIANG et al., 2018) subsection 3.6.7
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Figure 19 – ALTO Server deployments5.

3.6.1 Server-to-Server ALTO communication

ALTO servers may consider either a hierarchical or mesh architectural deployment
design (DULINSKI et al., 2015). When a hierarchical architecture is used (See Fig. 19a),
ALTO servers in domain partitions gather locally-available network information and send
it to central server, which in turn merges data and distributes ALTO services. In a mesh
deployment (See Fig. 19b), ALTO servers may be set up in each domain independently,
connected to each other, and gathering the network information from other domains.

(XIANG et al., 2020c) presents Unicorn, a resource orchestration framework for
multi-domain, geo-distributed data analytics. This work proposes a collaborative approach
with one or more ALTO servers deployed in each member domain. Unicorn also contains
an ALTO client that communicates with the ALTO servers at member networks to retrieve
resource information. The key information to be provided by the use of ALTO including
different types of resources, e.g., the computing, storage, and networking resources.

(PEREZ; ROTHENBERG, 2020; PEREZ et al., 2020b) propose an ALTO-based
Broker-assisted architecture where a broker plane works as a coordinator between a set of
top-level control planes, i.e., Multi-domain Orchestrator (MdOs). A logically centralized
ALTO server provides abstract maps with a simplified information view about MdOs in-
volved in the federation. This information includes the abstract network topology, resource
availability, and capabilities.

3.6.2 Multi-domain connectivity discovery

Multi-domain mechanisms combining domains sequence computation and paths
computation need to be defined, or standardized computation protocols could be leveraged
for inspiring this design requirement. In the latter case, the IETF has a set of well-defined
protocols, such as BGP (REKHTER et al., 2006), PCE (VASSEUR et al., 2009; KING;
FARREL, 2012), or BGP-LS (GREDLER et al., 2016).
5 Figures source: <https://datatracker.ietf.org/meeting/93/materials/slides-93-alto-2>

 https://datatracker.ietf.org/meeting/93/materials/slides-93-alto-2
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Figure 20 – Multi-domain end-to-end paths computation: (a) A PCE entity cooperates
with other PCE entities in adjacent domains, and (b) A PCE entity cooper-
ates with a parent PCE entity6.

The BGP protocol (REKHTER et al., 2006), for instance, provides multi-domain
sequence computation to know how to reach a destination by identifying the next hop
for IP traffic delivery; however, it does not advertise multiple alternative routes. BGP-
LS (GREDLER et al., 2016) allows visibility of the network topology (real physical or
abstracted) and export traffic engineering information with external domains using the
BGP routing protocol.

Following the PCE-based architecture (VASSEUR et al., 2006) for computing op-
timal multi-domain end-to-end paths, (VASSEUR et al., 2009) and (KING; FARREL,
2012) define mechanisms where a PCE entity cooperates either with other PCE entities
in adjacent domains (See Fig. 20a) or with a parent PCE entity (See Fig. 20b), respec-
tively. A mix between BGP-LP and PCE may also be considered, with the first one
providing topology/link-state network information, and with the second one making the
necessary path computations between domains.

3.6.3 Multi-domain ALTO server discovery

The ALTO cross-domain server discovery document (KIESEL; STIEMERLING,
2020) specifies a procedure for identifying ALTO servers outside of the ALTO client’s
own network domain. This document specifies an ALTO cross-domain server discovery
procedure for client-side usage inspired by Location Information Server (LIS) Discovery
Using IP Addresses and Reverse DNS (THOMSON; BELLIS, 2014), and reuses parts of
the basic ALTO Server Discovery procedure (SONG et al., 2014).

Other mechanisms could also be leveraged, such as those based on PCE or BGP
architectures. For example, RFC4674 (ROUX, 2006) proposes a set of functional require-
ments to allow a Path Computation Client (PCC) to automatically and dynamically
6 Figures source: A Survey on the Path Computation Element (PCE) Architecture
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discover the location of PCEs entities (including additional information about supported
capabilities) for each controller domain. Inline with those requirements, (DONG et al.,
2017) is defining extensions to BGP to also carry PCE discovery information. Specifically,
this document extends BGP to allow a PCE entities to advertise their location and some
useful information to a PCC for the PCE selection.

3.6.4 Unified Resource Representation

Although the existing abstractions (network/cost map, unified property, and path
vector) are already powerful, they cannot handle the composition across multiple do-
mains. Therefore, multi-domain composition mechanisms are necessaries so that network
information from ALTO servers in multiple domains can fit into a single and consistent
“virtual” domain abstraction. Network maps, cost maps, unified entity properties, network
capabilities, and routing path abstractions (path vectors) of individual domains need to
follow a common semantic as well as be consistently integrated to provide the abstraction
of a single, coherent network to the applications.

(LACHOS et al., 2020; XIANG et al., 2020b; XIANG et al., 2019; XIANG et
al., 2018) propose the use of mathematical programming constraints for multi-domain
composition and represent the capacity regions for a set of flows. In particular, (XIANG
et al., 2020b) specifies a new cost metric called “variable-list”. This cost metric indicates
that the cost value is a list of variables that will be used in mathematical programming
constraints. It also introduces a new entity domain “cstr” (short for constraint), which
is registered in the property map. Each entity in the “cstr” domain has an identifier of
a constraint. Each constraint has one property, which represents the semantics of this
constraint, for example, a “bw-cstr” property indicates that this constraint represents the
bandwidth sharing among flows. This property is provided in information resources called
“Property Map Resource” and “Filtered Property Map Resource”.

3.6.5 Generic/Flexible query language

With a flexible and generic query language, the network can filter out a large
number of unqualified domains. The language specification could be inspired by standard
(e.g., 5G Slice Templates or ETSI NFV Network Service Descriptor) or pre-standard
(e.g., Socket Intents ) mechanisms (GAO et al., 2020a), implemented with a user-friendly
grammar (e.g., SQL-style query).

Table 9 summarizes the main standardization and pre-standardization efforts for
expressing features of services and applications. The application descriptors in MEC or
slice templates in GSMA and 3GPP, for instance, allow specifying the application re-
quirements in a static manner. Other methods such as the descriptors in ETSI ZSM and
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SDO Purpose Method to express Metrics
needs Edge VNF VIM E2E

ETSI ZSM A model-driven approach to
perform service and resource
management

Templates detailing virtual
function and virtual link re-
quirements

3 3 3

ETSI NFV-
IFA

Deployment template which
consists of parameters used
by the NFVO during lifecy-
cle of an NS

Descriptor templates detail-
ing virtual function require-
ments and virtual link needs

3 3

GSMA &
3GPP

5G network slice templates
with attributes that describe
the service characteristics

Templates with attributes &
values

3

ETSI MEC Application templates for
MEC environments that
specify resources and service
lifecycle aspects.

Descriptors detailing appli-
cation requirements

3 3 3

TM Forum Service requests and life-
cycle management through
standard APIs

Set of APIs with very spe-
cific purposes

3 3 3

Table 9 – Summary of Standardization and Pre-Standardization Efforts for Expressing
Features of Services and applications. Adapted from (GAO et al., 2020a).

ETSI NFV include the possibility of embedding indications to embed prompts to scale
the functions composing a service.

3.6.6 Computation complexity optimization

ALTO servers need to support mechanisms such as pre-computation, projection,
and/or compression to improve the scalability and performance. Such mechanisms should
effectively reduce the redundancy in the network view as much as possible while still
providing the same information.

For example, (GAO et al., 2018) describes equivalent transformation algorithms
that identify/remove redundant information to obtain a more compact view. Specifically,
authors propose a supplement to the ALTO path vector extension through three al-
gorithms, which can effectively reduce the redundancy in the network view while still
providing the same information as in the original path vectors. The equivalent aggrega-
tion algorithm compresses the original path vectors by aggregating the network elements
with the same set of pairs. The redundant constraints algorithm compresses the original
path vectors by removing the network elements that provide only redundant information.
Finally, the equivalent decomposition algorithm compresses the original path vectors by
decomposing redundant network elements to obtain the same end-to-end routing metrics.

Meanwhile, (XIANG et al., 2018) proactively discovers network resource informa-
tion for a set of flows, and project the pre-computed result to get the information when
receiving actual requests from applications. Specifically, given a set of member networks,
each network periodically sends updated information to an aggregator and when the net-
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work receives and successfully executes a resource request from the application, it sends a
notification to the aggregator with the request details so that the aggregator can update
the projected abstraction.

3.6.7 Security/Privacy preserving

ALTO needs mechanisms (with little overhead) that provide accurate sharing net-
work information, and at the same time, protects each member domain. This privacy-
preserving multi-domain information process may consider, for instance, a secure multi-
party computation (RAYKOVA, 2012).

For example, for collaborative science networks where member domains share re-
sources to conduct common tasks collaboratively (e.g., analytics, data transfers, and stor-
age), (XIANG et al., 2020c; XIANG et al., 2018) propose a semi-honest security model.
In this model, all member domains and an aggregator will not deviate from the security
protocol, but just try to collect information during the protocol execution. Specifically,
authors design a novel resource abstraction obfuscating protocol leveraging the random
matrix theory. In particular, each domain 𝐷𝑖 independently computes and sends to an
aggregator a set of disguised linear equations, which are derived from the private linear
inequalities, a random matrix 𝑃𝑖 known only to 𝐷𝑖, two random matrices 𝐶𝑖 and 𝐷𝑖 known
only to 𝐷𝑖 and 𝐷𝑖−1, and two random matrices 𝐶𝑖+1 and 𝐷𝑖+1 known only to 𝐷𝑖 and 𝐷𝑖+1.

3.7 Concluding Remarks
In this chapter, we review important multi-domain use cases that can benefit from

network information exposure/discovery using ALTO. Next, we discuss the ALTO design
issues for gathering such multi-domain information. We then present a set of mechanisms
and envisioned solutions based on recent research to substantially improve the ALTO
framework to support important multi-domain environments.

The multi-domain aspects of ALTO raised in this chapter are currently under
discussion into the IETF ALTO WG. Therefore, future research to solve several dilemmas,
not included in its completeness, remain open, under which we announce its principal
shortcomings below:

• By expanding the current ALTO protocol to a multi-domain approach, our discus-
sion lacks considerations on the feasibility. That is, if there are industrial players
willing to implement or deploy the ALTO extensions on a scale that requires and
justifies the effort for standardization. In this context, BECOCS is considering to
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implement a multi-ISP collaboration system7 and standardize many of the multi-
domain aspects involved in its federated FlowDirector.

• There are some concerns if the potential solutions or extensions are already ripe for
standardization. In this way, there are currently different interactions and research
discussions in the ALTO WG to identify a shorted list of extensions along with real
use case implementations to motivate the adoption of those different extensions.

• Also, there is a gap regarding how the work on ALTO so far has grappled with the
business implications in multi-domain environments, especially in multiple adminis-
trative domains. In this case, future activities will include a review of coordination
models, Service Level Agreements (SLAs), pricing schemes, economic incentives,
and Operations Support Systems (OSS)/Business Support Systems (BSS) integra-
tion.

• The ALTO capabilities to expose and discover multi-domain network information
should be compared with other non-ALTO specific approaches (pros and cons). Only
thus can the propositions of this chapter be confirmed as a whole.

• Finally, most of the examples and proposals for unified resource representation are
related to the use of mathematical programming constraints for representing the
bandwidth resource. Future discussions about this multi-domain mechanism will
need consider the analysis of other universal units (e.g., latency, packet loss) and
non-universal units (e.g., utilization charge). In both cases, it will also be neces-
sary to consider normalized mechanisms to abstract real metric values into non-real
numerical scores or ordinal ranking.

7 <https://youtu.be/MdBwzWug06M?t=4290>

https://youtu.be/MdBwzWug06M?t=4290
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4 ANI: Abstracted Network Inventory

4.1 Introduction
Emerging use cases like virtual and augmented reality, autonomous vehicles, smart

cities, and drones call for transforming the way telecommunications operators deploy
new network services, shifting from a manual and long process to a more flexible and
programmable way (SOUSA et al., 2019; GUERZONI et al., 2017). In this context, cloud
computing (LE et al., 2016; WEERASIRI et al., 2017), SDN (KREUTZ et al., 2015;
JARRAYA et al., 2014), and NFV (MIJUMBI et al., 2015; SLIM et al., 2017; Yong Li;
Min Chen, 2015; BHAMARE et al., 2016) arise as technological pillars to achieve the
necessary flexibility and programmability during the provision of such network services.
By softwarizing a network service, Virtual Network Functions (VNFs) are separated from
the hardware and offered through virtualized services that can be instantiated on data
centers (as any other cloud applications) with the adequate connectivity.

A distributed cloud is a cloud execution environment for VNFs or applications that
is distributed across multiple cloud sites (edge, regional, and central), with the required
connectivity (networking) between them (ERICSSON, 2018). Distributed cloud deploy-
ment models keep latency-sensitive applications closer to the edges of the network (close
to users), and move non-real-time applications to centralized data centers (AT&T, 2017).

In such distributed cloud environments with edge and more centralized computing
facilities, multiple cloud sites become candidate hosting targets for VNFs and applica-
tions. Cloud sites are typically geographically distributed and interconnected through a
Wide Area Network (WAN). Figure 21 shows interconnected edge cloud sites in which
a centralized orchestrator, or Central Orchestrator (CO), can establish communication
with Local Orchestrators (LOs) placed at individual edge cloud sites. An LO is also part
of an edge cloud site so that some orchestration components can be deployed locally in
a data center without always accessing the WAN. Eventually, regional cloud sites could
also be deployed between central and edge cloud sites. Examples of open source projects
that consider local and central orchestrators include Akraino1 (See Fig 22a) and ONAP2

(See Fig 22b).

To take optimized placement decisions, COs or LOs need to maintain an inven-
tory of the network providing a real-time representation of the available resources in the
network infrastructure along with their relationships. The size of a network inventory can
1 <https://wiki.akraino.org/display/AK/Akraino+Edge+Stack>
2 <https://wiki.onap.org/display/DW/Edge+Automation+through+ONAP>

https://wiki.akraino.org/display/AK/Akraino+Edge+Stack
https://wiki.onap.org/display/DW/Edge+Automation+through+ONAP
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Figure 21 – A distributed cloud computing environment comprised by interconnected
cloud sites and a centralized orchestrator communicating with local orches-
trators in edge clouds.

become very large in distributed cloud scenarios because a typical service provider will
have hundreds or thousands of edge cloud deployments. As a result, COs and LOs face
scalability challenges when processing large amounts of data to decide where to instanti-
ate a service or part of the service. A common system engineering principle to deal with
scalability requirements is to introduce proper abstraction mechanisms that reduce the
discovery time of resources while simplifying and optimizing their management.

Some examples of resource abstraction mechanisms are one-big-switch abstrac-
tions (SONKOLY et al., 2015), virtual-link abstractions (FIORANI et al., 2015; FIO-
RANI et al., 2016), and linear inequalities representation (XIANG et al., 2018). However,
to the best of our knowledge, none of the existing approaches take into account service re-
quirements to generate a logical network inventory representation. The novel abstraction
method3 presented in this chapter is directed to the Abstracted Network Inventory (ANI)
component (i) receiving services requirements from a catalog, (ii) receiving a network
representation from a network inventory, and (iii) processing those inputs to generate
an optimized abstract network representation, referred to as Logical Network Inventory
(LNI). Using the LNI delivers two main advantages. First, a reduced time for placement
of VNFs since resource candidates for the placement are logically reduced, in terms of the
number of compute nodes and links, in comparison to the original representation in the
conventional network inventory. Second, a summarized topology per service can be used
to simplify and optimize the management of resources. An example of management is
life-cycle operations in which service resources should be rearranged such as scaling VNFs
or workloads.

A challenging task for LNI generation is to find an optimal mapping of VNFs
within a network service to the components of a network inventory. To address this issue,
we formalize a system model to solve the LNI generation problem based on network service
3 PCT Patent Application has been filed at EPO on 04/02/2019 (Serial No. PCT/EP2019/058274).
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(a) Akraino4 (b) ONAP5

Figure 22 – Open source projects using centralized orchestrators.

requirements and infrastructure capabilities. Afterward, we also develop three algorithms
to build different types of LNIs efficiently: (i) Node-oriented LNI, (ii) Edge-oriented LNI,
and (iii) Node/Edge-oriented LNI. Then, we evaluate these proposed algorithms through
different experiments using multiple topologies.

This chapther is organized as follows. Section 4.2 covers related work for network
inventory creation and abstraction. Section 4.3 describes in detail the ANI component
(key concepts, deployment, and LNI generation). Section 4.4 gives the formulation of
the ANI model, including the introduction of the three different algorithms for the LNIs
generation. Section 4.5 evaluates the LNI methods and their impact in the network service
management. Finally, we conclude the chapter in Section 4.6.

4.2 Related Work
Several solutions have been proposed for network inventory creation and abstrac-

tion (SONKOLY et al., 2015; XIANG et al., 2018; FIORANI et al., 2015; FIORANI et
al., 2016; LICCIARDELLO et al., 2017; SOENEN et al., 2016; ONAP, 2018). Table 10
shows different projects/related work and their target environment, inputs, and abstrac-
tion method. We observed that the solutions available are not using the network service
requirements as an input to generate network inventory abstractions.

UNIFY (SONKOLY et al., 2015), for instance, provides an abstraction of type big-
switch and big-software that includes compute and network resources. Solution in (XIANG
et al., 2018) uses linear inequalities to represent network resources availability in terms of
bandwidth. However, all these solutions do not consider service requirements to generate
a network representation. In addition, network representations are typically either coarse-
or fine-grained. The former (See Fig 23a) does not provide enough information from the
infrastructure for placement decisions (SONKOLY et al., 2015). Fine-grained methods
4 Figure source: <https://wiki.akraino.org/display/AK/Akraino+Edge+Stack>
5 Figure source: <https://wiki.onap.org/pages/viewpage.action?pageId=28381325>

 https://wiki.akraino.org/display/AK/Akraino+Edge+Stack
 https://wiki.onap.org/pages/viewpage.action?pageId=28381325
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Project/

Target

Input Abstraction Method

Related Network Network Big Graph Cluster

Work Resources Service Switch based based
Others

UNIFY (SONKOLY
et al., 2015)

Compute and network re-
sources

3 3

Mercator (XIANG
et al., 2018)

Bandwidth resource avail-
ability

3 3

(FIORANI et al.,
2015; FIORANI et
al., 2016)

Optical transport networks 3 3 3

(LICCIARDELLO
et al., 2017)

Distributed data center
networks

3 3 3

(SOENEN et al.,
2016)

Service function chaining 3 3

ANI [this work] Multi-domain distributed
environments

3 3 3

Table 10 – Target, abstraction method, and input of different abstraction related work
and projects.

(See Fig 23b) are too costly for a distributed cloud environment, meaning that since the
number of infrastructure resources such as switches and compute devices can be very large
in a distributed cloud environment. Solution in (XIANG et al., 2018) does not consider
network services in terms of VNFs since it is a solution for workloads with available
bandwidth requirements.

Likewise, (FIORANI et al., 2015; FIORANI et al., 2016) provide different ab-
straction models (big-switch, virtual link with single weights, virtual link with multiple
weights, and optical transport transformation) of optical transport networks, focusing es-
pecially on centralized radio access networks (C-RANs). However, both solutions also do
not consider the use of service requirements as an input to generate an abstract network
representation. Besides, abstraction models for cloud environments are out of scope, as
stated by the authors.

Work in (LICCIARDELLO et al., 2017) uses abstraction strategies described
in (FIORANI et al., 2016) for distributed data center network scenarios, however, it
does not provide new abstraction mechanisms to represent information related to the net-
work infrastructure. (SOENEN et al., 2016) supports grouping by joining entities within
hypernodes or hyperedges (See Fig 23c). Our proposal has two main differences (i) filter-
ing instead of aggregation as abstraction mechanism and (ii) service requirements as an
additional input. Finally, ONAP AAI (ONAP, 2018) is a component that provides real-
time network inventory of infrastructure resources, but there is no defined an abstraction
process.
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(a) (b) (c)

Figure 23 – Different approaches for network inventory abstractions: (a) One-Big-Switch
approach, (b) Graph-based approach, and (c) Cluster-based Approach.

4.3 Abstracted Network Inventory (ANI)
In this section, we will provide more information about the basic definitions (net-

work inventory and network service), basic exemplary system architectures in which the
ANI component may be executed, and the LNI generation process.

4.3.1 Basic Definitions

• Network Inventory. Network infrastructure resources are represented in the form
of a network inventory. A network inventory may comprise nodes6 and links7 each
providing a particular capacity (See Fig. 24a). Examples of node-related capaci-
ties are number of CPUs, amount of RAM (e.g., 64 GB of RAM), and amount of
disk space (e.g., 10 TB of disk space). Examples of link-related capacities include
bandwidth characteristics (e.g., 100 Mbps) and latency characteristics (e.g., 1 ms
RTT).

• Network Service. A network service, or simply service, is deployed or instan-
tiated over the infrastructure resources. As Figure 24b shows, a service specifies
one or more nodes (a set of required VNFs) as well as links (how VNFs are con-
nected) (HALPERN; PIGNATARO, 2015). Nodes include resource demands (e.g.,
CPU, memory, storage), and links contain performance objectives (e.g., latency,
bandwidth).

4.3.2 ANI Component & Deployment

The ANI component proactively constructs multiple network views over the same
network infrastructure, called LNIs. Each LNI is optimized to a service in terms of its
requirements such as CPU, memory, latency, etc. Every new service in a catalog triggers
6 The terms node and vertex are used interchangeably
7 The terms link and edge are used interchangeably
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Figure 24 – ANI Basic Definitions: (a) Network Inventory and (b) Network Service.

the creation of another LNI that will be part of the optimized network inventory. As such,
service requirements are used in the method to guide the right level of abstraction.

The ANI component may be executed as part of the CO (see Fig. 25a). As shown
in the figure, the ANI receives two inputs: (i) services requirements from a catalog, and
(ii) a central network inventory representation. The CO component may build a central
network inventory based on local resource infrastructure information received from one or
more LOs, which maintain a local network inventory. In another variant (see Fig. 25b),
the ANI component may be executed in a distributed manner across a service provider
(hosting the CO component), and several cloud providers (hosting the LO component).

4.3.3 Logical Network Inventory (LNI)

A two-step procedure is performed to generate a LNI. In the first step, a clas-
sification of a service is carried out to determine whether the service is node-oriented,
edge-oriented, or node/edge-oriented. In the second step, the actual node and/or edge
oriented mode is executed over the network inventory to generate an LNI.

1. Service Classification. This classification may be executed: (i) calculating re-
source and performance reference values in the network service. In the case of the
resource reference value (𝑅𝑅𝑉𝑠), it can be computed as the sum of CPU demands,
and the performance reference value (𝑃𝑅𝑉𝑠) can be computed as the maximum
bandwidth objective; (ii) determining a node and edge reference values in the net-
work inventory. The node reference value (𝑁𝑅𝑉𝑖) can be computed as the sum of
CPU capacities, and the edge reference value (𝑁𝑅𝑉𝑖) as the average or worst-case
link capacities in terms of bandwidth; (iii) Comparing previous references values to
determine if node and/or edges are relevant for the placement of a service. Figure 26
depicts an illustrative workflow of this classification process8:

• If the performance and resource reference values are greater than the node and
edge reference values (𝑅𝑅𝑉𝑠 >> 𝑁𝑅𝑉𝑖∧𝑃𝑅𝑉𝑠 >> 𝐸𝑅𝑉𝑖). It means that node

8 Other different mechanisms may be used to classify a service (out of the scope of this work).
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Figure 25 – Exemplary system architectures in which the ANI component is (a) executed
as part of a CO component or (b) in a distributed manner across several
orchestrators components, i.e., CO and LOs.

and edge capacities in the network inventory are under-provisioned, therefore
node and edge are relevant for the placement and the service is classified as
node/edge-oriented.

• On the other hand, If only the resource reference value is greater than the node
reference value (𝑅𝑅𝑉𝑠 >> 𝑁𝑅𝑉𝑖), it means that node capacities in the network
inventory are under-provisioned the service is classified as node-oriented.

• Otherwise (𝑃𝑅𝑉𝑠 >> 𝐸𝑅𝑉𝑖), the service is classified as edge oriented.

2. LNI Generation. The process of building up an LNI is in accordance with the
service classification, so that we have three types of LNIs: (i) node-oriented LNI,
(ii) edge-oriented LNI, and (iii) node/edge-oriented LNI. Section 4 provides more
detailed information about this generation.

• Node-oriented LNI. A set of vertices in the network inventory are assigned
to the LNI (links are discarded). Such selected vertices have to support the
CPU capacity constraint of VNF nodes in a service. In our previous example in
Figure 24, if the requested service is classified as node-oriented, pink nodes and
all the links are logically discarded from the network inventory (See Fig. 27a)
based on the network service demands (green nodes).

• Edge-oriented LNI. A set of edges in the network inventory are assigned to
the LNI. Selected edges have to support the required bandwidth capacity of
edges in a service. For example, if the requested service in Figure 24 is classified
as edge-oriented, blue links are discarded and only the red links are part of the
LNI (See Fig. 27b).

• Node/Edge-oriented LNI. A set of vertices and edges in the network inven-
tory are assigned to the LNI. Vertices and edges are selected according to the
CPU and bandwidth capacity constraints in a service, respectively. Using the
example in Figure 24, pink nodes and blue links are logically discarded from
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Figure 26 – Service classification workflow: (i) Node/Edge-Oriented, (ii) Node-oriented,
and (iii) Edge-oriented.
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Figure 27 – LNI Generation: (a) Node-oriented LNI, (b) Edge-oriented LNI, and (c)
Node/Edge-oriented LNI.

the network inventory (See Fig. 27c) based on the network service demands
(green nodes and red link) and service classification (node/edge-oriented).

4.4 Network Model & Proposed Algorithms
In this section, we will formalized the ANI network model (network service and

network inventory) along with the formulation of three algorithms to create a LNI: (i)
Node-oriented LNI, (ii) Edge-oriented LNI, and (iii) Node/Edge-oriented LNI.

4.4.1 Network Model

• Network Service. We model a network service as a directed graph denoted by
𝐺𝑠 = (𝑉𝑠, 𝐸𝑠), where 𝑉𝑠 is a set of VNFs connected via a set of directed edges 𝐸𝑠.
Each VNF 𝑣𝑠 ∈ 𝑉𝑠 is associated with a requested CPU capacity value 𝑐𝑝𝑢𝑣𝑠 . Each
edge 𝑒𝑠(𝑦, 𝑧) ∈ 𝐸𝑠, connecting two VNFs 𝑦 and 𝑧, is associated with a requested
bandwidth capacity value 𝑏𝑤𝑒𝑠

9.
9 We are considered a basic scenario, with only CPU and bandwidth constraints. Additional capacity

constraints of nodes (e.g., memory) and edges (e.g., delay) can be easily extended in our model.
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• Network Inventory. In its basic form, a network inventory is modeled as an undi-
rected graph 𝐺𝑖 = (𝑉𝑖, 𝐸𝑖), where a vertex 𝑣𝑖 ∈ 𝑉𝑖 has an available CPU capacity
(𝐶𝑃𝑈𝑣𝑖

), and an edge 𝑒𝑖(𝑚, 𝑛) ∈ 𝐸𝑖, between two vertices 𝑚 and 𝑛 , is associated
with a bandwidth capacity 𝐵𝑊𝑒𝑖

. We also denote the set of all loop-free paths from
the source vertex 𝑠 to the destination vertex 𝑑 by 𝑃𝑖(𝑠, 𝑑). Therefore, the available
bandwidth capacity of a path 𝑝𝑖 ∈ 𝑃𝑖 is given by:

𝐵𝑊 (𝑝𝑖) = min
𝑒𝑖∈𝑝𝑖

𝐵𝑊 (𝑒𝑖)

In order to support graph collections, our network inventory model is extended to
include a set of LNI graphs 𝐺𝑖 = (𝑉𝑖, 𝐸𝑖, 𝐿𝑁𝐼𝑖), where 𝐿𝑁𝐼𝑖 represents multiple
possible views of the same network inventory.

We model a LNI graph 𝐿𝑙 ∈ 𝐿𝑁𝐼𝑖 as an undirected graph denoted by 𝐿𝑙 = (𝑉𝑙, 𝐸𝑙)
where 𝑉𝑙 is a subset of vertices such that 𝑉𝑙 ⊆ 𝑉𝑖, and 𝐸𝑙 is a subset of edges
such that 𝐸𝑙 ⊆ 𝐸𝑖. Besides, LNI graphs may overlap such that ∀𝐿𝑦, 𝐿𝑧 ⊆ 𝐿𝑁𝐼𝑖 :
|𝑉 (𝐿𝑦) ∩ 𝑉 (𝐿𝑧)| ≥ 0 ∧ |𝐸(𝐿𝑦) ∩ 𝐸(𝐿𝑧)| ≥ 0.

4.4.2 Proposed Algorithms

The primary objective here is to design three algorithms that efficiently create
LNIs. It is worth mentioning that the proposed algorithms can be categorized as offline.
Offline algorithms optimize over a large set of service requests and search near-optimal or
optimal solutions, which typically comes at the expense of long run-times (NÉMETH et
al., 2016).

The ANI component considers three modes of LNIs generation:

4.4.2.1 Node-oriented LNI

It takes a network service 𝐺𝑠 = (𝑉𝑠, 𝐸𝑠) and a network inventory 𝐺𝑖 = (𝑉𝑖, 𝐸𝑖, 𝐿𝑁𝐼𝑖)
as input and returns a set of vertices 𝑉 (𝐿𝑦) such that 𝐿𝑦 ⊆ 𝐿𝑁𝐼𝑖.

For each service node 𝑣𝑠, the algorithm searches all nodes 𝑣𝑖 in the network inven-
tory and adds nodes with CPU capacity greater than or equal to the CPU requirement
(Line 3) into the subset of vertices 𝑉 (𝐿𝑦) (Line 4). The pseudo-code of this mode is
provided in Algorithm 1.

4.4.2.2 Edge-oriented LNI

Algorithm 2 provides an overview of this proposed mode. It takes a network service
𝐺𝑠 = (𝑉𝑠, 𝐸𝑠) and a network inventory 𝐺𝑖 = (𝑉𝑖, 𝐸𝑖, 𝐿𝑁𝐼𝑖) as inputs. However, it returns
a set of vertices 𝑉 (𝐿𝑦) and a set of edges 𝐸(𝐿𝑦) as output.
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Algorithm 1: Node-oriented LNI
Input:
𝐺𝑠 = (𝑉𝑠, 𝐸𝑠): Network Service;
𝐺𝑖 = (𝑉𝑖, 𝐸𝑖, 𝐿𝑁𝐼𝑖): Network Inventory;
Output:
𝑉 (𝐿𝑦),∀𝐿𝑦 ∈ 𝐿𝑁𝐼𝑖 and 𝑉𝑙 ⊆ 𝑉𝑖;

1 foreach 𝑣𝑠 in 𝑉𝑠 do
2 foreach 𝑣𝑖 in 𝑉𝑖 do
3 if 𝐶𝑃𝑈(𝑣𝑖) ≥ 𝑐𝑝𝑢(𝑣𝑠) then
4 𝑉 (𝐿𝑦)← 𝑉 (𝐿𝑦) ∪ {𝑣𝑖};

For each service edge 𝑒𝑠, we first iterate all the possible network inventory nodes
to get a source node 𝑣𝑖𝑠𝑟𝑐 and a destination node 𝑣𝑖𝑑𝑠𝑡

(Lines 1-6). After, the algorithm
finds the paths from 𝑣𝑖𝑠𝑟𝑐 to 𝑣𝑖𝑑𝑠𝑡

(Line 7) and only considers those paths that respect the
bandwidth requirement in a service link 𝑏𝑤(𝑒𝑠) (Line 8). Finally, all the nodes and edges
which are in a path 𝑝𝑖 (Line 9) will be part of the subset of vertices 𝑉 (𝐿𝑦) and edges
𝐸(𝐿𝑦) (Lines 10-12).

4.4.2.3 Node/Edge-oriented LNI

This algorithm (see Algorithm 3) is quite similar to Algorithm 2. It also takes a
network service 𝐺𝑠 = (𝑉𝑠, 𝐸𝑠) and a network inventory 𝐺𝑖 = (𝑉𝑖, 𝐸𝑖, 𝐿𝑁𝐼𝑖) as inputs, and

Algorithm 2: Edge-oriented LNI
Input:
𝐺𝑠 = (𝑉𝑠, 𝐸𝑠): Network Service;
𝐺𝑖 = (𝑉𝑖, 𝐸𝑖, 𝐿𝑁𝐼𝑖): Network Inventory;
Output:
𝑉 (𝐿𝑦),∀𝐿𝑦 ∈ 𝐿𝑁𝐼𝑖 and 𝑉𝑙 ⊆ 𝑉𝑖

𝐸(𝐿𝑦), ∀𝐿𝑦 ∈ 𝐿𝑁𝐼𝑖 and 𝐸𝑙 ⊆ 𝐸𝑖;
1 foreach 𝑒𝑠(𝑠𝑟𝑐, 𝑑𝑠𝑡) in 𝐸𝑠 do
2 𝑣𝑖𝑠𝑟𝑐 ← ∅, 𝑣𝑖𝑑𝑠𝑡

← ∅;
3 foreach 𝑣𝑖 in 𝑉𝑖 do
4 𝑣𝑖𝑠𝑟𝑐 ←v𝑖;
5 foreach 𝑣𝑖 in 𝑉𝑖 do
6 𝑣𝑖𝑑𝑠𝑡

←v𝑖;
7 foreach 𝑝𝑖 in 𝑃𝑖(𝑣𝑖𝑠𝑟𝑐 , 𝑣𝑖𝑑𝑠𝑡

) do
8 if 𝐵𝑊 (𝑝𝑖) ≥ 𝑏𝑤(𝑒𝑠) then
9 foreach 𝑒𝑖(𝑠, 𝑑) in 𝑝𝑖 do

10 𝑉 (𝐿𝑦)← 𝑉 (𝐿𝑦) ∪ 𝑠;
11 𝑉 (𝐿𝑦)← 𝑉 (𝐿𝑦) ∪ 𝑑;
12 𝐸(𝐿𝑦)← 𝐸(𝐿𝑦) ∪ 𝑒𝑖;
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Algorithm 3: Node/Edge-oriented LNI
Input:
𝐺𝑠 = (𝑉𝑠, 𝐸𝑠): Network Service;
𝐺𝑖 = (𝑉𝑖, 𝐸𝑖, 𝐿𝑁𝐼𝑖): Network Inventory;
Output:
𝑉 (𝐿𝑦),∀𝐿𝑦 ∈ 𝐿𝑁𝐼𝑖 and 𝑉𝑙 ⊆ 𝑉𝑖

𝐸(𝐿𝑦), ∀𝐿𝑦 ∈ 𝐿𝑁𝐼𝑖 and 𝐸𝑙 ⊆ 𝐸𝑖;
1 foreach 𝑒𝑠(𝑠𝑟𝑐, 𝑑𝑠𝑡) in 𝐸𝑠 do
2 𝑣𝑖𝑠𝑟𝑐 ← ∅, 𝑣𝑖𝑑𝑠𝑡

← ∅;
3 foreach 𝑣𝑖 in 𝑉𝑖 do
4 if 𝐶𝑃𝑈(𝑣𝑖) ≥ 𝑐𝑝𝑢(𝑠𝑟𝑐) then
5 𝑣𝑖𝑠𝑟𝑐 ←v𝑖;
6 foreach 𝑣𝑖 in 𝑉𝑖 do
7 if 𝐶𝑃𝑈(𝑣𝑖) ≥ 𝑐𝑝𝑢(𝑑𝑠𝑡) then
8 𝑣𝑖𝑑𝑠𝑡

←v𝑖;
9 foreach 𝑝𝑖 in 𝑃𝑖(𝑣𝑖𝑠𝑟𝑐 , 𝑣𝑖𝑑𝑠𝑡

) do
10 if 𝐵𝑊 (𝑝𝑖) ≥ 𝑏𝑤(𝑒𝑠) then
11 foreach 𝑒𝑖(𝑠, 𝑑) in 𝑝𝑖 do
12 𝑉 (𝐿𝑦)← 𝑉 (𝐿𝑦) ∪ 𝑠;
13 𝑉 (𝐿𝑦)← 𝑉 (𝐿𝑦) ∪ 𝑑;
14 𝐸(𝐿𝑦)← 𝐸(𝐿𝑦) ∪ 𝑒𝑖;

it returns a set of vertices 𝑉 (𝐿𝑦) and a set of edges 𝐸(𝐿𝑦) as output.

For each service edge 𝑒𝑠, the node/edge-oriented LNI algorithm only considers the
network inventory nodes that satisfy the CPU constraints of service nodes (Lines 4 and
7) and obtain a source node 𝑣𝑖𝑠𝑟𝑐 (Line 5) and a destination node 𝑣𝑖𝑑𝑠𝑡

(Line 8). Then,
the algorithm finds the paths from 𝑣𝑖𝑠𝑟𝑐 to 𝑣𝑖𝑑𝑠𝑡

(Line 9) and only considers those paths
that satisfy the bandwidth requirement in a service link 𝑏𝑤(𝑒𝑠) (Line 10). Last, nodes and
edges which are in a path 𝑝𝑖 (Line 11) will be included in the subset of vertices 𝑉 (𝐿𝑦)
and edges 𝐸(𝐿𝑦) (Lines 12-14).

4.5 Experimental Evaluation
In this section, we analyze the performance of our proposed algorithms. Specifi-

cally, we evaluate the quality of LNIs, generated by the ANI component, using randomly
generated network inventory topologies. Another experimental evaluation, integrating the
ANI component into the MUDED platform, is discussed in Chapter 5 (Section 5.5.2). In
this latter, we analyze the impact of the ANI on the network service provisioning time
using a real graph dataset. For each experiment, we first describe the experimental setup,
and then present and discuss the evaluation results.
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The platform used in all the experiments is an Intel® CoreTM I7-4790 @ 3.60GHz x 8
with 16GB RAM, running Ubuntu 14.04LTS (Linux) 64-bit. For reproducibility purposes,
all supporting codes are publicly available in our research group repository.10

4.5.1 Simulation Setup

Different network inventory topologies are randomly created using Networkx li-
brary in Python11. Table 11 shows information about the different standard algorithms
used to create the network topology graphs, including information about the number of
nodes, edges, edge probability, and degree.

Specifically, we generate 3 network topology graphs:

• Binomial Graph
Function: 𝑏𝑖𝑛𝑜𝑚𝑖𝑎𝑙_𝑔𝑟𝑎𝑝ℎ(𝑛, 𝑝)
Returns: A 𝐺𝑛,𝑝 random graph. The 𝐺𝑛,𝑝 model chooses each of the possible edges
with probability 𝑝.
Parameters:

𝑛: The number of nodes.

𝑝: Probability for edge creation.

• Random Regular Graph
Function: 𝑟𝑎𝑛𝑑𝑜𝑚_𝑟𝑒𝑔𝑢𝑙𝑎𝑟_𝑔𝑟𝑎𝑝ℎ(𝑑, 𝑛)
Returns: A random 𝑑-regular graph on 𝑛 nodes. The resulting graph has no self-
loops or parallel edges.
Parameters:

𝑑: The degree of each node.

𝑛: The number of nodes. The value of 𝑛× 𝑑 must be even.

• Dense Random Graph
Function: 𝑑𝑒𝑛𝑠𝑒_𝑔𝑛𝑚_𝑟𝑎𝑛𝑑𝑜𝑚_𝑔𝑟𝑎𝑝ℎ(𝑛, 𝑚)
Returns: A 𝐺𝑛,𝑚 random graph. In the 𝐺𝑛,𝑚 model, a graph is chosen uniformly
at random from the set of all graphs with 𝑛 nodes and 𝑚 edges.
Parameters:

𝑛: The number of nodes.

𝑚: The number of edges.

10 <https://github.com/intrig-unicamp/ani>
11 <https://networkx.org/documentation/stable/reference/generators.html>

https://github.com/intrig-unicamp/ani
https://networkx.org/documentation/stable/reference/generators.html
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Network # # Edge DegreeModel Nodes Edges Prob.
Binomial Graph [50, 100, 150, 200, 250] - [0.25, 0.5, 0.75, 1, 0.25] -

Random Regular Graph [50, 100, 150, 200, 250] - - [10, 20, 30, 40, 50]

Dense Random Graph [50, 100, 150, 200, 250] [20, 40, 60, 80, 100] - -

Table 11 – Network topology graph algorithms and parameters: number of nodes, number
of edges, degree, and edge probability.

In addition, the number of nodes and edges varies between 50-250 and 20-100,
respectively. Each pair of nodes are randomly connected with probability that varies
between 0.25 and 1 and the degree is a value between 10 and 50. The CPU and bandwidth
capacity is a number uniformly distributed between 1-16 and 1-100, respectively. LNIs are
created from service requests. Each service has 2 VNFs (i.e., 2 nodes). The CPU demand
of each VNF is normally distributed between 1 and 16 and the bandwidth requirement of
each link is a number between 1 and 100, uniformly distributed.

4.5.2 Performance Metrics

We use two measures of nodes/edges reduction and degree to evaluate the quality
of LNIs generated by the three different algorithms: (i) Node-oriented LNI (N-LNI), (ii)
E-oriented LNI (E-LNI), (iii) Node/Edge-oriented LNI (N/E-LNI).

For each series of experiments, we randomly generate 100 service requests with
two VNFs. A new LNI is generated from a service request and then the percentual node
and edge reduction and average degree that a LNI topology obtains, using the three
algorithms, is compared to the same metrics in the full network inventory topology (used
as a baseline). In case of the average degree evaluation, we are considering two variations:
(i) different network inventory topology sizes with a service composed of two VNFs and
(ii) same network inventory topology size (100 nodes) but increasing the number of VNFs
from 2 to 6.

4.5.3 Simulation Results

4.5.3.1 Binomial Regular Graph

Figures 32 shows the normalized reduction of nodes and edges (as candlesticks with
median, quartiles, and max/min values) with different Binomial Graph topology sizes by
N-LNI, E-LNI, and N/E-LNI. The node reduction (see Fig. 28a) by N-LNI achieves the
higher values, and its edge reduction is 100%. This is because N-LNI only considers nodes
supporting the CPU constraints, and edges are discarded. Besides, E-LNI achieves the
lowest node reduction value since, it traverses all the nodes without restrictions. On the
other hand, the edge reduction measure (see Fig. 28b) by N/E-LNI is higher than E-LNI.
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Figure 28 – Binomial Graph: Normalized reduction in nodes (a) and edges (b) using
the three algorithms: Node-oriented LNI, Edge-oriented LNI, and Node/Edge-
oriented LNI

This behavior is expected because N/E-LNI only considers nodes and edges supporting
CPU and bandwidth constraints, respectively.
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Figure 29 – Binomial Graph: The average degree at 95% of confidence level ob-
tained from three algorithms (Node-oriented LNI, Edge-oriented LNI, and
Node/Edge-oriented LNI) with different topology sizes (a) and with different
amount of NFs (b).

Figure 29a shows the average degree comparison between the three algorithms
with different topology sizes. The degree measure is always 0 for N-LNI because edges are
no longer considered, and therefore all the nodes are isolated. N/E-LNI achieves a lower
degree than E-LNI. This is because, as we just mentioned, N/E-LNI combines both nodes
and edge restrictions. A further observation is that, the binomial graph model builds
densely connected network topologies (see baseline values), however, E-LNI and N/E-LNI
always achieve much lower degree values (∼2.0-2.8𝑥) than the baseline. In addition, for
the network topologies with 50, 100, 150, and 200 nodes, the configuration of the edge
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probability parameter is gradually increased (0.25, 0.5, 0.75, 1). However, for the network
topology with 250 nodes, the edge probability value parameter is reduced to 0.25 (See
Table 11), resulting in a drop of the degree value.

To further test the effect of the number of VNFs on the LNI quality, we set services
with different amounts of VNFs (2-6). Figure 29b shows the degree comparison between
E-LNI and N/E-LNI on a network inventory topology with 100 nodes. As shown in the
figure, the degree’s value is decreasing as the number of VNFs increases. This is because
a new VNF adds new CPU and bandwidth constraints, therefore we can infer that the
number of VNFs decreases the nodes and/or edges supporting such requirements.

4.5.3.2 Random Regular Graph

In the Random Regular graph, the N-LNI achieves the higher values in the node
reduction results, as shown in Figure 30a. Similar to the Binomial graph, E-LNI achieves
the lowest node reduction value since, it traverses all the nodes without restrictions. This
is basically because the E-LNI algorithm traverses all the nodes without considering the
nodes (CPU) constraints. Besides, the edge reduction (see Fig. 30b) by N-LNI is 100% due
to the edges are discarded (it only considers nodes supporting the CPU requirements).
Another observation is that the edge reduction by N/E-LNI is higher than E-LNI. This
is N/E-LNI considers nodes the CPU and bandwidth constraints to select the nodes and
edges, respectively.
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Figure 30 – Random Regular Graph: Normalized reduction in nodes (a) and edges
(b) using the three algorithms: Node-oriented LNI, Edge-oriented LNI, and
Node/Edge-oriented LNI

In the case of the average degree comparison (See Fig 31a), one observation is
that, as with the Binomial graph, the Random Regular Graph model also builds densely
connected topologies (see baseline). In this case, N/E-LNI achieves lower degrees that E-
LNI considering than N/E-LNI combines CPU and bandwidth restrictions. Degree values
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Figure 31 – Random Regular Graph: The average degree at 95% of confidence level
obtained from three algorithms (Node-oriented LNI, Edge-oriented LNI, and
Node/Edge-oriented LNI) with different topology sizes (a) and with different
amount of NFs (b).

are always 0 for N-LNI because edges are not considered (i.e., all the nodes are isolated).
In addition, the degree value effect with a different number of VNFs in a network service
(See Fig 31b) is the same as the Binomial graph model. The degree values are decreasing
as the number of VNFs increases because new VNFs add new constraints in terms of CPU
(node) and bandwidth (edge).

4.5.3.3 Dense Random Graph

Using the Dense Random Graph model, a graph is created with a specific number
of nodes and edges. Therefore, from the configuration values of the edge parameter (See
column 3 of Table 11), this graph model does not generate densely connected network
topologies (avg. degree = 0.8, See Fig. 33a) with the presence of isolated nodes. This
explains why the node reduction by N-LNI achieves the lower values (See Fig. 32a). In
other words, E-LNI and N/E-LNI achieve higher values because they discard the isolated
nodes. In the case of edge reduction (See Fig. 32b), results are basically the same as in
previous experiments, with edge reduction values by N/E-LNI higher than E-LNI.

On the other hand, the average degree comparison between the three algorithms
with different topology sizes is shown in Figure 33a. A key observation is that the degree
values are increased relative to the baseline (original network topology graph). This is
because, E-LNI and N/E-LNI discard all the nodes with degree 0 (i.e., there are not
isolated nodes). However, the average degree for all the topologies remains about an
average value of ∼1.2. Finally, there is no significant effect when the number of VNFs,
in a network service, is increased (See Fig. 33b). The average degree values are between
∼1.1 and ∼1.2 for the E-LNI and N/E-LNI algorithms, respectively. The small increase
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Figure 32 – Dense Random Graph: Normalized reduction in nodes (a) and edges
(b) using the three algorithms: Node-oriented LNI, Edge-oriented LNI, and
Node/Edge-oriented LNI
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Figure 33 – Dense Random Graph: The average degree at 95% of confidence level
obtained from three algorithms (Node-oriented LNI, Edge-oriented LNI, and
Node/Edge-oriented LNI) with different topology sizes (a) and with different
amount of NFs (b).

in the average degree value in the N/E-LNI is explained because it generates a small
set of disconnected edges compared to the E-LNI algorithm that generates many sets of
disconnected edges and, therefore, a small degree.

4.6 Concluding Remarks
One of the foremost challenges for management systems in multi-domain environ-

ments is how to effectively handle the scale and complexity of network service placement
and management considering actual resource inventories. This chapter contributes with
a novel component called Abstracted Network Inventory (ANI) that generates optimized
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network views called Logical Network Inventory (LNI) based on network service require-
ments and network inventory capabilities. Our results reveal that, when using an LNI
methodology, we can reduce the time to place network services while optimizing the man-
agement of resources by following the principle of abstraction, i.e., by logically reducing
the sets of candidate resources in terms of compute nodes and links.

We reckon that, as the deployment size and heterogeneity complexity of soft-
warized networks increase, properly applying fundamental software principles like layer-
ing (e.g., SDN controller foundations), indirection (e.g., overlay tunnels), or abstraction
(e.g., ANI/LNI), just to cite a few examples, will be more important than ever to deliver
scalable and manageable systems.

On the other hand, this chapter is not also free of limitations and there is a
challenging amount of future work to be undertaken. The main deficiencies of this chapter,
in our opinion, follow listed below:

• The network model is shown for a basic scenario with only one CPU and bandwidth
constraints, therefore, more details are needed to understand how this assumption is
justified. Also, even though this chapter briefly mentioned that the network model is
easy and totally extensible to consider other constraints, a future analysis also needs
to justify what is needed to extend the model for more capabilities and resources.

• The experimental evaluation part only considered network services consisting of 2-
6 VNFs, therefore, it is hard to make very strong statements about the resulting
efficiency, as proper topology abstraction becomes much harder in more complex
services involving multiple VNFs and multiple interconnections. In this context, a
more extensive evaluation on more complex network services and more complex
infrastructures is in our roadmap.

• Related work discussion is satisfactory, but the state-of-the-art is not well detailed
to clearly understand the timeliness and significance of ANI. In order to address
this limitation, a future systematic review will discuss other benefits of the ANI
component compared to the state-of-the-art, such as privacy (not expose the exact
network inventory structure) and incremental updates (because not all infrastruc-
ture changes will affect an ANI).

• The presented experiments have been conducted to evaluate the ANI procedures.
Even though the qualitative evaluation of the LNI creation is presented and dis-
cussed, there is not an evaluation of the ANI component with respect to existing
models to show the brought value. Future activities will target to address this impor-
tant gap as the related work analysis is detailed in this chapter and many different
works has tried to deal with network inventories and abstractions.
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5 MUDED Use case: 5GEx Information Ex-
change

5.1 Introduction
The provision of a complete E2E service requires chaining services provided by

multiple network operators with multiple technologies. This multi-provider orchestration
process requires an advertising mechanism through which single domains can describe
their abstract network topology, resource availability (e.g., CPUs, Memory, and Storage),
and supported VNFs in an interoperable manner. Moreover, a discovery mechanism is also
necessary so that source domains can obtain candidate domains (with the corresponding
connectivity information), which can provide a part of the service and/or slice in an E2E
service requirement.

The 5G Exchange (5GEx) project (BERNARDOS et al., 2016) aims to enable
E2E service orchestration across multiple administrations and multiple technologies. To
do so, a Multi-domain logical inter-working architecture is proposed (See Fig. 34), where
Multi-domain Orchestrators (MdOs) (at the higher level) are the main entities to ex-
change functions, information, and control through the inter-operator orchestration APIs
(2). In this chapter, we propose a new MUDED-based approach to announce resources
and services in the exchange in 5GEx in order to solve some challenges in the distri-
bution of this inter-domain network information. In our prototype, each MdO involved
in the federation advertises to the federation layer (acting as a broker) the intra-domain
resource and topology information. From this local information, the broker creates an ag-
gregated inter-domain information exposed as a set of abstract and unified Map Services
accessible to the MdOs through ALTO-based REST APIs. Moreover, the ANI component
is also integrated into the MUDED-based prototype to obtain service-optimized network
inventory views to reduce the time to place network services.

The remainder of this chapter is structured as follows. Section 5.2 provides an
overview of the 5GEx reference architecture, including the main components. Section 5.3
presents our MUDED-based approach for the 5GEx information exchange with ALTO
and ANI components. A prototype implementation based on the aforementioned MUDED
architecture is described in section 5.4. Section 5.5 validates the proof of concept with
a functional analysis and a performance evaluation in the network service provisioning
time. Finally, we present our conclusions in Section 5.6.
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Figure 34 – 5GEx Project Architecture (BERNARDOS et al., 2016)

5.2 Background
The MdO, the core 5GEx component, implements automated deployment of net-

work services spanning across multiple providers and multiple technological domains in-
tegrating network and computing. The key MdO module utilized for resource discovery
of other providers in the 5GEx community is the Topology Abstraction and Distribution
System (TADS). TADS (See Fig. 35a) supports the initial exchange of basic resource
availability information such as (i) abstracted topology with the traffic engineering met-
rics, (ii) 5GEx entry point, and (iii) overall IT information (i.e., CPUs, storage, and
memory). The TADS subsystem uses the BGP-LS plugin (Speaker) in the MdO discovery
process (See Fig. 35b). Specifically, the BGP-LS plugin (through the I2-RTadvertised in-
terface) is responsible for both exchanging network topology and IT resource information
between different MdOs. TADS also includes an XML reading plugging to load the static
abstracted view of a local provider. Then, this abstracted information is imported into
the correct Traffic Engineering Database (TED).

In the current advertising and discovery process, a number of limitations can be
identified:

• Lack of Abstractions: Multiple vendors with heterogeneous technologies need an
information model to adequately represent in confidentiality-preserving fashion the
resource and topology information.

• Scalability: Involves the distribution of topology and resource information in a
peer-to-peer fashion (MdO-to-MdO). Multi-operator multi-domain environments
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(a) 5GEx MdO System Design (b) TADS Architecture

Figure 35 – 5G Exchange Project ((KTH) PAOLO MONTI, 2016)

where the information distribution is advertised in a peer-to-peer model scales lin-
early. It means the more MdO interconnections one has, the more it “costs” to
distribute.

• Complexity. Refers to the discovery mechanism to pre-select candidate domains,
accounting for resources and capabilities, necessary for an E2E network service
deployment. An intrinsic complexity exists in the process of assembling, logically
organizing, and enabling abstraction views of different resources and capabilities in
multi-domain scenarios.

5.3 MUDED-based Approach
We propose a MUDED-based approach where a broker-plane working on top of

MdOs assists the coordinated creation of an E2E network service spanning over multi-
operator multi-domain networks. This proposed 5GEx information exchange design resorts
in ALTO and ANI to address the lack of abstractions to discover and adequately represent
in confidentiality-preserving fashion the abstract network topology, resource availability
(e.g., CPUs, Memory, and Storage) and capability (e.g., supported network functions)
from different administrative domains.

The proposed brokered design is showed in Figure 36. In this reference architecture,
the broker component is conceived to be working as coordinator of a set of MdOs. In
turn, a MdO is assumed to manage a set of DOs responsible for various resource domains
(featuring physical and virtual, software and hardware components).

The main architectural components are described next:

• ANI Components

– Inter-domain Resource (IdR): It creates a hierarchical database that con-
tains inter-domain resource information such as resource availability (i.e., CPU,
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Figure 36 – Broker-assisted Multi-operator Network Architecture

memory, and storage), Virtual Network Functions (VNFs) and Physical Net-
work Functions (PNFs) supported and Service Access Points (SAPs) to access
those resources and VNFs/PNFs.
UNIFY (UNIFY D3.2a, 2015), TOSCA (OASIS, 2013), ETSI-NFV (ETSI,
2014), among other data models can be used to create the interface between
IdR and MdOs.

– Inter-domain Topology (IdT): A hierarchical TED (Traffic Engineering
Database) that contains inter-domain network topology information, including
additional key parameters (e.g., throughput and latency of links). From this
inter-domain TED information, can be created an aggregated domain-level
topology map.
The communication between IdT and MdOs components can be done using
BGP-LS or REST interfaces.

• ALTO Components

– ALTO Server: The ALTO server component is the core of the broker layer.
The information collected from the IdR and IdT modules is processed here
to create and provide abstract maps with a simplified, yet enough information
view about MdOs involved in the federation. This information includes domain-
level topology, storage resources, computation resources, networking resources
and PNF/VNF capabilities.
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– ALTO Client: As an ALTO client, each MdO sends ALTO service queries to
the ALTO server.

The ALTO server provides aggregated inter-domain information exposed as set
ALTO base services defined in (ALIMI et al., 2014), e.g., Network Map, Cost Map
and ALTO extension services, e.g., Property Map (ROOME et al., 2020), Multi-
Cost Map (RANDRIAMASY et al., 2017), Path Vector (GAO et al., 2020b). In
particular, the ALTO Filtered Cost Map extension is introduced in the first version
of the ALTO-based Multi-domain Orchestration IETF draft (PEREZ; ROTHEN-
BERG, 2020) with the goal to support the main functionalities in the proposed
architecture.

5.4 Prototype Implementation
The strawman use case scenario refers to an E2E network service orchestration

involving seven different administrative domains (3 Service Providers (SPs) and 4 Transit
Providers (TPs)), as shown in Figure 37. In this section, we provide information about
the implementation choices and prototype details such as the MdO components, the
Neo4j1 graph-based database used as the back-end for the ALTO information, and the
OpenDaylight2 (ODL) controller used as ALTO server.

5.4.1 MdO Components

As mentioned above, the MdO functional components and interfaces follow the
5GEx project architectural proposal. Each administrative domain has a MdO to manage
resource and/or service orchestration at a multi-operator level (via interface I2 APIs).
Within the same administrative domain, each MdO uses emulated DOs (e.g., SDN,
Mininet, Openstack, etc.) with emulated I3 interfaces, since no data-plane is present,
i.e., DOs use static configuration files to load local information about topology (I3-RT)
and resources (I3-RC).

The different MdO components are based on existing open source software tools,
for example, ESCAPE3 and Netphony-topology4 are used as Resource Orchestrator and
Resource Topology, respectively. ESCAPE (Extensible Service ChAin Prototyping Envi-
ronment) is a framework which supports the development of several parts of the service
chaining architecture (e.g., VNF implementation, traffic steering, virtual network embed-
ding, etc.) and it also includes a simple service layer interacting with clients. Netphony-
topology is Java-based TED working as a BGP-LS Speaker that contains a Topology
1 <http://neo4j.com/>
2 <https://www.opendaylight.org/>
3 <https://github.com/5GExchange/escape>
4 <https://github.com/telefonicaid/netphony-topology>

http://neo4j.com/
https://www.opendaylight.org/
https://github.com/5GExchange/escape
https://github.com/telefonicaid/netphony-topology


Chapter 5. MUDED Use case: 5GEx Information Exchange 94

Broker

SG Request

Capabilities {NF1, NF2, NF3}
Port-sap {SAP1, SAP3}

SAP1

SAP3

NF1

NF2

NF3

Broker-based I2-RT (REST) 
Broker-based I2-RC (UNIFY Virtualizer API) 

AS1 AS2 AS3

MdO TP 1 MdO TP 2
MdO TP 3

MdO TP 4

AS121 AS122

AS123

AS231

AS121 AS122

AS123

AS231

ALTO-based I2 

ALTO Server
Entry Point Port-Sap Capabilities ...

AS1 http://..:8888/escape SAP1 {NF1, NF3}
AS2 http://..:8888/escape {NF2}
AS3 http://..:8888/escape SAP3 {NF1, NF3}
AS..

Cost
Map

Property
Map

SG Request Path(s) Vector

SAP1->NF1->
NF2->NF3->

SAP3

1: [SAP1->NF1 (AS1), NF1->NF2 (AS1,AS123,AS2), NF2->NF3 (AS2,AS231,AS3), NF3->SAP3 (AS3)]
2: [SAP1->NF1 (AS1), NF1->NF2 (AS1,AS123,AS2), NF2->NF3 (AS2,AS123,AS3), NF3->SAP3 (AS3)]
...
...

ANI

Inter-domain
Resource (IdR)

Inter-domain
Topology (IdT)

MdO SP 3MdO SP 1

AS1
5GEx Entry Point: https://...:8888/escape AS2

5GEx Entry Point: https://...:8888/escape
AS3

5GEx Entry Point: https://...:8888/escape

Resource
Topology

Inter Provider NFVO

Resource
Orchestrator

MdO SP 2

Resource
Topology

Inter Provider NFVO

Resource
OrchestratorNSO

Resource
Topology

I3-RT

Inter Provider NFVO

Resource
OrchestratorNSO

Domain Orchestrator (DO)

I3-RTI3-RT

NSO

I3-RCI3-RCI3-RC

Capabilities {NF1, NF3}
Port-sap {SAP1}

Capabilities {NF2} Capabilities {NF1, NF3}
Port-sap {SAP3}

Domain Orchestrator (DO) Domain Orchestrator (DO)

I2 I2

I1

Figure 37 – 5GEx Multi-domain Orchestration Scenario

Module with a collection of TEDs and plugins to export and import the TEDs. Besides,
MdOs expose I1 interfaces to the tenants who request services and/or slices, which should
follow a Network Function Forwarding Graph (NFFG) (UNIFY D3.2a, 2015) format.

5.4.2 Broker Components

In the case of the broker layer, the IdR and IdT components use the UNIFY
Virtualizer API (UNIFY D3.2a, 2015) (broker-based I2-RC API) and REST API (broker-
based I2-RT API) respectively, to create the hierarchical databases. From the inter-domain
information, two different ALTO Map Services are created: (i) Property Map and (ii) Cost
Map.

• The Property Map includes property values grouped by Autonomous System
(AS). Such values are SAPs, NFs, and the 5GEx Entry Point (e.g., the URL of the
ESCAPE orchestrator).

• The Cost Map defines a path vector as an array of ASes, representing the AS-
level topological distance between entities (i.e., AS→AS, SAP→SAP, NF→NF, or
SAP↔NF). Moreover, as described in the Multi-Cost Map (RANDRIAMASY et
al., 2017), path vector constraints can be applied to restricts the response to costs
that satisfy a list of simple predicates (e.g., =, >, <, ≥, ≤). Moreover, it is possible
to use a special “shortest” predicate provide the shortest path between entities.
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When an MdO receives a Service Graph (SG) request, it uses the ALTO server
(through ALTO-based I2 APIs) to determine the underlying network graph and a poten-
tial set of paths before bilateral negotiation between MdOs is started.

5.4.3 Back-end/Front-end Servers

The resulting data for each broker component (IdR, IdT, and ALTO server) is
stored in Neo4j graph-based database (Back-end Server). We opt for this property graph5

since it provides a natural modeling approach and it uses a key-value store abstraction for
JSON object coding. Neo4j is an open-source non-relational graph database implemented
in Java, and it supports true ACID transactions, high availability, and scales to billions
of nodes and relationships (NEO4J, 2015). Moreover, its native traversal query language,
such as Cypher, highly facilitates the development of applications.

The ALTO web server (Front-end Server) has been derived from the ALTO Open-
Daylight (ODL) framework. The ALTO server in ODL6 includes, among other modules,
ALTO Northbound providing basic ALTO services as RESTful web services (Northbound
APIs) for ALTO client/server communications. ALTO Northbound APIs generate ALTO
services from data stored in the MD-SAL data store (an ODL core component). For our
implementation, it was necessary to modify the Northbound APIs to generate ALTO ser-
vices from the data stored in the Neo4j back-end and converts it into the ALTO format
specification.

5.4.4 Basic Workflow

A procedural flow for the MUDED-based 5GEx information exchange is shown in
Figure 38. The procedure details are explained below:

1. For each MdO, the XML Reader Plugin creates local resource information, such as
resource availability (CPU, memory, and storage), VNFs and PNFs, and SAPs.

2. For each MdO, the XML Reader Plugin creates local TED information (including
basic IT information and the URL of the local MdO entry point). BGP-LS plugins
are off.

3. In the broker component, the IdR requests local resource information (3.1) and
creates inter-domain resource database (3.2).

4. In the broker component, the IdT requests local topology information (4.1) and
creates inter-domain topology database (4.2).

5 A graph where (i) vertices and edges can have any number of key/value properties, (ii) there can be
many types of relationships between vertices and (iii) edges have a directionality.

6 <https://wiki-archive.opendaylight.org/view/ALTO:Main>

https://wiki-archive.opendaylight.org/view/ALTO:Main
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5. The broker component requests inter-domain resource information (5.1). Based on
this information, the broker component creates and stores Property Maps (with
information about the CPU, storage, and memory, and MdO entry points) into the
ALTO Server (5.2).

6. Subsequently, It is possible to create Cost Maps (e.g., Multi-Domain Path Resolu-
tion). The Cost Map creation is performed on the fly (or reactively) based on MdO
requests (ALTO client) asking for a path cost for a network service (6.1 and 6.2).

7. The broker component requests inter-domain path vector information (7.1) and
creates Cost Maps into the ALTO Server (7.2).

5.5 Experimental Evaluation
We evaluate the MUDED-based 5GEx prototype by carrying out two different

types of experiments7: (i) functional behavior, in accordance with the ALTO specifications,
7 Single server configuration Intel® CoreTM I7-4790 @ 3.60GHz x 8 with 16GB RAM, running Ubuntu

14.04LTS (Linux) 64-bit.
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and (ii) service placement time using a real-world topology.

5.5.1 Functional Evaluation

For this testing environment, we evaluate whether our ALTO server delivers ALTO
services in compliance with ALTO base services defined in RFC7285 (ALIMI et al., 2014),
e.g., Network Map, Cost Map and ALTO extension services, e.g., Property Map [DRAFT-
PM], Multi-Cost Map [RFC8189], Path Vector [DRAFT-PV]. For that purpose, we used
a REST client tool8 to retrieve ALTO information in JSON format, communicating with
the ALTO server via HTTP request.

Examples of the Filtered Property Map and Filtered Cost Map queries and the
corresponding responses are featured below.

• Filtered Property Map Service

In this example, the ALTO client wants to retrieve the Property Map for PID entities
with the “unifyslor” (or MdO entry-point), “cpu”, “mem”, “storage”, “port” and
“nf” properties. The PIDs entities are MdO SP1 (0.0.0.1), MdO TP3 (0.0.0.123),
MdO SP2 (0.0.0.2) and MdO SP3 (0.0.0.3).

– HTTP Request

1 POST /controller/nb/v2/alto/filtered/propertymap/my-default-property-map
2 Host: 172.28.0.10:8181
3 Accept: application/alto-propertymapfilter+json,application/alto-error+json
4
5 {
6 "pids": [ "0.0.0.1", "0.0.0.123","0.0.0.2", "0.0.0.3" ]
7 }

– HTTP Response

1 {
2 "meta": {
3 "vtag": {
4 "resource-id": "my-default-property-map",
5 "tag": "4VSt4OFTRMBdc5gHIuLGhKUBL4xMXsP8"
6 }
7 },
8 "property-map": {
9 "0.0.0.1": {

10 "unifyslor": "https://172.25.0.10:8888/escape",
11 "cpu": "50.0",
12 "mem": "60.0",
13 "storage": "70.0",
14 "port": [ "SAP1", "SAP1211", "SAP1231", "SAP2" ],
15 "nf": [ "COMPRESSOR", "DECOMPRESSOR" ]

8 <https://www.getpostman.com/>

https://www.getpostman.com/
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16 },
17 "0.0.0.123": {
18 "unifyslor": "https://172.52.0.10:8888/escape",
19 "cpu": "0.0",
20 "mem": "0.0",
21 "storage": "0.0",
22 "port": [ "SAP1231", "SAP1232", "SAP1233" ],
23 "nf": []
24 },
25 "0.0.0.2": {
26 "unifyslor": "https://172.26.0.10:8888/escape",
27 "cpu": "10.0",
28 "mem": "20.0",
29 "storage": "30.0",
30 "port": [ "SAP1221", "SAP1232", "SAP2311", "port-SAP4" ],
31 "nf": [ "FORWARDER" ]
32 },
33 "0.0.0.3": {
34 "unifyslor": "https://172.27.0.10:8888/escape",
35 "cpu": "80.0",
36 "mem": "90.0",
37 "storage": "100.0",
38 "port": [ "SAP1233", "SAP2312", "SAP3" ],
39 "nf": [ "COMPRESSOR", "DECOMPRESSOR" ]
40 }
41 }
42 }

Appendix B.1 gives another example of a full Property Map query and the corre-
sponding response.

• Filtered Cost Map Service: ASes

In the Filtered Cost Map below, the ALTO client requests the AS-level topological
distance from source AS “0.0.0.1” to destination ASes “0.0.0.2” and “0.0.0.3”. The
request also includes a constraint (“constraints” : [ “>= 3”, “<= 4”]) to indicate
that the ALTO server should only considers AS-level paths for which the number
of AS hops are greater than or equal to 3 and less than or equal to 4.

– HTTP Request

1 POST /controller/nb/v2/alto/costmap/pv
2 Host: 172.28.0.10:8181
3 Accept: multipart/related, application/alto-costmap+json,
4 application/alto-propmap+json, application/alto-error+json
5 Content-Length: [TBD]
6 Content-Type: application/alto-costmapfilter+json
7
8 {
9 "cost-type" :{

10 "cost-mode": "array",
11 "cost-metric": "ane-path"
12 },
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13 "pids" : {
14 "srcs" : [ "0.0.0.1" ],
15 "dsts" : [ "0.0.0.2","0.0.0.3" ]
16 },
17 "constraints" : [ ">= 3", "<=4"]
18 }

– HTTP Response

1 {
2 "meta": {
3 "vtag": {
4 "resource-id": "my-default-property-map",
5 "tag": "4VSt4OFTRMBdc5gHIuLGhKUBL4xMXsP8"
6 }
7 },
8 "cost-map": {
9 "0.0.0.1": {

10 "0.0.0.2": [
11 ["0.0.0.1", "0.0.0.121", "0.0.0.122", "0.0.0.2"],
12 ["0.0.0.1", "0.0.0.123", "0.0.0.3", "0.0.0.231", "0.0.0.2"]
13 ],
14 "0.0.0.3": [
15 ["0.0.0.1", "0.0.0.123", "0.0.0.2", "0.0.0.231", "0.0.0.3"]
16 ]
17 }
18 }
19 }

Two more examples of the Cost Map service asking the AS-level topological distance
without constraints (full Cost Map) and with constraints [“shortest”] are given in
Appendix B.2.1 and Appendix B.2.2, respectively.

• Filtered Cost Map Service: E2E Service Requirements

The following example uses the Filtered Cost Map service to request the path vec-
tor for a given E2E service requirement. The SG request information is composed
of three NFs: (NF1) “COMPRESSOR”, (NF2) “FORWARDER”, (NF3) “DECOM-
PRESSOR” and, two SAPs (SAP1 and SAP3). Links connecting the NFs and SAPs
(“sg_links” tag) are also included, followed by an E2E requirement (“reqs” tag)
with information about the order in which NFs are traversed from SAP1 to SAP3.

Note that the request includes a constraint (“constraints” : [ “= 9”]) in order to
return just AS-level paths for which the number of AS hops in the E2E requirement
is equal to 9.

– HTTP Request

1 POST /controller/nb/v2/alto/costmap/pv
2 Host: 172.28.0.10:8181
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3 Accept: multipart/related, application/alto-costmap+json,
4 application/alto-propmap+json, application/alto-error+json
5 Content-Length: [TBD]
6 Content-Type: application/alto-costmapfilter+json
7
8 {
9 "cost-type" :{

10 "cost-mode": "array",
11 "cost-metric": "ane-path"
12 },
13 "constraints" : [ "= 9"],
14 "sg" :{
15 "nfs": [ "COMPRESSOR", "FORWARDER", "DECOMPRESSOR"],
16 "saps": [ "SAP1", "SAP3" ],
17 "sg_links": [ {
18 "id": 1,
19 "src_node": "SAP1",
20 "dst_node": "COMPRESSOR"
21 },{
22 "id": 2,
23 "src_node": "COMPRESSOR",
24 "dst_node": "FORWARDER"
25 },{
26 "id": 3,
27 "src_node": "FORWARDER",
28 "dst_node": "DECOMPRESSOR",
29 },{
30 "id": 4,
31 "src_node": "DECOMPRESSOR",
32 "dst_node": "SAP3"
33 }],
34 "reqs": [ {
35 "src_node": "SAP1",
36 "dst_node": "SAP3",
37 "sg_path": [ 1, 2, 3, 4 ]
38 }
39 ]
40 }
41 }

– HTTP Response
For each SG link in the E2E requirement (SAP1->COMPRESOR, COMPRESOR-
>FORWARDER, FORWARDER->DECOMPRESOR, DECOMPRESOR->SAP3),
the ALTO server returns sub-arrays indicating potential candidate paths cal-
culated as the AS-level topological distance corresponding to the amount of
traversing domains. This AS-level distance is limited to 9 hops as defined by
the HTTP request of the above example.

1 {
2 "meta": {
3 "vtag": {
4 "resource-id": "my-default-property-map",
5 "tag": "4VSt4OFTRMBdc5gHIuLGhKUBL4xMXsP8"
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6 }
7 },
8 "cost-map": {
9 "SAP1": {

10 "SAP3": {
11 "SAP1": {
12 "COMPRESSOR": [
13 [ "0.0.0.1" ]
14 ]
15 },
16 "COMPRESSOR": {
17 "FORWARDER": [
18 [ "0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2" ]
19 ]
20 },
21 "FORWARDER": {
22 "DECOMPRESSOR": [
23 [ "0.0.0.2","0.0.0.123","0.0.0.3"],
24 [ "0.0.0.2","0.0.0.231","0.0.0.3"]
25 ]
26 },
27 "DECOMPRESSOR": {
28 "SAP3": [
29 [ "0.0.0.3" ]
30 ]
31 }
32 }
33 }
34 }
35 }

Appendix B.3.1 and Appendix B.3.2 show two more Cost Map service examples
asking the AS-level topological distance (for a given E2E requirement), without
constraints (full Cost Map) and with constraints [“shortest”], respectively.

5.5.2 Network Service Provisioning

We now focus on quantifying the time it takes for a 5GEx MdO, in terms of
execution time, to map a requested network service considering an optimized network
inventory (i.e., an LNI).

• Simulation Setup. We consider a real wide-area network topology obtained from
the Internet Topology Zoo project (KNIGHT et al., 2011). Specifically, we extend
the Interoute topology — one of Europe’s largest cloud service providers9 — to
represent a full network inventory. This network topology is composed of 110 nodes
connected through 148 links10. As with the previous experiment, node and link
capacities are uniformly distributed between 1-16 and 1-100, respectively.

9 Interoute was acquired by GTT Communications in 2018 (COMMUNICATIONS, 2018)
10 <http://www.topology-zoo.org/files/Interoute.gml>

http://www.topology-zoo.org/files/Interoute.gml
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Figure 39 – Time saving rate for mapping a service according to the percentage of reduced
nodes and edges using a Node/Edge-oriented LNI.

In case of the MdO, we also use ESCAPE. As aforementioned, ESCAPE is a frame-
work that supports the development of several parts of the service chaining archi-
tecture and it can run a number of emulated LOs with emulated interfaces to load
information about a local network inventory. ESCAPE also includes a simple service
layer where users can request services.

• Performance Metrics. ESCAPE uses a heuristic-based greedy backtracking algo-
rithm to map service requests to a network inventory topology. In this experiment,
we measure the ESCAPE’s time-saving rate for mapping of a service. This value is
defined as a fraction of the amount of saved time using a LNI topology (generated by
Node/Edge-oriented LNI algorithm) out of running time using a full network inven-
tory topology. We generate 50 different LNIs from 50 service requests. Each service
is with two NFs where the CPU and bandwidth demands are normally distributed
between 1 and 16 and between 1 and 100, respectively.

• Simulation Results. Figure 39 presents the average saving time at 95% of confi-
dence level according to the percentage of reduced nodes and edges when using a
Node/Edge-oriented LNI and when using a full network inventory. Results indicate
significant improvements in terms of saving time when the orchestrator uses LNI
compared to the approach in which a full topology is used. More specifically, the key
observation here is: a CO can achieve up to 50% time saving for service deployment
with the reduction of less than 20% of nodes in a network inventory. Even, with a
reduction of nodes and edges by less than 55%, it is possible to obtain up to 75%
time-saving rate.
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5.6 Concluding Remarks
Evolving networking environments require the provision of value-added services in

multi-domain (multi-operator/multi-technology) scenarios. In this work, we designed and
implemented a use case prototype inspired in the MUDED-based approach through which
single domains can describe their resource and network capabilities in an interoperable
manner. The experiments presented bring essential guidelines towards potential benefits
to the challenges of multi-domain orchestration (e.g., lack of abstractions, scalability, and
flexibility) by leveraging the map services and generality of the ALTO protocol and the
proper abstraction mechanisms of the ANI component.

Although the MUDED-assisted information exchange has several advantages, it
also has some limitations. Preponderantly, this chapter should include future research to
extend the studies of the following shortcomings:

• The MUDED entity should have independence from the operators, but it is not clear
what kind of organization will manage and support the operation of the broker. In
addition, if a broker is used to exchange information, then it should be ensured
that the data delivered amongst the operators by this 3rd party is not changed or
manipulated. Therefore, further analysis of the business aspects of MUDED system
is necessary. In this context, the broker entity must be trusted by each operator
since it stores and handles sensitive information. For example, future deployment of
SDN at IXPs can be used as a trusted third-party platform to support rich business
models between different operators (LI et al., 2020a).

• In the case of peer-to-peer information exchange model, a MdO failure concerns
only the domain where the failure occurs, other peers can perform the information
exchange without any limitation. However, If any error occurs in the broker entity,
the information exchange among all involved domains will be impacted. Future
activities will consider a systematic review of different mechanisms to avoid this
single point of failure (e.g., local restoration/replication options).

• The MdO information exchange depends on the policies. Operators have a prefer-
ence to share a different view about their compute and network resources towards
different operators. For example, a detailed view for the operators that are belonging
to same operator group and a high-level information towards the other operators.
No explored in this chapter, this gap is planned for future work in order to know
how the fine-grained/coarse-grained information exchange will be handled.

• This chapter can improve its studies by performing the experimental evaluation
in more complex/real environments, instead of performing all the tests on a single
physical machine using containers.
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• Finally, in the network service provisioning experiment (Section 5.5.2), the time-
saving rates only consider the time needed for placing the service, i.e., it is not
considered the time needed for generating the abstractions. Future experiments will
include an analysis of the total time of (i) generating the LNI and (ii) placing the
service in the LNI, and compare that to placing the service directly in the full
network inventory topology.
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6 Conclusion & Future Work

In evolving networking scenarios (e.g., 5G), where applications provide softwarized
services requiring resource orchestration across multiple network domains, network and
application integration (NAI) is fundamental. The networking community (academy and
industry) has pointed at the importance of regularly revisiting this topic to identify its
possibilities and challenges (SIGCOMM’20: Workshop on Network-Application Integra-
tion/CoDesign1). Throughout this thesis, the entire line of reasoning fits according to
solve the main barriers to systematically release NAI, all of which are addressed in Chap-
ters 2, 3, 4, and 5. After elaborating the final thoughts of the core chapters, herein, we
answer the research questions, and finally, the validation of the hypothesis presented in
Chapter 1.

According to NAI analysis in Chapter 2 and use case experimental evaluation in
Chapter 5, we contribute to answering the research question #1: What are the possibili-
ties of a much stronger network & application collaboration than the current mainstream
networking? our analysis suggests many possibilities in designing and implementing NAI
by application-aware networking and network-aware applications. This assumption is val-
idated by different standard proposals, research contributions, and real deployment ex-
amples in both approaches presented. Besides, we design and evaluate MUDED, a multi-
domain NAI possibilities discovery and exposure framework to address the key barriers of
systematically realizing NAI. The key components of MUDED include a unified, abstract
representation of network information using mathematical programming constraints, a re-
source discovery language for applications to express their intents on discovering network
information, and an efficient service-optimized network inventory component. Still, we
understand that much more work needs to be elaborated to establish a robust methodol-
ogy applied in other realistic multi-domain use cases, especially when handling run-time
network service operations.

By tackling objectives O1-O2, this work demonstrates how barriers B1 and B2
can be removed, taking advantage of maturing NAI protocols such as ALTO (and exten-
sions). At the same time, it allows us to suggest an answer to research question #2: How
to expose and discover multi-domain NAI possibilities using the IETF ALTO protocol?.
Our study summarises the benefits of using multi-domain information and discusses the
ALTO design issues for discovering and exposing it. Besides, we also present key design
requirements to be addressed in order to realize the proposal of providing multi-domain
information by ALTO services. Accordingly, we suggest improvements to be performed
in the ALTO base protocol together with our ongoing standardization efforts in order to
1 <https://conferences.sigcomm.org/sigcomm/2020/workshop-nai.html>

 https://conferences.sigcomm.org/sigcomm/2020/workshop-nai.html
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realize the proposal of discovering and exposing multi-domain information. Regarding our
proposed solutions, while they are not mature enough to have an immediate impact on
industry standards, many of them are in an excellent position to be adopted in relevant
bodies like IETF.

Towards addressing the scalability concerns (O3) and remove the barrier (B3), the
ANI component is designed and implemented. It suggests the ideas to answer the research
question #3: How to effectively handle the scale and complexity of multi-domain environ-
ments to create proper abstract network views?. From the proper abstraction method of
the network inventory infrastructure presented in the ANI component and its subsequent
analysis and experimental evaluation, we reckon that our novel methodology, taking into
account the service requirements as a second input, defines an effective manner to create
logical network inventories (i.e., LNIs) to deal with the deployment size and heterogeneity
complexity of multi-domain softwarized networks. Experimental evaluations reveal that,
when using an LNI methodology, we can optimize the management of resources while
reducing the time to place network services. Also, ANI emerged as a per patent applica-
tion which, when filed, it was incorporated into the MUDED system, demonstrating the
two-way transfer of benefits between academy and industry.

In line with the research questions explored, this thesis investigated the hypothesis
that “Application and network integration is a key component for multi-domain
settings, which for widely use should consider generic and standard mechanisms satisfying
the ever so important features of NAI possibilities exposure and discovery, along
with addressing the scalability and performance concerns”. In a distinctive way, three
argumentative lines make up the scope of this thesis, as elucidated in the core chapters
(i.e., 2, 3, 4, and 5). Each one of them (NAI, ALTO, ANI, Use Case) contribute to the
confirmation of the hypothesis above. Chapters 2 and 5 review the possibilities of NAI
through application-aware networking and network-aware applications, and design and
evaluate a multi-domain generic framework for NAI possibilities exposure and discovery,
called MUDED. Chapter 3 elaborates key design requirements of ALTO for exposing
multi-domain information along with a set of generic mechanisms to design a multi-
domain ALTO framework. Chapter 4 proposes the ANI component that implements a
novel method to deal with the scalability issues in multi-domain softwarized environments.
Consequently, based on the answers given to the research questions posed, we suggest our
hypothesis is validated through all the content of this thesis.

Finally, as prominent future work, a set of elaborated shortcomings was identified
in the core chapters of this thesis. Among them, we can highlight overall objectives, such
as: (i) identify a sorted list of the proposed ALTO extensions to be considered in the
next ALTO chapter; (ii) more extensive experimental evaluation of the ANI component
using more complex network services and network infrastructures; and (iii) a prototype
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evolution of the MUDED platform to consider different information exchange models and
complex run-time service deployment operations. In addition, it will also be beneficial
to extend the proposed offline algorithms (or propose new ones) to online algorithms
implemented via heuristics to process single requests arriving over time one after another.
Finally, MUDED defines core components and northbound interfaces; however, the system
design needs further study regarding the southbound interfaces. Future research activities
in MUDED will include different southbound interfaces such as intra/inter protocols (ISIS,
OSPF, BGP) and flow-based protocols (NetFlow, sFlow) in order to provide flexibility
and obtain up to date network information.
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ANNEX A – YANG data model of Network
Function Forwarding Graph (NFFG)

The following YANG data model of the NFFG and its tree representation was
extracted from (UNIFY D3.2a, 2015):

1 +--rw nffg
2 +--rw parameters
3 | +--rw id string
4 | +--rw name? string
5 | +--rw version string
6 +--rw node_nfs* [id]
7 | +--rw id string
8 | +--rw name? string
9 | +--rw functional_type string

10 | +--rw specification
11 | | +--rw deployment_type? string
12 | | +--rw resources
13 | | +--rw cpu string
14 | | +--rw mem string
15 | | +--rw storage string
16 | | +--rw delay string
17 | | +--rw bandwidth string
18 | +--rw ports* [id]
19 | +--rw id string
20 | +--rw property* string
21 +--rw node_saps* [id]
22 | +--rw id string
23 | +--rw name? string
24 | +--rw domain? string
25 | +--rw ports* [id]
26 | +--rw id string
27 | +--rw property* string
28 +--rw node_infras* [id]
29 | +--rw id string
30 | +--rw name? string
31 | +--rw domain? string
32 | +--rw type string
33 | +--rw supported* [functional_type]
34 | | +--rw functional_type string
35 | +--rw resources
36 | | +--rw cpu string
37 | | +--rw mem string
38 | | +--rw storage string
39 | | +--rw delay string
40 | | +--rw bandwidth string
41 | +--rw ports* [id]
42 | +--rw id string
43 | +--rw property* string
44 | +--rw flowrules* [id]
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45 | +--rw id string
46 | +--rw match string
47 | +--rw action string
48 | +--rw bandwidth? string
49 +--rw edge_links* [id]
50 | +--rw id string
51 | +--rw src_node string
52 | +--rw src_port string
53 | +--rw dst_node string
54 | +--rw dst_port string
55 | +--rw backward? string
56 | +--rw reqs
57 | +--rw delay? string
58 | +--rw bandwidth? string
59 +--rw edge_sg_nexthops* [id]
60 | +--rw id string
61 | +--rw src_node string
62 | +--rw src_port string
63 | +--rw dst_node string
64 | +--rw dst_port string
65 | +--rw flowclass? string
66 +--rw edge_reqs* [id]
67 +--rw id string
68 +--rw src_node string
69 +--rw src_port string
70 +--rw dst_node string
71 +--rw dst_port string
72 +--rw reqs
73 | +--rw delay? string
74 | +--rw bandwidth? string
75 +--rw sg_path* [edge_sg_nexthop_id]
76 +--rw edge_sg_nexthop_id string
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ANNEX B – ALTO Map Services examples

B.1 Property Map Service
This HTTP request example corresponds to the full (unfiltered) Property Map.

The ALTO server defines a GET-mode resource which returns the entire Property Map for
all PID entities with the “unifyslor”, “cpu”, “mem”, “storage”, “port” and “nf” properties.

• HTTP Request

1 GET /controller/nb/v2/alto/propertymap/my-default-property-map HTTP/1.1
2 Host: 172.28.0.10:8181
3 Accept: application/alto-propmap+json,application/alto-error+json

• HTTP Response

1 {
2 "meta": {
3 "vtag": {
4 "resource-id": "my-default-property-map",
5 "tag": "4VSt4OFTRMBdc5gHIuLGhKUBL4xMXsP8"
6 }
7 },
8 "property-map": {
9 "0.0.0.1": {

10 "unifyslor": "https://172.25.0.10:8888/escape",
11 "cpu": "50.0", "mem": "60.0", "storage": "70.0",
12 "port": [ "SAP1", "SAP1211", "SAP1231", "SAP2" ],
13 "nf": [ "COMPRESSOR", "DECOMPRESSOR" ]
14 },
15 "0.0.0.121": {
16 "unifyslor": "https://172.50.0.10:8888/escape",
17 "cpu": "0.0", "mem": "0.0", "storage": "0.0",
18 "port": [ "SAP1211", "SAP1212" ],
19 "nf": []
20 },
21 "0.0.0.122": {
22 "unifyslor": "https://172.51.0.10:8888/escape",
23 "cpu": "0.0", "mem": "0.0", "storage": "0.0",
24 "port": [ "SAP1212", "SAP1221" ],
25 "nf": []
26 },
27 "0.0.0.123": {
28 "unifyslor": "https://172.52.0.10:8888/escape",
29 "cpu": "0.0", "mem": "0.0", "storage": "0.0",
30 "port": [ "SAP1231", "SAP1232", "SAP1233" ],
31 "nf": []
32 },
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33 "0.0.0.2": {
34 "unifyslor": "https://172.26.0.10:8888/escape",
35 "cpu": "10.0", "mem": "20.0", "storage": "30.0",
36 "port": [ "SAP1221", "SAP1232", "SAP2311", "port-SAP4" ],
37 "nf": [ "FORWARDER" ]
38 },
39 "0.0.0.231": {
40 "unifyslor": "https://172.53.0.10:8888/escape",
41 "cpu": "0.0", "mem": "0.0", "storage": "0.0",
42 "port": [ "SAP2311", "SAP2312" ],
43 "nf": []
44 },
45 "0.0.0.3": {
46 "unifyslor": "https://172.27.0.10:8888/escape",
47 "cpu": "80.0", "mem": "90.0", "storage": "100.0",
48 "port": [ "SAP1233", "SAP2312", "SAP3" ],
49 "nf": [ "COMPRESSOR", "DECOMPRESSOR" ]
50 }
51 }
52 }

B.2 Cost Map Services: ASes

B.2.1 Full Cost Map

• HTTP Request

1 POST /controller/nb/v2/alto/costmap/pv
2 Host: 172.28.0.10:8181
3 Accept: multipart/related, application/alto-costmap+json,
4 application/alto-propmap+json, application/alto-error+json
5 Content-Length: [TBD]
6 Content-Type: application/alto-costmapfilter+json
7
8 {
9 "cost-type" :{

10 "cost-mode": "array",
11 "cost-metric": "ane-path"
12 },
13 "pids" : {
14 "srcs" : [ "0.0.0.1" ],
15 "dsts" : [ "0.0.0.2","0.0.0.3" ]
16 }
17 }

• HTTP Response

1 {
2 "meta": {
3 "vtag": {
4 "resource-id": "my-default-property-map",
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5 "tag": "4VSt4OFTRMBdc5gHIuLGhKUBL4xMXsP8"
6 }
7 },
8 "cost-map": {
9 "0.0.0.1": {

10 "0.0.0.2": [
11 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2"],
12 ["0.0.0.1","0.0.0.123","0.0.0.3","0.0.0.231","0.0.0.2"],
13 ["0.0.0.1","0.0.0.123","0.0.0.2"]
14 ],
15 "0.0.0.3": [
16 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2","0.0.0.231","0.0.0.3"],
17 ["0.0.0.1","0.0.0.123","0.0.0.2","0.0.0.231","0.0.0.3"],
18 ["0.0.0.1","0.0.0.123","0.0.0.3"],
19 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2","0.0.0.123","0.0.0.3"]
20 ]
21 }
22 }
23 }

B.2.2 Filtered Cost Map

• HTTP Request

1 POST /controller/nb/v2/alto/costmap/pv
2 Host: 172.28.0.10:8181
3 Accept: multipart/related, application/alto-costmap+json,
4 application/alto-propmap+json, application/alto-error+json
5 Content-Length: [TBD]
6 Content-Type: application/alto-costmapfilter+json
7
8 {
9 "cost-type" :{

10 "cost-mode": "array",
11 "cost-metric": "ane-path"
12 },
13 "pids" : {
14 "srcs" : [ "0.0.0.1" ],
15 "dsts" : [ "0.0.0.2","0.0.0.3" ]
16 },
17 "constraints" : [ "shortest"]
18 }

• HTTP Response

1 {
2 "meta": {
3 "vtag": {
4 "resource-id": "my-default-property-map",
5 "tag": "4VSt4OFTRMBdc5gHIuLGhKUBL4xMXsP8"
6 }
7 },
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8 "cost-map": {
9 "0.0.0.1": {

10 "0.0.0.2": [
11 ["0.0.0.1","0.0.0.123","0.0.0.2"]
12 ],
13 "0.0.0.3": [
14 ["0.0.0.1","0.0.0.123","0.0.0.3"]
15 ]
16 }
17 }
18 }

B.3 Cost Map Service: E2E Service Requirements

B.3.1 Full Cost Map

• HTTP Request

1 POST /controller/nb/v2/alto/costmap/pv
2 Host: 172.28.0.10:8181
3 Accept: multipart/related, application/alto-costmap+json,
4 application/alto-propmap+json, application/alto-error+json
5 Content-Length: [TBD]
6 Content-Type: application/alto-costmapfilter+json
7 {
8 "cost-type" :{
9 "cost-mode": "array", "cost-metric": "ane-path"

10 },
11 "constraints" : [ "shortest"],
12 "sg" :{
13 "nfs": [ "COMPRESSOR", "FORWARDER", "DECOMPRESSOR"],
14 "saps": [ "SAP1", "SAP3" ],
15 "sg_links": [ {"id": 1,
16 "src_node": "SAP1",
17 "dst_node": "COMPRESSOR"
18 },{"id": 2,
19 "src_node": "COMPRESSOR",
20 "dst_node": "FORWARDER"
21 },{"id": 3,
22 "src_node": "FORWARDER",
23 "dst_node": "DECOMPRESSOR",
24 },{"id": 4,
25 "src_node": "DECOMPRESSOR",
26 "dst_node": "SAP3"
27 }],
28 "reqs": [ {
29 "src_node": "SAP1",
30 "dst_node": "SAP3",
31 "sg_path": [ 1, 2, 3, 4 ]
32 }
33 ]
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34 }
35 }

• HTTP Response

1 {
2 "meta": {
3 "vtag": {
4 "resource-id": "my-default-property-map",
5 "tag": "4VSt4OFTRMBdc5gHIuLGhKUBL4xMXsP8"}
6 },
7 "cost-map": {
8 "SAP1": {
9 "SAP3": {

10 "SAP1": {"COMPRESSOR": [
11 ["0.0.0.1","0.0.0.123","0.0.0.2","0.0.0.231","0.0.0.3"],
12 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2","0.0.0.231",
13 "0.0.0.3"],
14 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2","0.0.0.123",
15 "0.0.0.3"],
16 ["0.0.0.1","0.0.0.123","0.0.0.3"],
17 ["0.0.0.1"]
18 ]
19 },
20 "COMPRESSOR": {"FORWARDER": [
21 ["0.0.0.3","0.0.0.123","0.0.0.1","0.0.0.121","0.0.0.122",
22 "0.0.0.2"],
23 ["0.0.0.3","0.0.0.231","0.0.0.2","0.0.0.122","0.0.0.121",
24 "0.0.0.1","0.0.0.123","0.0.0.2"
25 ],
26 ["0.0.0.3","0.0.0.231","0.0.0.2","0.0.0.123","0.0.0.1",
27 "0.0.0.121","0.0.0.122","0.0.0.2"],
28 ["0.0.0.3","0.0.0.231","0.0.0.2"],
29 ["0.0.0.1","0.0.0.123","0.0.0.3","0.0.0.231","0.0.0.2"],
30 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2","0.0.0.123",
31 "0.0.0.3","0.0.0.231","0.0.0.2"],
32 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2"],
33 ["0.0.0.3","0.0.0.123","0.0.0.2"],
34 ["0.0.0.1","0.0.0.123","0.0.0.2"],
35 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2","0.0.0.231",
36 "0.0.0.3","0.0.0.123","0.0.0.2"]
37 ]
38 },
39 "FORWARDER": {"DECOMPRESSOR": [
40 ["0.0.0.2","0.0.0.231","0.0.0.3","0.0.0.123","0.0.0.1"],
41 ["0.0.0.2","0.0.0.123","0.0.0.3"],
42 ["0.0.0.2","0.0.0.122","0.0.0.121","0.0.0.1"],
43 ["0.0.0.2","0.0.0.122","0.0.0.121","0.0.0.1","0.0.0.123",
44 "0.0.0.2","0.0.0.231","0.0.0.3"],
45 ["0.0.0.2","0.0.0.231","0.0.0.3","0.0.0.123","0.0.0.2",
46 "0.0.0.122","0.0.0.121","0.0.0.1"],
47 ["0.0.0.2","0.0.0.123","0.0.0.3","0.0.0.231","0.0.0.2",
48 "0.0.0.122","0.0.0.121","0.0.0.1"],
49 ["0.0.0.2","0.0.0.123","0.0.0.1","0.0.0.121","0.0.0.122",
50 "0.0.0.2","0.0.0.231","0.0.0.3"],
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51 ["0.0.0.2","0.0.0.123","0.0.0.1"],
52 ["0.0.0.2","0.0.0.122","0.0.0.121","0.0.0.1","0.0.0.123",
53 "0.0.0.3"],
54 ["0.0.0.2","0.0.0.231","0.0.0.3"]
55 ]
56 },
57 "DECOMPRESSOR": {
58 "SAP3": [
59 ["0.0.0.1","0.0.0.123","0.0.0.2","0.0.0.231","0.0.0.3"],
60 ["0.0.0.3"],
61 ["0.0.0.1","0.0.0.123","0.0.0.3"],
62 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2","0.0.0.123",
63 "0.0.0.3"],
64 ["0.0.0.1","0.0.0.121","0.0.0.122","0.0.0.2","0.0.0.231",
65 "0.0.0.3"]
66 ]
67 }
68 }
69 }
70 }
71 }

B.3.2 Filtered Cost Map

In this Filtered Cost Map service, the ALTO server returns connectivity informa-
tion for an SG request provided by the HTTP request example. This request includes a
constraint predicate (“constraints” : [ “shortest”]) so that, the ALTO server returns the
shortest AS-level topological distance which meets the E2ENS requirement.

• HTTP Request

1 POST /controller/nb/v2/alto/costmap/pv
2 Host: 172.28.0.10:8181
3 Accept: multipart/related, application/alto-costmap+json,
4 application/alto-propmap+json, application/alto-error+json
5 Content-Length: [TBD]
6 Content-Type: application/alto-costmapfilter+json
7 {
8 "cost-type" :{
9 "cost-mode": "array", "cost-metric": "ane-path"

10 },
11 "constraints" : [ "shortest"],
12 "sg" :{
13 "nfs": [ "COMPRESSOR", "FORWARDER", "DECOMPRESSOR"],
14 "saps": [ "SAP1", "SAP3" ],
15 "sg_links": [ {"id": 1,
16 "src_node": "SAP1",
17 "dst_node": "COMPRESSOR"
18 },{"id": 2,
19 "src_node": "COMPRESSOR",
20 "dst_node": "FORWARDER"
21 },{"id": 3,
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22 "src_node": "FORWARDER",
23 "dst_node": "DECOMPRESSOR",
24 },{"id": 4,
25 "src_node": "DECOMPRESSOR",
26 "dst_node": "SAP3"
27 }],
28 "reqs": [ {
29 "src_node": "SAP1",
30 "dst_node": "SAP3",
31 "sg_path": [ 1, 2, 3, 4 ]
32 }
33 ]
34 }
35 }

• HTTP Response

1 {
2 "meta": {
3 "vtag": {
4 "resource-id": "my-default-property-map",
5 "tag": "4VSt4OFTRMBdc5gHIuLGhKUBL4xMXsP8"}
6 },
7 "cost-map": {
8 "SAP1": {
9 "SAP3": {

10 "SAP1": {"COMPRESSOR": [
11 [ "0.0.0.1" ]]
12 },
13 "COMPRESSOR": {"FORWARDER": [
14 [ "0.0.0.1","0.0.0.123","0.0.0.2" ]]
15 },
16 "FORWARDER": {"DECOMPRESSOR": [
17 [ "0.0.0.2","0.0.0.123","0.0.0.3" ]]
18 },
19 "DECOMPRESSOR": {
20 "SAP3": [
21 [ "0.0.0.3" ]]
22 }
23 }
24 }
25 }
26 }
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