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We report the recording of a fixed good quality transmission hologram in LiNbO$_3$:Fe with maximum index-of-refraction modulation using the simultaneous recording/compensation process at $120 \ ^\circ\mathrm{C}$ in a specially designed setup with $\lambda=514.5$ nm. This process was shown to be reproducible and in good agreement with an already reported theoretical model. The analysis of this recording process showed that material saturation was reached so that the maximum possible fixed index-of-refraction modulation was achieved. From the comparison of theoretical and experimental recording/compensation process data some material parameters (dielectric relaxation time $\tau_M \approx 15$ min, saturation space-charge field $E_s=18.8$ kV/cm, and photovoltaic-to-saturation field ratio $E_{ph}/E_s=0.80$) were determined. The diffraction efficiency of this grating was measured using a $\lambda=633$ nm probe laser beam in an independent setup and its actual value computed, taking into account the angular divergence of the probe beam. The good grating performance as an optical Bragg filter was experimentally characterized by independently measuring its angular (approximately 1.2 mrad) and spectral (approximately 0.1 nm) selectivities, both at the probe beam wavelength of 633 nm. © 2009 American Institute of Physics. [doi:10.1063/1.3223319]

I. INTRODUCTION

Permanent volume holograms or gratings are interesting for different applications and particularly useful as narrow band light filters. Volume holograms can be fixed in otherwise volatile photorefractive materials by double doping or by temperature processing. The latter process, mainly carried out on LiNbO$_3$:Fe, consists of recording an electronic grating followed by its complete compensation at high temperature by nonphotosensitive H$^+$ ions already present in the material. After that, development with white light proceeds at room temperature in order to (partially) erase the photosensitive electronic grating and allow the nonphotosensitive ionic grating to remain. The larger the electronic grating recorded in the first step, the larger the fixed grating remaining in the final step. The largest possible fixed grating is obtained by self-stabilized holographic recording with unity ($|m|=1$) fringe visibility at high temperature to allow for simultaneous recording and compensation.

As far as we know, the best reported results in terms of highly diffracting transmission fixed holograms indicate diffraction efficiencies somewhat higher than 80%, close to 40%, and projected (not actually measured) close to 100%.

In this paper we show that using a recently reported setup one may produce the largest possible fixed-index-of-refraction modulation until material saturation is reached in LiNbO$_3$:Fe. This paper is devoted to the analysis of the fixing process and of the resulting fixed grating. We show that the self-stabilized recording/compensation process is reproducible and in good agreement with an already reported theoretical model. From the comparison of the theoretical and experimental results some realistic material parameters are determined. The angular and spectral selectivities of the recorded fixed grating were measured in order to show the high quality of the grating and its practical interest as an optical Bragg filter.

II. THEORY

The theory of fixing by simultaneous recording and compensation at high temperature followed by development at room temperature on LiNbO$_3$:Fe has been studied, among other researchers, by Sturman et al. In the present paper we shall use some of Sturman’s theoretical developments to analyze our results.

A. Simultaneous recording and compensation

From the paper by Sturman et al. the amplitude of the space-charge field due to ions H$^+$ (as well as due to electrons) at the end of the full compensation process, after recording during a time $t_R$, is shown to be

$$|E_d(t_R)| \approx |m|E_q(1-e^{-\gamma t_R}),$$

(1)

$$\gamma \approx \frac{E_D}{E_q} \left[ \frac{[\text{Fe}^{2+}]/\mathcal{H}_0}{\tau_M + \tau_D} \right], \quad E_D \ll E_q,$$

(2)

where $E_D$ is the diffusion space-charge field amplitude, $E_q$ is the maximum possible value of the space-charge field amplitude at unity pattern of fringe modulation ($|m|=1$), and $\mathcal{H}_0$ is...
the spatial average concentration of $H^+$. The dielectric relaxation times at the high temperature process for electrons and for $H^+$ are, respectively, $\tau_M$ and $\tau_M^H$ with the former being mainly controlled by the action of light and the latter by the process temperature. We have also assumed that $[Fe^{3+}] \approx [Fe^{2+}]$ and $[Fe^{2+}] \ll H_0$. In Eq. (1) we have only considered the real part of the exponential constant $\gamma$ because the imaginary part is only related to phase shifting that disappears at the end of the compensation process in the dark. The parameter $\gamma$ can be further simplified to

$$\gamma \approx \frac{E_D}{E_q} \left( 1 + \frac{[Fe^{2+}]}{H_0} \right) \frac{1}{2\tau_M}$$

by assuming that $\tau_M^H \approx \tau_M$ because the recording-compensation process temperature is kept high enough for the electronic and the ionic gratings to occur almost simultaneously.

### B. Development

After recording the electronic grating during a time $t_R$ (and almost completely compensating it), as described in Sec. II A, and after full compensation in the dark at the operating high temperature, an electronic $E_{sc}(t_R)$ plus an ionic $E_{h}(t_R)$ grating of equal magnitude and opposite signs $[E_{sc}(t_R) = -E_{h}(t_R)]$ are obtained. The following development step is carried out under strong uniform white light illumination at room temperature, and during this stage the evolution of the overall space-charge field $E_{sc}(t)$ follows the equation

$$E_{sc}(t) = E_{sc}(t_R) + E_h(t_R),$$

where $E_h(t_R)$ is reported in Eq. (1) and $E_{sc}(t)$ is the solution of

$$\frac{dE_{sc}(t)}{dt} + \frac{\omega_R + i\omega_l}{\omega_R} E_{sc}(t) + \kappa \frac{\omega_R + i\omega_l}{\omega_R} E_h(t_R) = 0,$$

with

$$\omega_R = \frac{1}{\tau_M^{MW}} \left( 1 + K^2 L_D^2 \right), \quad \frac{1}{\tau_M^{MW}} = \frac{\sigma_{scW}}{\varepsilon E_0},$$

$$\omega_l = -\frac{1}{\tau_M^{MW}} \left( 1 + K^2 L_D^2 \right) \frac{[Fe^{3+}]}{[Fe]} \approx 0 = \frac{Kl_{ph}}{\tau_M^{MW}},$$

$$\frac{[Fe^{3+}]}{[Fe]} \approx 1,$$

$$Kl_{ph} = E_{ph}/E_q,$$

$$\kappa \approx 1 - iKl_{ph},$$

where Eqs. (6)–(10) refer to electrons, $E_{ph}$ is the photovoltaic field under white light illumination, and $t$ is the white light development time at room temperature with $E_{sc}(t=0) = E_{h}(t_R)$. The parameter $L_D$ is the diffusion length, $\tau_M^{MW}$ is the Maxwell relaxation time, $\sigma_{scW}$ is the conductivity, always due to electrons under white light and at room temperature, and $K[\bar{K}]$ is the hologram vector value. The approximate relations in Eqs. (6) and (7) are derived from the usual assumptions for the strongly photovoltaic LiNbO$_3$ : Fe crystal. The resulting overall field after full development ($t \to \infty$) is

$$E_{sc}(\infty) = E_h(t_R)(1 - \kappa).$$

### C. Diffraction efficiency

Once the hologram is fixed, its diffraction efficiency is measured in an auxiliary setup using a direct high stability extraordinarily polarized He–Ne $\lambda=633$ nm laser (Spectra Physics model 117A) probe beam. This beam is directed onto the grating at an angle $\theta_0 + \bar{\theta}$, where $\bar{\theta}$ is the shift from the in-Bragg angle $\theta_0$ for this probe beam with $a$ being its angular divergence, all angles have been measured in air. Because of the finite divergence $a$ of the laser beam, an apparent diffraction efficiency is measured as a function of $\bar{\theta}$ that is represented by

$$\eta(\bar{\theta}) = P_d(\bar{\theta})/P^0,$$

$$P_d(\bar{\theta}) = \eta(\bar{\theta}) \otimes e^{-2\bar{\theta}^2a^2} = \int_{-\bar{\theta}+\pi/2}^{\bar{\theta}+\pi/2} \eta(\bar{\theta}) e^{-2(\bar{\theta}-\bar{\theta})^2a^2} d\theta,$$

$$P^0 = \int_{-\bar{\theta}+\pi/2}^{\bar{\theta}+\pi/2} e^{-2(\bar{\theta}-\bar{\theta})^2a^2} d\theta = \int_{-\bar{\theta}+\pi/2}^{\bar{\theta}+\pi/2} e^{-2\bar{\theta}^2a^2} d\theta,$$

where $P_d$ is the diffracted power probe beam and $P^0$ is the diffracted plus transmitted power probe beam with the symbol $\otimes$ representing the convolution product and

$$\eta(\bar{\theta}) = \frac{\sin^2 \sqrt{\nu^2 + \frac{\bar{\theta}^2}{1 + \bar{\theta}^2a^2}}} {1 + \bar{\theta}^2a^2},$$

is the slightly out-of-Bragg diffraction efficiency with

$$\nu = \frac{\pi \Delta n d}{\lambda_0},$$

$$\bar{\theta} = \frac{K \theta d}{2}\sqrt{1 - \frac{K^2 \lambda_j^2}{16 \pi^2}},$$

where $\lambda_0$ is the wavelength used for measurement and $\bar{\theta}$ is the out-of-Bragg angle, both measured in air, $d$ is the crystal (grating) thickness, and $\Delta n$ is the index-of-refraction grating modulation as measured with the 633 nm beam that is written as

$$\Delta n = n_e^2 r_{33} |E_{sc}(\infty)|^2/2,$$

where $n_e$ is the extraordinary index of refraction and $r_{33}$ is the corresponding electro-optic coefficient at low frequency. Note that the measured average $\bar{\eta}(\bar{\theta})$ results from a convolution product between the theoretical expression $\eta(\bar{\theta})$ and the angular distribution of light in the probe (measuring) laser beam. The integration in this convolution [see Eqs. (13) and (14)] is actually limited to the angular dimension of the
sensitive area of the photodetectors in the experiment that in the present case is only a few times larger than the angular width \( a \) of the laser beam.

**D. Angular and wavelength selectivity**

Equation (15) is a sharp function centered on \( \theta_0 \) that represents the rather large angular selectivity \( (\Delta \theta_0=\bar{\theta}) \) characteristic of short-period thick volume gratings. These gratings also exhibit an associated wavelength selectivity \( (\Delta \lambda_0) \) that is related to the former one by

\[
\frac{\Delta \theta_0}{\Delta \lambda_0} = \frac{\bar{\theta}}{\lambda_0} = \frac{K}{\sqrt{16 \pi^2 - K^2 \lambda_0^2}},
\]

which is computed from the well known Bragg relation

\[
K = \frac{4 \pi}{\lambda_0} \sin \theta_0.
\]

**III. EXPERIMENT**

The recording was carried out on a 0.9 mm thick LiNbO\(_3\):Fe crystal with \([Fe^2+]_0/[Fe^3+]_0=0.004\), total iron concentration \([Fe^2+]_0=2\times10^{19} \text{ cm}^{-3}\), and total hydrogen ion concentration \([H^+]_0=2.2\times10^{19} \text{ cm}^{-3}\) that was provided by Arizmendi from the UAM, Spain. The crystal was short circuited from the UAM, Spain. The crystal configuration in the setup and the whole placed in a homemade temperature-controlled vacuum chamber. The crystal is fixed in a specially designed copper holder and crystal plane normal incidence plane \( \theta_0=\frac{\pi}{2} \) with the latter along the photovoltaic axis and contained in the incidence plane (formed by the two incident beams and input crystal plane normal) with symmetrically incident recording beams with a \( \pi/2 \) angle (outside the crystal) between them. The crystal is fixed in a specially designed copper holder and the whole placed in a homemade temperature-controlled vacuum chamber. The crystal configuration in the setup and the setup itself are the same as already described elsewhere\(^{17}\) except for the recording wavelength that is now \( \lambda =514.5 \text{ nm} \) from the Ar\(^+\) laser.

**A. Self-stabilized recording**

The recording is carried out under self-stabilized conditions at 120 °C using the temperature-controlled vacuum chamber, extraordinarily polarized recording beams of approximately equal intensity \( \approx12 \text{ mW/cm}^2 \) each guided into the chamber by polarization maintaining monomode optical fibers from Canadian Instrumentation and Research Ltd. The recording pattern of fringe visibility due to the in-plane (extraordinary) polarization is \( \hat{s} \cdot \hat{r}=0.8 \) with \( \hat{s} \) and \( \hat{r} \) being the unit polarization vectors of the interfering beams. The resulting spatial period in this geometry is 0.36 \( \mu \text{m} \). The 514.5 nm Ar\(^+\) laser line has a higher power but a much shorter coherence length compared to the previously used solid state 532 nm laser line so that recording was shorter in time and processed at a somewhat higher temperature but required a better interfering beam path difference matching in order not to reduce the pattern of fringe visibility because of limited light coherence. The overall irradiances at the crystal output are\(^{20}\)

\[
I_S = E_{\lambda}^0(1-\eta) + 2\hat{s} \cdot \hat{r} \sqrt{(1-\eta)(1-\eta)} \lambda_0^4 \cos(\varphi),
\]

(21)

\[
I_R = E_{\lambda}^0(1-\eta) - 2\hat{s} \cdot \hat{r} \sqrt{(1-\eta)(1-\eta)} \lambda_0^4 \cos(\varphi),
\]

(22)

with \( \psi_\lambda \) and \( \Omega \) being the amplitude and angular frequency, respectively, of the phase modulation produced in one of the interfering beams and \( \eta \) is the in-Bragg diffraction efficiency during the recording process. All irradiances above are measured behind the sample so that \( \eta \) is free from interface reflections and bulk absorption effects. The expressions of the first and second harmonic terms, arising from phase beam modulation, are, respectively,\(^{20}\)

\[
f_1 = -4J_1(\psi_\lambda)\hat{s} \cdot \hat{r} \sqrt{(1-\eta)} \lambda_0^4 \sin(\varphi),
\]

(23)

\[
f_2 = 4J_2(\psi_\lambda)\hat{s} \cdot \hat{r} \sqrt{(1-\eta)} \lambda_0^4 \cos(\varphi).
\]

(24)

For strongly photovoltaic materials as is the case of LiNbO\(_3\), it is \( \varphi=\pm \pi/2 \) so that \( f_2=0 \) and this latter can be used as error signal to operate the feedback loop in the self-stabilization setup to keep the recording operating at \( \varphi = \pm \pi/2 \).\(^{10,12,20}\) As already discussed elsewhere,\(^{17}\) self-stabilization recording with simultaneous compensation allows recording the largest possible fixed hologram and this is the procedure we follow in this work.

**B. Recording evolution**

Recording was carried out for different times \( t_R \) [see Eq. (4)] and, after hologram fixing, the in-Bragg diffraction efficiency \( \eta(0)=0 \) was measured, using a direct 633 nm laser probe beam as described in Sec. II C, and plotted as a function of the recording time \( t_R \) in Fig. 1. This plot is therefore formed by data from different independent experimental runs and it shows that a maximum was achieved after \( t_R \approx 120 \text{ min} \) and that no significant changes appear for larger times, thus indicating that the material saturation was reached by that time. Data in Fig. 1 are in good agreement with theory as represented by the continuous curve computed from Eq. (12) taking into account Eqs. (15)–(18) with Eqs.
FIG. 2. (Color online) Diffraction efficiency experimental data (●) measured with an extraordinarily polarized 633 nm probe beam and theoretical (dotted) curve leading too $\nu = \pi/2 \pm 5\%$ and $a = 0.90$ mrad with FWHM $\approx 1.7$ mrad. For practical reasons the experimental data were measured only for the positive semiaxis whereas the theoretical curve was displayed on both semiaxes.

(11), (4), and (1) and the parameters $a = 0.83 \pm 10\%$ mrad (manufacturer datasheet indicates 0.8 mrad), $E_{eq} = 18.8$ kV/cm (the estimated theoretical value is 26 kV/cm for this sample), and $Kl_{ph} = 0.80$ (reported to be between 0.73 and 1 for this sample in similar experimental conditions$^{(1)}$).

The good theoretical fitting of these data arising from multiple independent experimental runs also gives some hint about the good reproducibility of the whole process. Diffraction efficiency was always measured at room temperature after development under a strong white light. Such a development could be efficiently carried out only outside the processing chamber and that is why $\eta$ was always measured with a probe beam in an independent setup but never in the recording setup using the actual recording beam.

C. Actual diffraction efficiency fixed grating

In order to adequately evaluate the diffraction efficiency of the recorded grating it is necessary to recall that the angular divergence of laser probe beams is usually larger than required by the sharp angular selectivity of volume gratings as the present one. In this section we shall take into account the angular width of our probe beam in order to find out the actual diffraction efficiency value of our grating.

Once the maximum measured diffraction efficiency $\tilde{\eta}(\bar{\theta} = 0) \approx 0.75$ was achieved, the diffraction efficiency was measured as a function of the out-of-Bragg angle $\bar{\theta}$ and plotted in Fig. 2. Because of the large number of data to be measured for plotting in Fig. 2, the sample was illuminated with the strong development white light source after each measurement for the different $\bar{\theta}$ in order to keep comparable steady state development conditions. These data (●) were compared with the theoretical expression for $\tilde{\eta}(\bar{\theta})$ (continuous curve) and from this comparison the parameters $\nu = \pi/2$ rad (and associated index-of-refraction modulation $\Delta n \approx 3.1 \times 10^{-4}$) and $a = 0.9$ mrad (not much different from the $0.83 \pm 10\%$ reported in Sec. III B) were obtained. From these parameters the deconvoluted $\eta(\bar{\theta})$ was computed and plotted in Fig. 3, showing a maximum $\eta(0) \approx 1$ with full width at half maximum (FWHM) $\approx 1.2$ mrad. As explained in Sec. III B $\eta$ was always measured in an auxiliary setup that was provided with the necessary rotating and translating mechanical stages that were lacking in our vacuum chamber.

D. White light filtering

The performance of the fixed grating as a Bragg filter was directly evaluated by filtering out some selected wavelengths from a white light source placed far away from the grating in order to ensure an illumination with a reasonable low degree of angular divergence that was here better than $\approx 2$ mrad. The monochromaticity of the diffracted light was measured with an HR400 model high resolution minispectrometer from Ocean Pacific, and the corresponding spectra are shown in Fig. 4, where the numbers by the side of each spectral line are the corresponding estimated FWHM values. Note that the value for $\lambda = 633$ nm is 1.6 nm whereas the resolution of our spectrometer was estimated (as measured on the probe beam itself) to be $\approx 1.5$ nm at this wavelength. Wavelength and angular Bragg conditions mismatching for diffraction are related so that the angular detuning corresponding to $\Delta \lambda_0 = 0.1$ nm can be computed from Eq. (19) to be $\Delta \theta_0 = \bar{\theta} = 0.3$ mrad, with $\lambda_0 = 633$ nm, $K = 17.3$ $\mu$m$^{-1}$.
and \( n_t = 2.2 \). This FWHM \( \approx 0.3 \) mrad value is roughly fourfold lower than the value computed from the actual (deconvoluted) diffraction efficiency data in Fig. 3 but we should nevertheless consider the rather large uncertainty on \( \Delta \lambda_{10} \) due to the fact that the measured value is too much close to the resolution limit of our instrument. Note also that the spectra in Fig. 4 become smaller and wider for decreasing wavelengths. The smaller size is due to the fact that we are using an incandescent white light source with higher infrared and lower ultraviolet contents. The increase in \( \Delta \lambda_{10} \) on the other hand, is a consequence of Eq. (19), showing that for a constant \( \theta \) the width for 515 nm is almost 45% larger than for 633 nm; for a more quantitative explanation, however, the response of the spectrometer should have to be also taken into account.

### IV. CONCLUSIONS

The present paper does provide additional experimental support for the theoretical developments on hologram fixing in LiNbO\(_3\):Fe and at the same time unequivocally demonstrates the good performance and reproducibility of our experimental setup. Although highly diffracting fixed gratings have been obtained without self-stabilized recording techniques too, the use of this technique ensures successful and reproducible first attempt results for all and any experimental run. The high degree of reproducibility in our experiments allowed us to carry out successive fixing experiments with increasing recording times as required for the data shown in Fig. 1. Such a good performance is certainly due to the use of self-stabilized holographic recording that allows long-term recording times with minimum perturbation. It is also worth pointing out the importance of using monomode polarization maintaining optical fibers to guide spatially filtered, adequately polarized recording beams into the vacuum chamber with minimum wavefront distortion. Fibers also allow to mechanically uncouple the recording chamber (that is here placed over a thick polyurethane foam layer) from the laser beam generator that is a source of vibration because of its running water cooling system.

Another relevant practical achievement is not only the high diffraction efficiency (\( \approx 100\% \)) achieved here but the fact that we are able to record as large an index-of-refraction modulation as the nature (Fe doping and degree of oxidation) of the sample will allow to. By adequately selecting the sample thickness and nature, any diffraction efficiency can be obtained.

The good quality of the fixed grating here is characterized both in terms of angular and wavelength selectivities, and the role of the probe beam is stressed. In fact, we show that the angular spectrum of the probe beam must be taken into account for accurately characterizing relatively thick short-period gratings as the present one. Otherwise erroneous results may result as was the case of the directly measured 75% diffraction efficiency that turned out to be \( \approx 100\% \) after adequate data processing.