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OUTER INVARIANCE ENTROPY FOR LINEAR SYSTEMS ON LIE
GROUPS∗
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Abstract. Linear systems on Lie groups are a natural generalization of linear systems on
Euclidian spaces. For such systems, this paper studies what happens with the outer invariance
entropy introduced by Colonius and Kawan [SIAM J. Control Optim., 48 (2009), pp. 1701–1721]. It
is shown that, as for the linear Euclidean case, the outer invariance entropy is given by the sum of
the positive real parts of the eigenvalues of a linear derivation D that is associated to the drift of the
system.
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1. Introduction. The notion of outer invariance entropy was defined in [4] as
a measure of how often open-loop control functions have to be updated in order to
achieve invariance of a given compact and controlled invariant subset Q of the state
space for a fixed set of initial states K ⊂ Q. Such notion is closely related with the
notion of feedback entropy defined by Nair, et al. [14]. General bounds for this new
concept of entropy were established in Kawan [9], [10], [11], but there are just a few
examples of explicit formulas for it (cf. [12, Theorem 3.1]). In this paper we study the
outer invariance entropy of linear systems on Lie groups, as introduced in [1] and [2].
The drift of such system generates a flow of automorphisms which allow us to define
an associated derivation of the Lie algebra. As for the linear Euclidean case we can
show that the outer invariance entropy is given in terms of the positive real parts of
the eigenvalues associated with this derivation.

The contents of this paper are as follows. Section 2 introduces the definition of
control systems and the outer invariance entropy and states some main results that
will be used in later sections. In section 3 we define linear systems on connected Lie
groups and homogeneous spaces and prove some results for such systems. We consider
also a linear system on the adjoint group of a Lie group G that is semiconjugated to
the original system on G. In section 4 we prove the main theorem of this paper
(Theorem 4.7). We start by obtaining an upper bound in terms of the positive real
parts of the eigenvalues of the associated derivation and also a first lower bound in
terms of the real parts of all eigenvalues. In order to get rid of the negative terms we
consider an associated system on a homogeneous space where we have an invariant
measure. Section 5 gives some examples of linear systems on Lie groups when the
derivation associated is inner and use it to compute the outer invariance entropy.

Notation. If (X, �) is a metric space we denote by Nε(Q) the ε-neighborhood of
a subset Q of X , that is,

Nε(Q) := {x ∈M ; ∃y ∈ Q with �(x, y) < ε}.
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3918 ADRIANO J. DA SILVA

The term smooth will stand for C∞. A smooth manifold will be a connected,
finite-dimensional, second-countable, topological Hausdorff manifold endowed with a
smooth differentiable structure.

2. Preliminaries. In this section we will introduce the concept of control sys-
tems and its outer invariance entropy. For the theory of control systems we refer to
[5] and [16] and for more on outer invariance entropy the reader can consult [4], [9],
[10], [11], and [12].

2.1. Control systems. Let M be a d dimensional smooth manifold. By a
control system in M we understand a family

(1) ẋ(t) = f(x(t), u(t)), u ∈ U ,

of ordinary differential equations, with a right-hand side f :M×Rm → TM satisfying
fu := f(·, u) ∈ X (M) for all u ∈ Rm. For simplicity, we assume that f is smooth.

The family U of admissible control functions is given by

U = {u : R → R
m; u measurable and u(t) ∈ Ω a.e.},

where Ω ⊂ Rm is a compact convex set called the control range of the system. Smooth-
ness of f in the first argument guarantees that for each control function u ∈ U and each
initial value x ∈ M there exists a unique solution φ(t, x, u) satisfying φ(0, x, u) = x,
defined on an open interval containing t = 0. Note that in general φ(t, x, u) is only a
solution in the sense of Carathéodory, i.e., a locally absolutely continuous curve sat-
isfying the corresponding differential equation almost everywhere. We assume that
all such solutions can be extended to the whole real line. In fact, for the purpose
of studying outer invariance entropy, we may assume this without loss of generality,
since we consider only solutions which do not leave a small neighborhood of a compact
set. Hence, we obtain a mapping

φ : R×M × U →M, (t, x, u) �→ φ(t, x, u),

satisfying the cocycle property

φ(t+ s, x, u) = φ(t, φ(s, x, u),Θsu)

for all t, s ∈ R, x ∈ M , u ∈ U , where for t ∈ R the map Θt denotes the shift flow on
U defined by

(Θtu)(s) := u(t+ s).

Instead of φ(t, x, u) we will usually write φt,u(x). Note that smoothness of the right-
hand side f implies smoothness of φt,u.

2.2. Outer invariance entropy. Consider the control system (1), and let � be
a metric on M compatible with the given topology. Let K,Q ⊂M be nonempty sets.
We say that (K,Q) is an admissible pair for the system (1) if

1. the set K is compact;
2. for each x ∈ K there exists u ∈ U such that φ(R+, x, u) ⊂ Q (in particular,
K ⊂ Q).

For given τ, ε > 0 a set S ⊂ U of control functions is called (τ, ε,K,Q)-spanning if
for all x ∈ K there exists u ∈ S with φ(t, x, u) ∈ Nε(Q) for all t ∈ [0, τ ]. The minimal
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LINEAR SYSTEMS ON LIE GROUPS 3919

cardinality of such a set is denoted by rinv(τ, ε,K,Q), and the outer invariance entropy
of (K,Q) is defined as

hinv,out(K,Q; �) := lim
ε↘0

lim sup
τ→∞

1

τ
ln rinv(τ, ε,K,Q).

The next proposition states that the definition of the outer invariance entropy is
independent of uniformly equivalent metrics and that the times τ can be chosen as
integer multiplies of a fixed time. The proof can be found in [9, Propositions 2.5 and
2.6].

Proposition 2.1. Let (K,Q) be an admissible pair for the system (1). The
following hold:

(i) hinv,out(K,Q; �) is independent of uniformly equivalent metrics on Q. In
particular, if Q is a compact set the outer invariance entropy is independent
of the metric.

(ii) For all τ > 0

(2) hinv,out(K,Q; �) := lim
ε↘0

lim sup
n→∞

1

nτ
ln rinv(nτ, ε,K,Q).

If the metric is clear from the context we write simply hinv,out(K,Q) for the
outer invariance entropy. The next theorem shows that the invariance entropy cannot
increase under semiconjugation.

Theorem 2.2. Consider two control systems ẋ = f1(x, u) and ẏ = f2(y, v) on
M and N with corresponding solutions φ1(t, x, u) and φ2(t, y, v) and control spaces U
and V corresponding to control ranges U and V . Let π :M → N be a continuous map
and h : U → V any map with the semiconjugation property

(3) π(φ1(t, x, u)) = φ2(t, π(x), h(u)) for all x ∈M,u ∈ U , t ≥ 0.

Then, for an admissible pair (K,Q) of the system ẋ = f1(x, u) on M such that Q is
a compact set, it holds that

hinv,out(π(K), π(Q)) ≤ hinv,out(K,Q).

The proof can be found in [12, Proposition 2.13].

3. Linear systems. In this section we consider linear systems as introduced in
[1] and [2]. Associated with the drift of a linear system we have a flow of automor-
phisms and that allows us to associate a derivation of the Lie algebra to it. Our
purpose is to show that the outer invariance entropy is given by the positive real
parts of the eigenvalues of such derivation as for the linear Euclidean case (cf. [12,
Theorem 3.1]).

3.1. Linear systems on Lie groups. A linear control system on a Lie group
G is a family of differential equations

(4) ġ(t) = X (g(t)) +

m∑
j=1

uj(t)Xj(g(t)),

where the drift vector field X , called the linear vector field, is an infinitesimal auto-
morphism,1 Xj are right invariant vector fields, and u = (u1, . . . , um) belongs to the
class of admissible controls U .

1We say that a vector field is an infinitesimal automorphism if its solutions are a family of
automorphisms of the group.
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3920 ADRIANO J. DA SILVA

The usual example of a linear system is the one on Rn given by

ẋ(t) = Ax(t) +Bu(t); A ∈ R
n×n, B ∈ R

n×m.

Since the right (left) invariant vector fields on the abelian Lie algebra Rn are given
by constant vectors we have

ẋ(t) = Ax(t) +

m∑
i=1

ui(t)bi, B = (b1|b2| · · · |bm),

that is, it is a linear system in the sense of (4).
Let (ψt)t∈R denote the one parameter group of automorphisms of G generated by

X and denote by e ∈ G the identity element of G. For a right invariant vector field
Y , we have

(5) [X , Y ](e) =
d

dt |t=0
(dψ−t)ψt(e)Y (ψt(e)) =

d

dt |t=0
(dψ−t)eY (e)

since ψt(e) = e for all t ∈ R. Also, since ψ−t ◦Rψt(g) = Rg ◦ψ−t we have at any point
g that

[X , Y ](g) =
d

dt |t=0
(dψ−t)ψt(g)Y (ψt(g)) =

d

dt |t=0
(dψ−t)ψt(g)(dRψt(g))eY (e)

=
d

dt |t=0
(dRg)e(dψ−t)eY (e) = (dRg)e[X , Y ](e).

Then for a given linear vector field X , one can associate the derivation D of g by

DY = −[X , Y ] ∀Y ∈ g,

that is, D = −ad(X ).
Remark 3.1. Note that for the linear Euclidean case the formula [Ax, b] = −Ab

implies that the derivation D coincides with A.
The minus sign in D = −ad(X ) comes from the formula in the Euclidian case,

[Ax, b] = −Ab, and it is also used in order to avoid a minus sign in the equality

ψt(expY ) = exp(etDY ) ∀t ∈ R, Y ∈ g,

stated in the next proposition (Proposition 2 of [8]).
Proposition 3.2. For all t ∈ R

(dψt)e = etD

and consequently

ψt(expY ) = exp(etDY ) ∀t ∈ R, Y ∈ g.

We have also the following proposition concerning the solutions of (4).
Proposition 3.3. For a given u ∈ U , t ∈ R, let us denote by φt,u := φt,u(e) the

solution of (4) starting at the origin e ∈ G. Then, for each g ∈ G the solutions of (4)
satisfies

φ(t, g, u) = φt,u · ψt(g) = Lφt,u(ψt(g)),

where Lg is the left translation on G.
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Proof. Let us consider the curve α(t) given by

α(t) = φt,u · ψt(g).
We have that α(0) = g and

α̇(t) = (dLφt,u)ψt(g)
d

dt
ψt(g) + (dRψt(g))φt,u

d

dt
φt,u

= (dLφt,u)ψt(g)X (ψt(g)) + (dRψt(g))φt,u

⎧⎨
⎩X (φt,u) +

m∑
j=1

uj(t)fj(φt,u)

⎫⎬
⎭

=

{
(dLφt,u)ψt(g)X (ψt(g)) + (dRψt(g))φt,uX (φt,u)

}
+

m∑
j=1

uj(t)fj(α(t)).

Since ψt is a flow of automorphism we have that

X (kh) =
d

ds |s=0
ψs(kh) = (dLk)hX (h) + (dRh)kX (k).

This gives us, taking k = φt,u and h = ψt(g),

(dLφt,u)ψt(g)X (ψt(g)) + (dRψt(g))φt,uX (φt,u) = X (φt,u · ψt(g)) = X (α(t))

and consequently

α̇(t) = X (α(t)) +

m∑
j=1

fj(α(t)).

By the unicity of the solution, we have the desired result.
Remark 3.4. The formula for the solution of the linear system (4) in the above

proposition corresponds to the variation-of-constants formula in the Euclidean case.

3.2. Linear systems on homogeneous spaces. Let H ⊂ G be a closed con-
nected Lie group with Lie algebra h and consider the homogeneous spaceG/H . Denote
by π the projection onto G/H .

For a given linear vector field X on G, we want to ensure the existence of a vector
field on G/H that is π-related to X . Such a vector field exists if and only if

for all x ∈ G and y ∈ H, π(ψt(xy)) = π(ψt(x)).

But π(ψt(xy)) = ψt(x)ψt(y)H and the preceding condition is equivalent to

for all y ∈ H, t ∈ R, ψt(y) ∈ H.

Thus X is π-related to a vector field f on G/H if and only if H is invariant under the
flow of X .

Since H is connected its elements are products of exponentials. The invariance
of H under ψt is written

∀Y ∈ h, ∀t ∈ R, ψt(expY ) = exp(etDY ) ∈ H.

This is equivalent to

∀Y ∈ h, ∀t ∈ R, etDY ∈ h,

and finally to the invariance of h under D.
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3922 ADRIANO J. DA SILVA

For a given D-invariant Lie subalgebra h of g, let H ⊂ G be the connect Lie
subgroup with Lie algebra h and assume that H is closed. Since X and f = (dπ)∗X
are π-related, its respective solutions ψt and Ψt satisfy

Ψt ◦ π = π ◦ ψt, t ∈ R.

We have then the induced linear system on G/H given by

(6) ẋ(t) = f(x(t)) +

m∑
i=1

ui(t)fi(x(t)),

where fi = (dπ)∗Xi for i = 1, . . .m and u = (u1, . . . , um) ∈ U .
Since the systems (4) and (6) are π-related, we have that

π(φ(t, g, u)) = Φ(t, π(g), u), t ∈ R, g ∈ G, u ∈ U
where Φ is the solution of the induced system on G/H . For any g ∈ G we denote by
Lg the translation on G/H . We have then for any t ∈ R, x = gH ∈ G/H , and u ∈ U
that

Φ(t, x, u) = π(φt,u · ψt(g)) = φt,u · π(ψt(g)) = Lφt,u(Ψt(x)),

where φt,u is as before the solution of the linear system (4) at the neutral element e
of G.

Let us assume that g decomposes as g = g1 ⊕ g2, where gi are D-invariant Lie
subalgebras, i = 1, 2. If we consider the quotient g/g2 ∼ g1 we have a well-defined
linear application D̄ : g/g2 → g/g2 given by D̄((dπ)e(X)) := (dπ)e(D(X)). By
invariance we can identify D̄ with D|g1 .

Proposition 3.5. Let gi, i = 1, 2 be D-invariant Lie subalgebras of g such that
g = g1 ⊕ g2. Let G2 ⊂ G be the connected Lie group with Lie algebra g2 and assume
that G2 is closed. Then, for the homogeneous space G/G2 we have

(dΨt)G2 = etD|g1 .

Proof. Since Ψt ◦ π = π ◦ ψt we have, using Proposition 3.2, that for any X ∈ g,

(dΨt)G2((dπ)e(X)) = d(Ψt ◦ π)e(X) = d(π ◦ ψt)e(X) = (dπ)e((dψt)e(X))

= (dπ)e(e
tD(X)) = et(dπ)e◦D(X) = etD̄((dπ)e(X)),

and since (dπ)e is onto TG2(G/G2) = g/g2 and D̄ can be identified with D|g1 we get

(dΨt)G2 = etD|g1

as stated.

3.3. The adjoint linear system. For a linear system on G we have in a natural
way a semiconjugated system on the adjoint group of G as follows.

Denote by ϕ : G → ϕ(G) ⊂ Gl(g) the adjoint homomorphism given by g �→
ϕ(g) := Ad(g).

We can define a linear system on ϕ(G) by

(7) g(t) := XAd(g(t)) +

m∑
i=1

ui(t)X
Ad
i (g(t)),

where XAd(ϕ(g)) := (dϕ)gX (g) and XAd
i (ϕ(g)) := (dϕ)g(Xi(g)).
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We note that XAd generates the flow of automorphisms ψAd
t on ϕ(G) given by

ψAd
t (ϕ(g)) = ϕ(ψt(g)). Also, since Xi, i = 1, . . . ,m, are right invariant vector fields

on G we have

XAd
i (ϕ(g)) := (dϕ)g(Xi(g)) = (dϕ)g ◦ (dRg)eXi(e)

= (dRϕ(g))ϕ(e) ◦ (dϕ)eXi(e) =: (dRϕ(g))ϕ(e)X
Ad
i (ϕ(e)),

showing that XAd
i are right invariant vector fields on ϕ(G) and that (7) is in fact a

linear system.
If we denote by φAd the solution of the above system, we have that

φAd(t, ϕ(g), u) := ϕ(φ(t, g, u)) = Lϕ(φt,u)(ψ
Ad(ϕ(g))),

where ζt,u is as before the solution of the system (4) at the neutral element of G. We
have then that ϕ is a semiconjugation between the systems (4) and (7).

Proposition 3.6. For any D-invariant subalgebra h ⊂ g we have that

det
(
(dψAd

t )ϕ(e)

)
|ad(h) = det

(
(dψt)e

)
|h = etr

(
D|h
)
.

Proof. It follows directly from the fact that ψAd
t ◦ ϕ = ϕ ◦ ψt. In fact, if

{X1, . . . , Xm} is a basis of h, then {ad(X1), . . . , ad(Xm)} is a basis of ad(h). By
the above formula, we have that

(dψAd
t )ϕ(e) ◦ (dϕ)e = (dϕ)e ◦ (dψt)e,

and since (dϕ)e = ad we have, for j = 1, . . . ,m, that

(dψAd
t )ϕ(e) ◦ (ad(Xj)) = (dϕ)e ◦ (dψt)e(Xj) =

m∑
i=1

aij ad(Xj),

where (dψt)e(Xj) =
∑m

i=1 aij Xj . The D-invariance of h together with the formula
(dψt)e = etD implies that the matrix of (dψt)e restricted to h is A = (aij). Conse-
quently, the matrix of (dψAd

t )ϕ(e) in ad(h) is also A and the result follows.
For any given left invariant Haar measure dG on G we can define a left invariant

measure on ϕ(G) as

dAd(G)(B) := dG(ϕ
−1(B))

for any Borel set B of ϕ(G). Since, up to scalar, the Haar measure on a Lie group is
unique we can assume that dAd(G) as above is the Haar measure on ϕ(G). Then, for
any K ⊂ G it holds that dAd(G)(ϕ(K)) ≥ dG(K), since K ⊂ ϕ−1(ϕ(K)).

4. Upper and lower bounds. Our goal now is to show that the outer invariance
entropy of the linear system (4) is given in terms of the positive real parts of the
eigenvalues of the associated derivation D.

4.1. Upper bound. In order to give an upper bound for the outer invariance
entropy we will recall the notion of topological entropy.

Let (X, d) be a metric space and ψ : R×X → X be a flow over X . For a given
compact set K ⊂ X and ε, τ > 0 we say that a set Stop ⊂ K is a (τ, ε)-spanning set2

for K if for every y ∈ K there exist x ∈ Stop such that

�(ψt(x), ψt(y)) < ε ∀ t ∈ [0, τ ].

2The usual definition is that Stop ⊂ X, but there is no loss of generality in assuming Stop ⊂ K;
hence the definition of topological entropy for both cases coincides.
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If we denote by rτ (ε,K) the minimal cardinality of a spanning set, the topological
entropy of ψ over K is defined as

htop(ψ,K; �) := lim
ε↘0

lim sup
τ→∞

1

τ
rτ (ε,K)

and the topological entropy of φ as

htop(ψ; �) := sup
Kcompact

htop(ψ,K; �).

We should note that the topological entropy htop(ψ; �) is independent of uniformly
equivalent metrics.

By Lemma 2.1 in [4] we have that the topological entropy of a flow ψ coincides
with the entropy of the time-one map ψ, that is, htop(ψ; �) = htop(ψ1; �). Also,
Corollary 16 together with Proposition 10 of [3] ensures that for any automorphism
A of a Lie group G, with Lie algebra g, we have that

htop(A; �L) =
∑

|λi|>1

log |λi|,

where λi are the eigenvalues of dA|g and �L is a left invariant metric on G.
Remark 4.1. The result proved in Corollary 16 of [3] is actually for a right

invariant metric on G and for an endomorphism of G. But since on a Lie group we
always have right and left invariant metrics and right and left invariant Haar measures,
and we are assuming that A is an automorphism, Proposition 10 of [3] implies that
the topological entropy of an automorphism coincides for both metrics.

We have then the following theorem.
Theorem 4.2. Let (K,Q) be an admissible pair of the linear system (4) on G

and let �L to be a left invariant metric on G. Then, the outer invariance entropy
satisfies

hinv,out(K,Q; �L) ≤
∑
λD>0

λD,

where λD are the real parts of the eigenvalues of the derivation D. In particular, when
Q is a compact set, we have

hinv,out(K,Q) ≤
∑
λD>0

λD.

Proof. By Proposition 3.3 and the left invariance of the metric we have that two
solutions φt,u(g) and φt,u(g

′) satisfy

�L(φt,u(g
′), φt,u(g)) = �L(φt,u · ψt(g′), φt,u · ψt(g)) = �L(ψt(g

′), ψt(g)).

Let then Stop ⊂ K be a minimal (τ, ε)-spanning set for K of the flow ψt, that is,
for all g′ ∈ K there exists g ∈ Stop such that

�L(ψt(g), ψt(g
′)) < ε ∀t ∈ [0, τ ].

Since (K,Q) is admissible and Stop ⊂ K there exists, for each g ∈ Stop, ug ∈ U such
that φt,ug (g) ∈ Q for all t ∈ R. Then for all g′ ∈ K, there exists ug such that

�L(φt,ug (g
′), φt,ug (g)) = �L(ψt,ug · ψt(g′), φt,ug · φt(g)) = �L(ψt(g), ψt(g)) < ε

for all t ∈ [0, τ ], that is, φt,ug (g
′) ∈ Nε(Q) showing that {ug; g ∈ Stop} is a (τ, ε)-
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spanning set for (K,Q) and implying that

hinv,out(K,Q; �L) ≤ htop(K,ψ; �L) ≤ htop(ψ; �L) = htop(ψ1; �L).

Since ψ1 is an automorphism we have

htop(ψ1; �L) =
∑

α; |α|>1

log |α|,

where α are the eigenvalues of (dψ1)e. By Proposition 3.2

(dψ1)e = eD,

which implies that the eigenvalues of (dψ1)e are given by the exponential of the
eigenvalues ofD and consequently |α| = eλD , where λD is the real part of an eigenvalue
of D. Then

htop(ψ1; �L) =
∑

α; |α|>1

log |α| =
∑
λD>0

λD,

showing the theorem.

4.2. Lower bound. As for the upper bound, the following theorem give us a
first lower bound in terms of the real parts of the eigenvalues of D.

Theorem 4.3. Let (K,Q) be an admissible pair of the linear system (4) and
assume that dG(K) > 0, where dG is the left invariant Haar measure of G, and for
some γ > 0 we have dG(Nγ(Q)) <∞. Then the estimate

hinv,out(K,Q) ≥
∑

λD

holds, where λD are the real parts of the eigenvalues of the derivation D.
Proof. By Proposition 2.1 we can consider just spanning sets for natural num-

bers. Let then n ∈ N, 0 < ε < γ, and consider a minimal (n, ε)-spanning set
S = {u1, . . . , uk} for (K,Q). Define the sets

Kj = {g ∈ K;φ([0, n], g, uj) ⊂ Nε(Q)}, j = 1, . . . , k.

We have that K = ∪jKj. Using the continuity of φt,u it is easy to show that the sets
Kj are Borel sets, and since the solution map φn,uj : G → G is a diffeomorphism,
φn,uj (Kj) is also a Borel set and satisfies

dG(φn,uj (Kj)) ≤ dG(Nε(Q)).

Using the left invariance of dG, we have that

dG(φn,uj (Kj)) = dG(Lφn,uj
ψn(Kj)) = dG(ψn(Kj))

and also that det(dLg)h = 1 for each g, h ∈ G.
Since ψn ◦ Lg = Lψn(g) ◦ ψn, we have

|det(dψn)g| = |det(dLψn(g))e||det(dψn)e||det(dLg−1)g| = en
∑
λD
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3926 ADRIANO J. DA SILVA

and consequently

dG(ψn(Kj)) =

∫
ψn(Kj)

dG(g) =

∫
Kj

|det(dψn)g|dG(g)

= en
∑
λD
∫
Kj

dG(g) = en
∑
λDdG(Kj).

Taking j0 ∈ {1, . . . , k} such that dG(Kj) ≤ dG(Kj0) for j ∈ {1, . . . , k} we have

dG(K) ≤
k∑
j=1

dG(Kj) ≤ k · dG(Kj0) = k · dG(Nε(Q))

en
∑
λD

,

which implies

rinv,out(n, ε,K,Q) ≥ en
∑
λD · dG(K)

dG(Nε(Q))
,

and for 0 < ε ≤ γ we have

0 <
dG(K)

dG(Nγ(Q))
≤ dG(K)

dG(Nε(Q))
≤ dG(K)

dG(Q)
<∞,

which implies

hinv,out(K,Q) ≥
∑

λD

as desired.
Using Theorem 4.2 and the above we have the following corollary.
Corollary 4.4. Let (K,Q) be an admissible pair of the linear system (4) with the

assumptions of the above theorem. Assume that the derivation D has just eigenvalues
with positive real parts. Then

hinv,out(K,Q; �L) =
∑
λD>0

λD,

where �L is a left invariant metric on G. Moreover, if Q is a compact set it holds
that

hinv,out(K,Q) =
∑
λD>0

λD.

Lower bound improvement. We will prove that the outer invariance entropy
of an admissible pair (K,Q) with the assumptions that K has positive Haar measure
and Q is a compact set satisfies

hinv,out(K,Q) =
∑
λD>0

λD,

where λD are the real parts of the eigenvalues of the derivation D associated with X .
Consider the generalized eigenspaces associated to the derivation D given by

gα = {X ∈ g; (D − α)nX = 0 for some n ≥ 1},
where α is an eigenvalue of D. We can decompose g as

g = g+, 0 ⊕ n,
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where

g+, 0 =
⊕

α; Re(α)≥0

gα and n =
⊕

α; Re(α)<0

gα.

The next proposition show us that the vector spaces g+, 0 and n are Lie algebras
and that n is actually nilpotent. The proof can be found in [15, Proposition 3.1].

Proposition 4.5. Let D : g → g a derivation of the Lie algebra g of finite
dimension over a closed field. Consider the decomposition

g =
⊕
α

gα,

where gα is the generalized eigenspace associated to the eigenvalue α. Then

(8) [gα, gβ] ⊂ gα+β

with gα+β = 0 in case α+ β is not an eigenvalue of D.
Consider then the derivation D associated with a linear vector field X on G.

Since we are also interested in the case where g is a real Lie algebra, denote by gC its
complexification. Since the elements of gC are of the form X =

∑
aiXi with ai ∈ C,

Xi ∈ g, we can extend D by linearity to a derivation DC in gC. It is not hard to show
using the properties of C that D and DC have the same eigenvalues and that

(gα)C = (gC)α,

where gα and (gC)α are the generalized eigenspace associated respectively with D and
DC, and that implies that the above proposition is also valid when g is a real Lie
algebra.

Consider then the Lie algebra n and let N ⊂ G be the associated connected
subgroup. By the above n is a nilpotent Lie algebra and consequently N is a nilpotent
Lie subgroup of G. Also if we assume that N is closed we have a well-defined linear
system on G/N , since n is D-invariant.

A measure μ on a homogeneous space G/H is said to be a G-invariant Borel
measure if for any g ∈ G and any Borel set A of G/H we have that μ(Lg(A)) = μ(A).
It is a well-known fact (cf. [13, Theorem 8.36]) that when such measure exists we
have, for any continuous function f with compact support, that∫

G

f(g)dG(g) =

∫
G/H

∫
H

f(gh) dH(h) dμ(ḡ),

where dG, dH are the left invariant Haar measures on G and H , respectively. Since
for any compact set K ⊂ G, �̄K(ḡ) =

∫
H �K(gh) dH(h) is a bounded positive function

and �̄K > 0 if and only if �π(K) > 0 we have that

μ(π(K)) > 0 if dG(K) > 0.

Let us assume that the nilpotent subgroup N is closed. Our goal is to prove that
the quotient G/N admits a G-invariant Borel measure and then proceed as in the
proof of Theorem 4.3 to obtain the result about the outer invariance entropy.

We define the modular function ΔG of a Lie group G as

ΔG(g) = |det(ϕ(g))|,
where ϕ is as before the adjoint Ad of G.
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We note that since the Lie algebra of ϕ(G) = Ad(G) is ad(g) we have

AdAd(G)(ϕ(g))(ad(X)) = ϕ(g)ad(X)ϕ(g)−1 = ad(ϕ(g)(X)),

which implies that ΔAd(G)(ϕ(g)) = ΔG(g).
By Theorem 8.36 of [13] a quotient space G/H admits a unique (up to scalar)

G-invariant Borel measure if and only if (ΔG)|H = ΔH . Using that, we have the
following.

Proposition 4.6. Let N defined as before with the assumption that N is closed.
The homogeneous space G/N admits a G-invariant measure.

Proof. By the above we just have to show that (ΔG)|N = ΔN . Since N is a
nilpotent Lie group, we have ΔN ≡ 1 and then we have to show that (ΔG)|N ≡ 1.
Since N is connected, its elements are products of exponentials and since ΔG is a
homomorphism of groups we just have to prove that ΔG(expX) = 1 for any X ∈ n.
We have

ΔG(expX) = |det(Ad(expX))| = |det(ead(X))| = |etr(ad(X))|
and |etr(ad(X))| = 1 when tr(ad(X)) = 0.

By (8) we have for any two eigenvalues α, β of D that

ad(Xα)
nXβ ⊂ gnα+β ,

which implies that if α �= 0 and dim g < ∞, the map ad(Xα) is nilpotent. Then, for
any X ∈ n we have that X =

∑
α aαXα, where Re(α) < 0 and hence that

tr(ad(X)) =
∑
α

aαtr(ad(Xα)) = 0

once that ad(Xα) is a nilpotent map.
With the above lemma we are in conditions to give the main result of this paper.
Theorem 4.7. Let (K,Q) be an admissible pair of the system (4) such that

dG(K) > 0 and Q is a compact set. It holds that

hinv,out(K,Q) =
∑
λD>0

λD,

where λD are the real parts of the eigenvalues of D.
Proof. We just have to prove the inequality

hinv,out(K,Q) ≥
∑
λD>0

λD.

Let us first assume that N is closed in G. Since the linear system (4) on G is
π-related with the linear system (6) on G/N and Q is compact, Theorem 2.2 implies
that

hinv,out(K,Q) ≥ hout,inv(K̄, Q̄),

where K̄ = π(K) and Q̄ = π(Q).
For given n, ε > 0 let S = {u1, . . . , uk} ⊂ U be a minimal (n, ε)-spanning set of

the admissible pair (K̄, Q̄) and consider as before the sets

Kj := {x ∈ K̄; Φ([0, n], x, uj) ⊂ Nε(Q̄)}.
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For every j = 1, . . . , k, the sets Kj are Borel sets, K̄ = ∪jKj and Φn,uj (Kj) ⊂ Nε(Q̄).
Consider the G-invariant measure μ on G/N ensured by Proposition 4.6 above. We
have

μ(Φn,uj (Kj)) = μ(Lφn,uj
(Ψn(Kj))) = μ(Ψn(Kj)) =

∫
Kj

| det(dΨn)ḡ|dμ(ḡ).

Since for any g ∈ G the translation Lg on G/N and Ψt satisfies Ψn ◦ Lg =
Lψn(g) ◦Ψn we have

(dΨn)ḡ = (dLψn(g))N ◦ (dΨn)N ◦ (dLg−1)ḡ.

The G-invariance of μ implies that | det(dLg)h̄| = 1 for any h̄ ∈ G/N . This fact
together with Proposition 3.5 implies

det(dΨn)ḡ = det(dΨn)N = det(enD|g+,0

) = en tr(D|g+,0) = e
n

∑
λD>0 λD ,

which give us

μ(Φn,uj (Kj)) = e
n

∑
λD>0 λDμ(Kj).

Let j0 ∈ {1, . . . , k} such that μ(Kj0) ≥ μ(Kj) for j = 1, . . . , k. Since Φn,uj (Kj) ⊂
Nε(Q̄) we have μ(Φn,uj (Kj)) ≤ μ(Nε(Q̄)) and consequently

μ(K̄) ≤
k∑
j=1

μ(Kj) ≤ k · μ(Kj0) = k · μ(Φn,uj0
(Kj0)) e

−n ∑
λD>0 λD

≤ k · μ(Nε(Q̄))e
−n ∑

λD>0 λD ,

which implies

rinv(τ, ε, K̄, Q̄) ≥ μ(K̄)

μ(Nε(Q̄))
e
n

∑
λD>0 λD .

Since by hypothesis dG(K) > 0 we have that μ(K̄) = μ(π(K)) > 0. Also, since Q
is a compact set, Q̄ = π(Q) is also a compact set and consequently, for ε > 0 small
enough, μ(Nε(Q̄)) <∞. Dividing by n, taking the logarithm and the limsup we have
then that

lim sup
n→∞

1

n

μ(K̄)

μ(Nε(Q̄))
= 0,

which gives us

hinv,out(K̄, Q̄) ≥
∑
λD>0

λD

and concludes the proof with the assumption that N is closed.
Assume now that N is not closed. Since N is a nilpotent Lie group we have

that ϕ(N) is closed in Gl(n) (cf. [17, Theorem 2.2.1]). Since we have the embedding
Gl(n) ↪→ Gl(g) given by

A ∈ Gl(n) �→
(
A 0
0 I

)
∈ Gl(g),
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where I is the identity (dim g− dim n)-matrix, we have that ϕ(N) is closed in Gl(g).
But then ϕ(N) must be closed in ϕ(G), since the topology of ϕ(G) is stronger than
the topology of Gl(g), once that ϕ(G) is a Lie subgroup of Gl(g).

Consider the adjoint linear system (7) on ϕ(G). By compacity of Q we have by
Theorem 2.2 that

hinv,out(K,Q) ≥ hinv,out(ϕ(K), ϕ(Q)).

Also, since dAd(G)(ϕ(K)) ≥ dG(K) > 0 we have that the admissible pair (ϕ(K), ϕ(Q))
satisfies the assumptions of the theorem. Moreover,

(ΔAd(G))|Ad(N) = (ΔG)|N = 1 = ΔN = ΔAd(N)

and we have an invariant measure on the quotient space Ad(G)/Ad(N). Proceeding
analogously as the case N closed and using Proposition 3.6 we obtain

hinv,out(ϕ(K), ϕ(Q)) ≥
∑
λD>0

λD,

which concludes the proof.
We note that the condition that N is a closed set is needed in order to give to

the quotient G/N a structure of differentiable manifold.
Example 4.8 (existence of admissible pairs). Let h be the subalgebra of g gen-

erated by the vectors X1, . . . , Xm of the linear system (4) and denote by Dh the
smallest, nontrivial, D-invariant subspace of g. We say that the linear system satisfies
the ad-rank condition if Dh = g.

Assuming that 0 ∈ intΩ and that the linear system (4) satisfies the ad-rank
condition, Theorem 3.5 of [2] implies that for any τ > 0 the set

Cτ := {g ∈ G;φτ,u(g) = e; for some u ∈ U}
is a neighborhood of the origin e ∈ G. Let then Q1 ⊂ int Cτ be a compact set with
nonempty interior that contains the origin e ∈ G. For any g ∈ Q1 there exists ug ∈ U
such that φτ,ug (g) = e. Consider the set

Q := {φ(t, g, ug); g ∈ Q1 and t ∈ [0, τ ]}.
Since Q1 ⊂ Q and intQ1 �= ∅ we have that Q has nonempty interior. Also, for any
sequence {zn} ⊂ Q there exists gn ∈ Q and sn ∈ [0, τ ] such that φ(sn, gn, un) = zn,
where un = ugn . By compactness of [0, τ ]×Q×U we have a subsequence (snk

, gnk
, unk

)
that converges to a point (s∗, g∗, u∗) as k → ∞. Continuity of φ implies that

φ(t, gnk
, unk

) → φ(t, g∗, u∗) for t ∈ [0, τ ],

which implies u∗ = ug∗ and that φ(t, g∗, u∗) ∈ Q for t ∈ [0, τ ]. Also by continuity we
have that

znk
= φ(snk

, gnk
, unk

) → φ(s∗, g∗, u∗) = z∗ ∈ Q,

which implies that Q is a compact set. For a given ug as above, we can define ωg ∈ U
as

ωg(t) :=

{
ug(t), t < τ,
0, t ≥ τ.

Since φ(t, g, ωg) just depends on ωg|[0,t) we have that φ(R+, g, ωg) ⊂ Q. In fact, for
t ∈ [0, τ) we have that φ(t, g, ωg) = φ(t, g, ug) ∈ Q by the construction of Q. For t ≥ τ
we have that φ(t, g, ωg) ≡ e ∈ Q1 ⊂ Q.
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Therefore, for any compact set K ⊂ Q the pair (K,Q) is an admissible pair of the
linear system (4), proving the existence of such pairs under the ad-rank condition.

Remark 4.9. One should note that for any τ > 0 we can construct a set Q as
above.

5. Examples: Inner derivations. In this section we consider linear systems in
some specific types of groups and assume that the derivation D is an inner derivation.

5.1. The nilpotent case. Let N be a nilpotent Lie group and consider the
linear system

ġ(t) = X (g(t)) +

m∑
i=1

ui(t)Xi(t)

onN . Assume that the derivationD associated with X is inner, that is, D = ad(X) for
someX ∈ n, where n is the Lie algebra of N . Since n is a nilpotent Lie algebra we have
that ad(X) is a linear nilpotent map and consequentlyD has just zero eigenvalues. For
any admissible pair (K,Q) of the above linear system on N we have by Theorem 4.2
that

hinv,out(K,Q; �L) = 0.

When Q is a compact set, the above is true for any distance � compatible with the
topology.

5.2. The Gl(n,RRR) case. Let G = Gl(n,R) be the set of the invertible real
matrices. Its Lie algebra is g = gl(n,R), the set of n× n matrices. For any A ∈ g we
can define the vector field

X : G→ TG, g �→ Ag − gA.

Such vector field generates the flow ψt : G→ G defined as

ψt(g) = etAge−tA.

In fact

d

dt
ψt(g) = (dLetA)ge−tA

d

dt
ge−tA + (dRge−tA)etA

d

dt
etA.

Since

d

dt
ge−tA = (dLg)e−tA

d

dt
e−tA,

d

dt
e±tA = ±Ae±tA

and the left and right translations are linear maps, we get

d

dt
ψt(g) = etAg(−Ae−tA) +AetAge−tA = −ψt(g)A+Aψt(g) = X (ψt(g)).

Is easy to see that (ψt)t∈R is a family of automorphisms and consequently that X is
a linear vector field.

On G we have then the linear system

(9) ġ(t) = Ag(t)− g(t)A+
m∑
i=1

ui(t)Big(t) =

(
A−

m∑
i=1

ui(t)Bi

)
g(t)− g(t)A,

where Bi ∈ g, i = 1, . . . ,m.
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The derivation associated with X is inner and given by D = [A, · ], where [·, ·]
is the matrix commutator. Since we are just interested in the eigenvalues of A we
can assume that A = (aij) is an upper triangular matrix in gl(C, n). Considering the
matrix canonical base Eij we have

[A,Eij ] =

n∑
k,l=1

akl(δliEkj − δjkEil) =

n∑
k=1

akiEkj −
n∑
l=1

ajlEil,

where δij is the Kronecker delta. Since we are assuming that A is upper triangular,
we have aij = 0 when i > j, which give us

[A,Eij ] =

n∑
k≥i

akiEki −
j∑
l=1

ajlEil.

An easy calculation show us that the matrix of D in the canonical base is block
diagonal, ⎛

⎜⎜⎜⎝
A1 0 · · · 0
∗ A2 · · · 0
...

...
. . .

...
∗ ∗ · · · An

⎞
⎟⎟⎟⎠ ,

where

Ai =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

aii − a11 −a21 · · · −ai1 · · · −an1
0 aii − a22 · · · −ai2 · · · −an2
...

...
. . .

...
...

...
0 0 · · · 0 · · · −ani
...

...
...

...
. . .

...
0 0 · · · 0 · · · aii − ann

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

The above implies that the eigenvalues of D are 0 and aii − ajj , i, j = 1, . . . , n, that
is, the eigenvalues of D are the difference between the eigenvalues of A. If we assume
that

Re(ai1i1) ≥ Re(ai2i2) ≥ · · · ≥ Re(ainin)

and let λk = Re(aikik) we have by Theorem 4.7 that

hout,inv(K,Q) =
∑
i<j

λi �=λj

λi − λj

for any admissible pair (K,Q) of the system (9) with dGl(R,n)(K) > 0 and Q compact.

5.3. The semisimple case. Concerning the theory of semisimple Lie groups we
refer to Duistermat, Kolk, and Varadarajan [6], Helgason [7], Knapp [13], and Warner
[18].

Let G be a semisimple Lie group and consider a linear system

ġ(t) = X (g(t)) +

m∑
i=1

ui(t)Xi(t)
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on G. Since g is a semisimple Lie algebra we have that any derivation is inner, and
then there exists X ∈ g such that D = ad(X), where D is the derivation associated
with X . There exists a decomposition X = E +H +N , called Jordan decomposition,
such that ad(E), ad(H), and ad(N) commute with each other, and for some Iwasawa
decomposition g = k⊕a⊕n+ we have that H ∈ cl a+, E ∈ kH , and N ∈ n+. Moreover,
ad(H) is diagonal with real eigenvalues and ad(K) has just imaginary eigenvalues
(cf. [7, Chapter 9, Lemma 3.1]).

If we consider the root system associated with a+ we have

g = n−Θ ⊕ n(Θ)⊕ n+Θ,

where Θ := {α ∈ Σ; α(H) = 0}, Σ is the set of simple roots, and

n±Θ =
⊕
α

{gα; α ∈ Π± \ 〈Θ〉} and n(Θ) =
⊕
α

{gα; α ∈ 〈Θ〉}

are the sum of the eigenspaces of ad(H). Since [gα, gβ ] ⊂ gα+β we have for any given
Xα ∈ gα that

ad(N)(Xα) ∈
⊕

β; β �=α
gβ ,

which implies that the matrix of ad(N) is lower triangular with 0’s in the main
diagonal. Also, since ad(K) commutes with ad(H), we have that the eigenspaces gα
are invariant by ad(K) and then we can find a basis for each gα such that the matrix
of ad(K) is lower triangular. Consequently, the eigenvalues of D are given by the
sum of the eigenvalues of ad(K) with the eigenvalues of ad(H). Since ad(K) has just
imaginary eigenvalues, we have that the real parts of the eigenvalues of D are given
by α(H). Then, for any admissible pair (K,Q) of a linear system on a semisimple Lie
group G such that dG(K) > 0 and Q is compact, we have that

hout,inv(K,Q) =
∑

α∈Π+\〈Θ〉
(dim gα) · α(H).
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