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Impact ionization plays a crucial role for electron transport in semiconductors at high electric fields. We derive appropriate quantum kinetic equations for electron transport in semiconductors within linear response theory. The field-dependent collision integral is evaluated for the process of impact ionization. A known, essentially analytical result is reproduced within the parabolic band approximation [W. Quade et al., Phys. Rev. B 50, 7398 (1994)]. Based on the numerical results for zero field strengths but realistic band structures, a fit formula is proposed for the respective field-dependent impact ionization rate. Explicit results are given for GaAs, Si, GaN, ZnS, and SrS.
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I. INTRODUCTION

The study of high field transport in semiconductors has both theoretical interest and practical applications. 1 While electron scattering at other electrons, impurities, and phonons determines the low-field electron distribution function (EDF), intervalley electron-phonon scattering, and especially, band-to-band impact ionization become the dominant scattering processes for high fields in the mega volt per centimeter domain, leading to carrier multiplication and field clamping. 2

We have previously calculated the impact ionization rate for Si and GaAs, 3 ZnS, 4–6 GaN, 7 and SrS (Ref. 8) neglecting the influence of the electric field on the collision term—the intracollisional field effect (ICFE). We have used a local empirical pseudopotential method (EPM) to calculate the band structure which has pronounced influence on the numerical results for the impact ionization rate. Therefore, nonlocal contributions to the pseudopotentials arising from different angular momentum states have been taken into account for ZnS. 5,6

However, the ICFE should also affect the behavior of the impact ionization rate in the high-field regime. For instance, the evaluation of the Barker–Ferry kinetic equation 9 for Si 10 has indicated that the threshold energy for impact ionization is lowered due to the field because the impacting electron is further accelerated during the collision. This results in a higher ionization rate near the threshold, whereas for higher energies of the impacting electron the field influence vanishes.

Quade et al. 11 applied a density matrix approach to carrier generation in semiconductors. Within the parabolic band approximation, they were able to give an essentially analytical result for the field-assisted impact ionization rate which was evaluated for GaAs and Si. Again, the systematic lowering of the threshold energy with the field strength has been shown.

The field dependence of the collision integral was also studied by means of the Green function technique, solving the Kadanoff–Baym equations 12 in various approximations. Avoiding the conventional gradient expansion or delta-function approximation for the spectral density, an integral equation has been derived for the EDF taking into account the ICFE. 13,14 The Levinson 15 or Barker–Ferry transport equation 9 was evaluated within a saddle-point approximation for GaAs at high field strengths, taking into account electron-phonon interactions. 16 Alternatively, a gauge-invariant formulation of the Airy representation of the Kadanoff–Baym theory was developed. 17 The Mori projection operator technique was applied to study nonlinear transport in semiconductors and, especially, the ICFE and collision broadening. 18 The method of the nonequilibrium statistical operator as developed by Zubarev 19 was applied to study both steady-state and transient properties in hot-electron transport. 20,21

We derive quantum kinetic equations for the EDF in semiconductors using the Zubarev approach and take into account the full field dependence of the collision integral. We then focus on impact ionization processes and rederive the general, field-dependent impact ionization rate given by Quade et al. 11 within the parabolic band approximation, and the Keldysh formula 22 valid for energies near the threshold. Comparing with the results for the zero-field impact ionization rate which were calculated with realistic band
structures,\textsuperscript{4–8} a field-dependent fit formula is proposed. Explicit results are given for various semiconductor materials.

II. DERIVATION OF A QUANTUM KINETIC EQUATION

Quantum kinetic equations can be derived within different methods of nonequilibrium statistical physics. For instance, the Green function technique has been successfully applied to derive the well-known Kadanoff–Baym equations.\textsuperscript{12} Alternatively, the response method allows to derive balance equations for the single-particle density matrix where the time evolution of correlations is described by the nonequilibrium statistical operator (NESO). This method, developed mainly by Zubarev,\textsuperscript{19} has been applied to charged particle systems such as plasmas and semiconductors.\textsuperscript{23} Starting point is a modified Liouville–von Neumann equation for the NESO $\rho(t)$ which is governed by the Hamilton operator $H(t)$

$$\frac{\partial}{\partial t} \rho(t) + \frac{1}{i\hbar} [\rho(t), H(t)] = -\lim_{\varepsilon \to 0^+} \epsilon [\rho(t) - \rho_{\text{rel}}(t)].$$

This equation has a formal solution of the form

$$\rho(t) = \rho_{\text{rel}}(t) - \int_{-\infty}^{t} dt' e^{i(t' - t)} U(t,t') \left( \frac{\partial}{\partial t'} \rho_{\text{rel}}(t') \right) + \frac{1}{i\hbar} [\rho_{\text{rel}}(t'), H(t')] U(t,t').$$

The time dependence of operators is given in the Heisenberg picture via the time evolution operator $U(t,t')$

$$A(t,t') = U(t,t') A U(t,t')^{-1},$$

$$U(t,t') = T \exp \left[ -\frac{i}{\hbar} \int_{t'}^{t} H(\tau) d\tau \right],$$

where $T$ is the time-ordering operator. The relevant statistical operator $\rho_{\text{rel}}(t)$ is usually taken as a generalized Gibbs state as proposed by Robertson\textsuperscript{24}

$$\rho_{\text{rel}}(t) = \exp \left[ -\Phi(t) - \sum_m F_m(t) B_m \right],$$

where $\Phi(t)$ is the normalization, and the Lagrange parameters $F_m(t)$ are determined by the self-consistency conditions

$$\langle B_m \rangle = \text{Tr} \left[ \phi(t) B_m \right] = \langle B_m \rangle = \text{Tr} \left[ \rho_{\text{rel}}(t) B_m \right].$$

Quantum kinetic equations are immediately derived for any relevant observable $B_m$ which is not explicitly time dependent by performing the time derivative according to

$$\frac{d}{dt} \langle B_m \rangle = \text{Tr} \left( \frac{1}{i\hbar} [B_m, H(t)] \rho(t) \right) = \langle \dot{B}_m \rangle.$$}

The first method is to insert the NESO Eq. (2) which is mainly determined by the relevant statistical operator (4). This leads to a Boltzmann-type balance equation for the relevant observables with a drift and a collision term. The second method is to apply perturbation theory in situations where the Hamilton operator can be split according to $H(t) = H^0(t) + H'$. The main part $H^0(t)$ contains the ideal contributions and the full time variation of, e.g., external fields, whereas the perturbation $H'$ describes the interactions. The following quantum kinetic equation is then derived:

$$\frac{\partial}{\partial t} \langle B_m \rangle - i \sum_n \Omega_{mn}(t) \langle B_n \rangle = J_m(t),$$

$$\frac{1}{i\hbar} [B_m, H^0(t)] = i \sum_n \Omega_{mn}(t) B_n,$$

$$\frac{1}{i\hbar} [B_m, H'(t)] = \text{Tr} \left[ \rho(t) \frac{1}{i\hbar} [B_m, H'(t)] \right] = J_m(t).$$

Since the explicit time dependence of operators is now only determined by $H^0(t)$, a corresponding time evolution operator can be introduced via

$$U_0(t,t') = T \exp \left[ -\frac{i}{\hbar} \int_{t'}^{t} H^0(\tau) d\tau \right],$$

so that the NESO Eq. (2) can be given after partial integration of the Liouville–von Neumann Eq. (1) in the form

$$\rho(t) = \rho_{\text{rel}}(t) - \int_{-\infty}^{t} dt' e^{i(t' - t)} U_0(t,t') \left( \frac{\partial}{\partial t'} \rho_{\text{rel}}(t') \right) + \frac{1}{i\hbar} [\rho_{\text{rel}}(t'), H^0(t')] U_0(t,t').$$

The interaction part $H'$ contributes via the full NESO $\rho(t')$ so that only an iterative solution of the quantum kinetic Eq. (7) is possible. Furthermore, Eq. (9) contains the full time evolution of the relevant statistical operator $\rho_{\text{rel}}(t')$ which is determined by the mean values of the relevant observables $B_n$. The time evolution of the system at all former time steps is contained in the integration in Eq. (9) which is usually denoted as memory effect. The corresponding time derivative $(d/dt') \rho_{\text{rel}}(t')$ is given by the time variation of the mean values according to

$$\frac{d}{dt} \rho_{\text{rel}}(t) + \frac{1}{i\hbar} [\rho_{\text{rel}}(t), H^0(t)] = \sum_n \frac{\delta \rho_{\text{rel}}(t)}{\delta (B_n)} J_n(t).$$

The commutator $[\rho_{\text{rel}}(t'), H^0(t')]$ cancels in Eq. (9) and we have finally the following equation for the NESO:

$$\rho(t) = \rho_{\text{rel}}(t) - \int_{-\infty}^{t} dt' e^{i(t' - t)} U_0(t,t') \left( \frac{\partial}{\partial t'} \rho_{\text{rel}}(t') \right) + \frac{1}{i\hbar} [\rho_{\text{rel}}(t'), H^0(t')] U_0(t,t').$$

Inserting this expression into Eq. (7) and iterating up to the second order with respect to $H'$, the following general quantum kinetic equation is derived.\textsuperscript{25}
\[
\frac{\partial}{\partial t} (B_m) = \frac{1}{i\hbar} \sum_{\nu} \Omega_{\nu m}(t) \langle B_{\nu} \rangle = J_{m}^{(1)}(t) + J_{m}^{(2)}(t),
\]

\[J_{m}^{(1)}(t) = \frac{1}{i\hbar} \langle [B_m, H'] \rangle_{rel}.\]

\[J_{m}^{(2)}(t) = -\frac{1}{\hbar} \int_{-\infty}^{t} dt' e^{i(t-t')} \times \left\{ H'[H'(t,t'), B_m(t,t')] + i\hbar \sum_{\nu} B_n \frac{\delta J_{m}^{(1)}(t,t')}{\delta (B_n)_{rel}} \right\}_{\text{rel}}.\]

This equation contains the interactions up to the second order, memory effects via \(q_{rel}(t')\) which is determined by the mean values \(\langle B_{\nu} \rangle_{\text{rel}}\), and the effects of an external, time-dependent field via \(H(t)\) (for a more detailed discussion, see Ref. 23). If the Hamilton operator \(H\) is not explicitly time dependent, the second-order collision operator \(J_{m}^{(2)}(t)\) in the quantum kinetic Eq. (12) can be given in a Markovian form \(26,27\)

\[J_{m}^{(2,M)}(t) = -\frac{1}{\hbar} \int_{-\infty}^{t} dt' e^{i(t-t')} \times \left\{ H'[H'(t,t'), B_m(t)] + i\hbar \sum_{\nu} B_n \frac{\delta J_{m}^{(1)}(t,t')}{\delta (B_n)_{rel}} \right\}_{\text{rel}}.\]

III. SEMICONDUCTOR IN A HOMOGENEOUS ELECTRIC FIELD

After we have outlined the derivation of a general quantum kinetic Eq. (12) by means of the NESO Eq. (11), we will now apply the formalism to treat the electron transport in semiconductors at high electric field strengths. We start with the Hamilton operator for electrons in an electromagnetic field. The vector potential \(\vec{A}(\vec{r},t)\) determines the electric and magnetic fields according to

\[\vec{E}(\vec{r},t) = -\nabla \varphi(\vec{r},t) - \frac{1}{c} \frac{\partial \vec{A}(\vec{r},t)}{\partial t},\]

\[\vec{B}(\vec{r},t) = \nabla \times \vec{A}(\vec{r},t).\]

Supposing a homogeneous electromagnetic field, i.e., \(\vec{A}(t) = A_{0} \cos(\omega t + \alpha_0)\), the electrons couple only to the electric field component and \(\vec{B} = 0\). Choosing the gauge transformation \(\varphi(\vec{r},t) = 0\), the electric field is given by \(\vec{E}(t) = E_0 \sin(\omega t + \alpha_0)\) with \(E_0 = A_0 / \omega_0 c\). The Hamilton operator

\[H(t) = H^0_e(t) + H^0_{ph} + H_{e-pb} + H_{e-e} - \varphi(\vec{r},t)\]

consists of the electrons in the band \(\nu\) coupled to the field, the phonons, the electron-impurity interaction via a potential \(\Phi\), the electron–phonon interaction in Fröhlich representation with a matrix element \(D_{\nu}\), and the electron–electron interaction \(V_{ee}\)

\[H^0_e(t) = \sum_{\nu p} \left[ \varepsilon_{\nu p} - \frac{e}{m_{\nu}} \vec{p} \cdot \vec{A}_0 \cos(\omega t + \alpha_0) + \frac{e^2}{2m_{\nu} c} A_0^2 \cos^2(\omega t + \alpha_0) \right] a_{\nu p}^\dagger a_{\nu p} ,\]

\[H^0_{ph} = \sum_{q} \hbar \omega_q b_{q}^\dagger b_{q},\]

\[H'_{\nu p} = \frac{1}{V} \sum_{a,b} \Phi(p,a) a_{\nu p}^\dagger a_{a b}^\dagger ,\]

\[H'_{e-pb} = \frac{1}{V} \sum_{a,b} D_{\nu q}(b_{q} + b_{q}) a_{\nu p}^\dagger a_{a b}^\dagger ,\]

\[H'_{e-e} = \frac{1}{V} \sum_{a,b} V_{ee}(k_{1}k_{2}k_{2}k_{1}) a_{\nu p}^\dagger a_{\nu p}^\dagger a_{q b}^\dagger a_{q b}^\dagger .\]

\(a_{\nu p}^\dagger , a_{\nu p} , b_{q}^\dagger , b_{q}\) are creation and annihilation operators for electrons in the band \(\nu\) and phonons, respectively. Effective masses \(m_{\nu}\) can be introduced for spherical parabolic bands, i.e., \(\varepsilon_{\nu p} = h^2 p^2 / 2m_{\nu}\).

We have to specify the relevant observables \(B_{\nu}\) for the treatment of electron transport in semiconductors. For a complete description of the coupled electron-phonon system, we have to take into account the single-particle occupation numbers \(n_{\nu}(p)\) for the valence \((\nu = v)\) and the conduction bands \((\nu = c)\) as well as the phonon occupation numbers \(n(q)\) as relevant observables, i.e., \(\{B_{\nu}\} = \{n_{\nu}(p), n_{\nu}(p), N(q)\}\). Their mean values are the electron single-particle distribution function and the phonon distribution function, respectively,

\[f_{\nu p}(t) = \langle n_{\nu}(p) \rangle_{rel} = \langle a_{\nu p}^\dagger a_{\nu p} \rangle_{rel},\]

\[N_{q}(t) = \langle n(q) \rangle_{rel} = \langle b_{q}^\dagger b_{q} \rangle_{rel}.\]

In what follows, we will restrict ourselves to the treatment of the EDF. However, also the evolution of the phonon distribution function can be studied. The EDF can be related to the diagonal part of the Wigner distribution function and is determined from the general quantum kinetic Eq. (12)

\[\frac{\partial}{\partial t} f_{\nu p}(t) + \frac{\partial}{\partial \varepsilon_{\nu}} f_{\nu p}(t) = J_{\nu}(p,t).\]

We have to evaluate the field-dependent collision terms \(J_{\nu}(p,t)\) given by Eq. (12). It follows immediately from the Hamilton operator (16) that

\[J_{\nu}^{(1)}(p,t) = \frac{1}{i\hbar} \langle [n_{\nu}(p), H'] \rangle_{rel} = 0.\]

Therefore, the second-order collision terms \(J_{\nu}^{(2)}(t)\) in Eq. (12) can be evaluated from the Markovian form Eq. (13) in which the time-dependent operators are given in the Heisenberg representation Eq. (3) using the time evolution operator (8). The following second-order electron collision terms for the scattering at impurities, with phonons and with other electrons is then derived (for details, see Ref. 23).
\[
\begin{align*}
J^{(2,e-i)}(p,t) &= -\frac{2}{\hbar^2 V^2} \sum_{n'p'} \left| \Phi(p',p) \right|^2 \\
&\times \int_{-\infty}^{t} dt' e^{i(t'-t)} \cos[\Omega_{tr,v'^{r'}p}(t,t')] \\
&\times [f_{v'^{r'}p'}(t) - f_{vp}(t)].
\end{align*}
\]

(20)

\[
\begin{align*}
J^{(2,e-pb)}(p,t) &= -\frac{2}{\hbar^2 V^2} \sum_{q} |D_q|^2 \int_{-\infty}^{t} dt' e^{i(t'-t)} \\
&\times \left\{ [1 + N_q]f_{vp+q}(t)[1 - f_{vp}(t)] \\
&- N_q f_{vp}(t)[1 - f_{vp+q}(t)] \right\} \\
&\times \cos[\Omega_{vp,vq+hp}(t,t') + \omega_q(t-t')] \\
&+ [N_q f_{vp-q}(t)[1 - f_{vp}(t)] - (1 + N_q) f_{vp}(t)[1 - f_{vp-q}(t)] \\
&\times \cos[\Omega_{vp,vq-hp}(t,t') - \omega_q(t-t')].
\end{align*}
\]

(21)

\[
\begin{align*}
J^{(2,e-c)}(p,t) &= -\frac{4}{\hbar^2} \sum_{v_1'v_2'} \left| V_{ee}(k_1'k_2',pk_2) \right|^2 \\
&\times \int_{-\infty}^{t} dt' e^{i(t'-t)} \cos[\Omega_{v_1'k_1'v_2'k_2}(t,t')] \\
&\times [f_{vp}(t)f_{v_2'k_2}(t)[1 - f_{v_1'k_1}(t)][1 - f_{v_2'k_2}(t)] \\
&- f_{v_1'k_1}(t)f_{v_2'k_2}(t)[1 - f_{vp}(t)][1 - f_{v_2'k_2}(t)].
\end{align*}
\]

(22)

The quantities \( \Omega \) are given by

\[
\begin{align*}
\Omega_{v_1k_1,v_2k_2}(t,t') &= \frac{1}{\hbar} (\varepsilon_{v_1k_1} - \varepsilon_{v_2k_2})(t-t') + \frac{\lambda_{v_1k_1} - \lambda_{v_2k_2}}{\hbar \omega} \\
&\times \left[ \sin(\omega t + \alpha_0) - \sin(\omega t' + \alpha_0) \right] + \frac{e^2 A_0^2}{2 \hbar c^2} \\
&\times \left( \frac{1}{m_{v_1}} - \frac{1}{m_{v_2}} \right) \left[ (t-t') \sin 2\omega t + 2\alpha_0) \right] \\
&\times \left[ \frac{-\sin(2\omega t' + 2\alpha_0) \right] + \frac{1}{4 \omega}. 
\end{align*}
\]

(23)

\[
\begin{align*}
\Omega_{v_1'k_1'v_2'k_2',v_1k_1v_2k_2}(t,t') &= \frac{1}{\hbar} (\varepsilon_{v_1'k_1'} + \varepsilon_{v_2'k_2'} - \varepsilon_{v_1k_1} - \varepsilon_{v_2k_2}) \\
&\times (t-t') \\
&+ \frac{\lambda_{v_1'k_1'} + \lambda_{v_2'k_2'} - \lambda_{v_1k_1} - \lambda_{v_2k_2}}{\hbar \omega} \\
&\times \left[ \sin(\omega t + \alpha_0) - \sin(\omega t' + \alpha_0) \right] \\
&+ \frac{e^2 A_0^2}{2 \hbar c^2} \left( \frac{1}{m_{v_1}} + \frac{1}{m_{v_2}} - \frac{1}{m_{v_1'}} - \frac{1}{m_{v_2'}} \right) \\
&\times \left[ \frac{-\sin(2\omega t' + 2\alpha_0) \right] + \frac{1}{4 \omega}. 
\end{align*}
\]

(22)

IV. IMPACT IONIZATION RATE

The electron–electron collision integral Eq. (22) is studied in more detail. We are especially interested in the inelastic process of impact ionization which has a strong influence on the EDF at high electric field strengths. Previous calculations for Si and GaAs, ZnS, GaN, SrS, and InN have indicated that substantial contributions to the energy...
Impact ionization rate $r_{ii}(p)$ arise from electrons in the higher bands, especially for the wide band gap materials, so that we have taken into account four (to six) conduction bands and four valence bands, i.e., $\nu_1, \nu'_1 = 1 - 4(6)$.

In the process of impact ionization, a conduction band electron impact ionizes a valence band electron, i.e., $1 + 2 \rightarrow 1' + 2'$, see Fig. 1. The band indices and energies $\nu_1, \nu'_1, \nu_2, \nu'_2, \nu_3, \nu'_3$ run over the conduction bands, while $\nu_2, \nu'_2$ belong to the valence bands. Supposing that the semiconductor is not highly excited, the conduction bands are almost empty so that the Pauli blocking factors are unity, i.e., $(1 - f_{np}) \approx 1$. Furthermore, the (second) in-scattering term can be neglected compared with the (first) out-scattering term in the balance for the population of states with momentum $p$ and the following collision integral can be given for field-dependent impact ionization:

$$J_{ii}^{(2,i)}(p, E_0, t) = -r_{ii}(p, E_0, t) f^W(p - E_0, t),$$

$$r_{ii}(p, E_0, t) = -\frac{4}{\hbar^2} \sum_{\nu_1 \nu'_1 \nu_2 \nu'_2} \sum_{k_1 k'_1 k_2 k'_2} |V_{ee}(k_1 k'_1, p k_2)|^2 \times \int_{-\infty}^{t} dt' e^{i(p - \nu_1) t'} \cos\left[\Omega_{\nu'_1 \nu_2}^{(0)} t' \right].$$

(29)

The matrix element contains the Debye-like screened Coulomb potential with the inverse screening length $\lambda$ and the overlap (or Bloch) integrals $F_{ij}(k, q)$ for the impact ionization process

$$|V_{ee}(q)|^2 = \left(\frac{e^2}{\varepsilon \varepsilon_0 V_s}\right)^2 \left(\frac{F_{ce} F_{cv}}{q^2 + \lambda^2}\right)^2 \delta_{k_1 + k'_1 - p - k_2, k_2}.$$

(30)

$\varepsilon$ and $\varepsilon_0$ are the relative and absolute permittivity, and $V_s$ is the crystal volume.

We evaluate Eq. (29) for a direct semiconductor with spherical parabolic bands and effective masses for the valence ($m_{v_2} = m_v$) and conduction band ($m_{c_1} = m_{c_2} = m_0$), and define $\alpha = m_0 / m_v$ and $\mu = (1 + 2 \alpha) / (1 + \alpha)$. Quade et al. derived a collision integral similar to Eq. (29) within a density matrix approach and were able to evaluate the integrations over the momenta $k_1$ and $k'_1$ essentially analytically in the Markov limit, considering the full, statically screened Coulomb matrix element between the two electrons. Following their derivation, we obtain with the definition of the Airy function

$$\frac{x}{(3a)^{3/2}}Ai\left(\frac{x}{(3a)^{3/2}}\right) = \int_0^\infty d\tau \cos(a \tau^2 + x \tau).$$

(31)

the general result

$$r_{ii}^{(Q)}(p, E_0) = \frac{1}{\tau_0} \int_0^\infty dE \bar{S}(E_{p}, E_p)$$

$$- E \frac{1}{\tau_0 E_F} \frac{E_{th} - E_p + E}{E_F}$$

$$1 \frac{1}{\tau_0} \frac{\sqrt{\mu}}{4 \pi^2 (1 + \alpha)^{3/2}} \left(\frac{e^2 F_{cv} F_{ce} \sqrt{m_c}}{\varepsilon \varepsilon_0 \hbar^2} \right)^2,$$

$$\bar{S}(E_p, E_p) = \frac{1}{2} \left(\sqrt{\frac{E_M(E_p, E_p, \lambda)}{E_p}} + \sqrt{\frac{E_p}{E_M(E_p, E_p, \lambda)}} \right) - 1,$$

$$E_M(E_p, E_p, \lambda) = \frac{1}{2} (\sqrt{E_p^2 + 4 E_p E_p - \lambda^2})^2$$

$$E_p = \frac{p^2}{2 m_c}, E_\lambda = \frac{\hbar^2 \lambda^2}{2 m_c}, E_{th} = \mu E_\xi,$$

$$E_p^{ii} = \hbar \omega_p^{ii}, \omega_p^{ii} = \frac{(1 + \alpha)(E_0)^{2/3}}{8 m_0 \hbar}.$$

$E_p$ is the kinetic energy of the impacting electron, $E_{th}$ is the threshold energy for impact ionization, $E_\xi$ is the gap energy and $\omega_p^{ii}$ the electro-optical frequency. As a result of the field influence during the collision, the threshold energy for impact ionization is lowered, and the impact ionization rate increases significantly in this energy domain as shown by Quade et al. for Si and GaAs explicitly. In the zero-field limit, the Airy function yields a delta function and we have simply

$$r_{ii}^{(Q)}(p, 0) = \frac{1}{\tau_0} \bar{S}(E_p, E_p).$$

(33)

Another analytical result for the impact ionization rate was derived by Keldysh assuming a constant, i.e., $q$-independent matrix element $|V|$, and expanding the energies of the electrons involved in the process with respect to the threshold energy $E_{th}$. If we perform only the constant matrix element approximation but take into account the full field dependence of the collision integral Eq. (29), a modified impact ionization rate can be derived

$$r_{ii}^{(K)}(p, E_0) = \frac{1}{\tau_K} \left(\int_0^\infty dE \frac{E}{E_{th}}\right)^2 \frac{1}{\tau_0 E_F} \frac{E_{th} - E_p + E}{E_F}$$

$$1 \frac{1}{\tau_K} \frac{\sqrt{\mu}}{32 \pi^2 (1 + \alpha)^{3/2}} \left(\frac{e^2 F_{cv} F_{ce} \sqrt{m_c}}{\varepsilon \varepsilon_0 \hbar^2} \right)^2,$$

(34)

Again, the zero-field limit can be performed and we obtain the original Keldysh formula for impact ionization which has frequently been used in simulation studies of electron transport in semiconductors (see, e.g., Ref. 32)

$$r_{ii}^{(K)}(p, 0) = \frac{1}{\tau_K} \left(\frac{E_p - E_{th}}{E_{th}}\right)^2.$$
TABLE I. Parameters for the field dependent impact ionization rate Eq. (37) for various semiconductor materials, see Ref. 33. The band structure was determined within the EPM; nonlocal corrections were considered for ZnS and SrS.

<table>
<thead>
<tr>
<th>Material</th>
<th>( E_{th} ) (eV)</th>
<th>( C ) ((10^{10} \text{eV}^{-a} \text{s}^{-1}))</th>
<th>( a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>0.8</td>
<td>36.22</td>
<td>3.683</td>
</tr>
<tr>
<td>GaAs</td>
<td>1.8</td>
<td>93.69</td>
<td>4.743</td>
</tr>
<tr>
<td>GaN</td>
<td>3.6</td>
<td>0.00949</td>
<td>7.434</td>
</tr>
<tr>
<td>ZnS</td>
<td>3.8</td>
<td>5.935</td>
<td>5.073</td>
</tr>
<tr>
<td>SrS</td>
<td>4.0</td>
<td>59.723</td>
<td>3.182</td>
</tr>
</tbody>
</table>

The impact-ionization mean free flight time \( \tau_k \) depends only on the effective masses, the relative permittivity and the overlap integrals, which are set equal to unity in Eq. (35). In principle, this prefactor \( 1/\tau_k \) cannot be taken as a free, adjustable parameter in simulations of high-field transport.

However, we have shown in previous articles\(^4\)\(^-\)\(^8\) that the full band structure has to be considered when calculating the impact ionization rate in the zero-field limit where the time integration in Eq. (29) yields the energy-conserving delta function. The model of two parabolic bands applied so far is not sufficient to describe interband transitions, especially in wide band gap materials like ZnS, GaN, or SrS, where pronounced contributions arise from higher conduction bands. Four to six conduction bands (and four valence bands) are usually considered for the complete numerical evaluation of the zero-field impact ionization rate. These numerical results can be parameterized again in terms of a generalized Keldysh formula according to

\[
r_{ii}^{(F)}(p,0) = C \left( \frac{E_p - E_{th}}{E_{th}} \right)^a ,
\]

where the prefactor \( C \), the threshold energy \( E_{th} \), and the power \( a \) are given in Table I for a variety of semiconductor materials. Obviously, the influence of the band structure manifests itself in values \( a>2 \) compared with the original Keldysh formula (35) derived for spherical parabolic bands. Comparing Eqs. (34)–(36), we propose a new fit formula for impact ionization that considers the influence of an applied electric field and the full band structure according to

\[
r_{ii}^{(F)}(p,E_0) = C \int_0^\infty dE \left( \frac{E}{E_{th}} \right)^a \frac{1}{E_F} \text{Ai} \left( \frac{E_{th} - E + E}{E_F} \right) .
\]

In Fig. 2, we compare the numerical results according to Eq. (37) for GaAs with the parabolic band approximation of Quade et al.,\(^11\) Eq. (32). The consideration of the full band structure \( (F) \) which is represented by the parameter \( a \) in Eq. (37) leads to a higher threshold compared with the parabolic band approximation \( (P) \) because the lowest conduction band in GaAs does not contribute to the impact ionization rate.\(^3\) Furthermore, the full-band rate reaches higher values for medium energies due to the consideration of higher conduction bands. The applied electric field leads to a lowering of the threshold energy, but has no influence for energies above 2.5 eV.

The results for Si are shown in Fig. 3. Bude et al.\(^10\) solved the Barker–Ferry equation and gave results for the field-dependent impact ionization rate in Si including the effect of high scattering rates, i.e., collision broadening, for energies above 1.5 eV. Both effects lead to a lowering of the threshold energy and to an increase of the impact ionization rate so that it is not surprising that their results lie above our curves. However, the energy conserving \( \delta \) function was replaced by a Lorentzian whose extended tails might overestimate the effect. Furthermore, no results were given for the actual threshold region.

Quade et al.\(^11\) showed field dependent rates also for Si along the (001) direction (see Fig. 7 of their article). The threshold energy is lowered from 1.1 to 0.9 eV for the same field strength domain of 0.1 to 1.0 MV/cm, and the curves show a stronger increase compared with the present results, i.e., a harder threshold behavior. This underlines the necessity to include more details of the band structure.

![FIG. 2. Field dependent impact ionization rate for GaAs within the parabolic band approximation (see Ref. 11) \( (P) \) according to Eq. (32) compared with Eq. (37) where the full band structure \( (F) \) is considered.](image1)

![FIG. 3. Field dependent impact ionization rate for Si according to Eq. (37) where the full band structure is considered. Available results for \( E \geq 1.5 \text{ eV} \) including the ICFE and collision broadening (see Ref. 10) \( (CB) \) are shown in addition (dashed line).](image2)
The results for the field-dependent impact ionization rate in the wide band gap materials GaN, ZnS, and SrS are shown in Figs. 4–6. The behavior of ZnS and SrS is very similar, while the rate for GaN is substantially lower. This reflects the respective behavior of the zero-field rates. The ICFE influences only the direct threshold region and leads to a systematic lowering of the threshold energy with increasing field strength. The sensitivity of this lowering is related to the effective masses which are introduced as material parameters in the quantity $E_F^{ii}$ in Eq. (32) for the parabolic band result. The analytical form of Eq. (32) is also adapted for the fit formula (37) that reflects the full band structure via the parameter $a$ and, again, the quantity $E_F^{ii}$. About 0.5 eV above the threshold energy, the impact ionization rate becomes already independent of the field for the narrow (wide) band gap materials.

V. CONCLUSIONS

In this article, we have derived a field-dependent impact ionization rate, Eq. (29), based on a generalized quantum kinetic equation. We recover the analytical result (32) of Quade et al., within the parabolic band approximation. Furthermore, we have proposed a fit formula, Eq. (37), that contains the influence of the full band structure via the parameter $a$ and reproduces the numerical results for zero field strength. We have evaluated Eq. (37) for arbitrary field strengths for a variety of semiconductor materials, see Figs. 2–6. The ICFE is of importance only in a narrow energy region around the threshold and leads to a lowering of the threshold energy.

The field-dependent impact ionization rate as given here can be used as input in Monte Carlo simulations of high-field electron transport. The consideration of the ICFE will lead to a modified EDF so that, e.g., the field dependence of the macroscopic ionization coefficient $\alpha_i$ as found experimentally for ZnS can be studied in more detail.

Further effects such as collision broadening or the field dependence of the Wigner distribution function in Eq. (29) have to be considered in a self-consistent approach to the field effects. For instance, collision broadening can be incorporated in the present approach by replacing the one-particle energies $E_p$ by quasiparticle energies $\varepsilon_p$. For this, an approximation for the self-energy is needed which leads to a broadened spectral function.

Another important effect for high field transport is dynamic screening. In principle, the Coulomb matrix element Eq. (30) for impact ionization has to be evaluated considering a wave vector and frequency dependent dielectric function $\varepsilon(q, \omega)$ instead of a statically screened one. This requires a complete numerical evaluation of the collision integral (29). The influence of dynamic screening on the impact ionization rate has been studied for the zero-field case for Si and GaAs. Comparing with our respective results for zero field strengths, where a wave vector dependent dielectric function has been used for the evaluation of the
impact ionization matrix element, only minor differences have to be stated.
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