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Abstract

The production of Z bosons in pPb collisions at $\sqrt{s_{NN}} = 5.02$ TeV is studied by the CMS experiment via the electron and muon decay channels. The inclusive cross section is compared to pp collision predictions, and found to scale with the number of elementary nucleon–nucleon collisions. The differential cross sections as a function of the Z boson rapidity and transverse momentum are measured. Though they are found to be consistent within uncertainty with theoretical predictions both with and without nuclear effects, the forward–backward asymmetry suggests the presence of nuclear effects at large rapidities. These results provide new data for constraining nuclear parton distribution functions.
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1. Introduction

Electroweak boson production is an important benchmark process in high-energy particle physics. The production of Z and W bosons has been extensively studied at hadron and $e^+e^-$ colliders, at various collision energies. The latest measurements in pp collisions at the LHC [1–8] are well described by the standard model using higher-order perturbative quantum chromodynamics (QCD) and parton distribution functions (PDFs).

With its large center-of-mass energy and high luminosity, the LHC enables for the first time the study of Z and W boson production in heavy ion collisions. Electroweak bosons are unmodified by the hot and dense medium created in nucleus–nucleus collisions, and their leptonic decays are of particular interest since leptons pass through the medium without being affected by the strong interaction. Both the Z and W boson production were measured by the ATLAS [9,10] and the CMS [11,12] experiments using PbPb collisions taken in 2010 and 2011 at a center-of-mass energy per nucleon pair of $\sqrt{s_{NN}} = 2.76$ TeV, confirming that the production cross section scales with the number of elementary nucleon–nucleon collisions with a precision of about 10%.

However, in nuclear collisions, the production of electroweak bosons can be affected by the initial conditions of the collision. The free-proton PDFs are expected to be modified for protons bound in the Pb nucleus, which, together with the fact that the nucleus contains neutrons as well as protons (isospin effect), can modify the observed cross sections as compared to pp collisions. Various groups have studied the nuclear modification of PDFs, and several results are available at next-to-leading-order (NLO) precision in QCD [13–15]. These results are obtained by global fits to the available deep inelastic scattering and Drell–Yan data, which constrain the nuclear PDFs (nPDFs) in the region of parton longitudinal momentum fraction $x > 10^{-2}$ and four-momentum transfer squared $Q^2 < (10$ GeV$)^2$.

The production of electroweak bosons in proton–nucleus collisions at the LHC provides an opportunity to study the nPDFs at the high $Q^2 \approx (100$ GeV$)^2$ and lower $x$ phase space region [16]. The CMS experiment made the first measurement of W boson production in pPb collisions [17]. Deviations from the current expectations for PDFs were observed, showing the need for including W boson data in nPDF global fits. Furthermore, the dijet pseudo-rapidity distribution measured in pPb collisions by CMS [18] and the Z boson production in pPb collisions measured by ATLAS [19] show better agreement with modified PDFs. Deviations from pp expectations were also seen with charged hadrons [20].

Various models predict different nuclear modifications of the Z boson production cross section ($\sigma$) as a function of transverse momentum ($p_T$) and rapidity in the nucleus–nucleon center-of-mass frame ($y_{cm}$) [21–25]. Processes mediated by a virtual photon and interference effects are also considered as part of the Z boson signal. The rapidity distribution of Z bosons is particularly sensitive to the parton content of the interacting nucleons. Consequently, the symmetric rapidity spectrum of the Z bosons in the center-of-mass frame of pp collisions is modified by nuclear effects in pPb collisions [24]. This can be quantified through measurements of the forward–backward asymmetry in the center-of-mass frame:

$$R_{FB}(y_{cm}) = \frac{d\sigma(+/y_{cm})/dy_{cm}}{d\sigma(-/y_{cm})/dy_{cm}},$$

where $d\sigma(+/y_{cm})/dy_{cm}$ is the invariant differential cross section for a process with a rapidity $y^+ = y_{cm}$, and $d\sigma(-/y_{cm})/dy_{cm}$ is the invariant differential cross section with the rapidity $y^- = 2y_{cm}$.
where by convention positive rapidity values correspond to the direction of the incoming proton.

The aim of this paper is to study the $Z \rightarrow \ell\ell$ process (where $\ell$ represents either muons or electrons) and to measure the production cross section as functions of rapidity and transverse momentum. The typical quark momentum fraction probed in the Pb nucleus is given by $x = M_2/\sqrt{s_{NN}}\gamma_{cm}$, and thus with $0.002 < x < 0.3$ in the measured range of $-2.8 < y_{cm} < 2.0$. These measurements will help to constrain the parton content of the nucleons in the nucleus.

2. Experimental setup, data selection and reconstruction

A detailed description of the CMS detector and its coordinate system can be found elsewhere [26]. Its central feature is a superconducting solenoid with internal diameter of 6 m, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL). Muons are detected in the pseudorapidity range $|\eta_{lab}| < 2.4$ using gas-ionization detectors embedded in the steel return yoke outside the solenoid. Electrons are measured in the ECAL that consists of 75,848 lead tungstate crystals providing a coverage in the barrel region of $|\eta_{lab}| < 1.48$ and in the endcap regions of $1.48 < |\eta_{lab}| < 3.00$. Extensive forward calorimetry complements the coverage provided by these barrel and endcap detectors. CMS has a two-level trigger system. The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select the most interesting events. The high-level trigger processor farm further decreases the event rate before data storage.

The analysis is performed using the pPb collision data taken at the beginning of 2013 and corresponding to an integrated luminosity of $34.6 \pm 1.2$ nb$^{-1}$ [27]. The beam energies were 4 TeV for protons and 1.58 TeV per nucleon for lead nuclei, resulting in a center-of-mass energy per nucleon pair of $\sqrt{s_{NN}} = 5.02$ TeV. As a consequence of the energy difference between the colliding beams, the nucleon–nucleon center-of-mass frame is not at rest with respect to the laboratory frame. Massless particles emitted at rapidity $y_{cm} = 0$ in the nucleon–nucleon center-of-mass frame will be detected at $y_{lab} = -0.465$ (clockwise proton beam) or $+0.465$ (counterclockwise proton beam) in the laboratory frame. The results presented here are expressed in the center-of-mass frame with the proton-going side defining the region of positive $y_{cm}$ values, to respect the usual convention of the proton fragmentation region being probed at positive rapidity. The direction of the higher energy proton beam was initially clockwise and was then reversed, producing two comparable datasets.

During data taking, muon and electron triggers were employed to select and record all events with high-P$_T$ leptons. The measurements in the muon final state are based on a sample obtained by requiring at least one muon with $p_T$ greater than 12 GeV/c. The muon candidates are reconstructed with an algorithm that combines information from both the silicon tracker and the muon system [28]. Background muons from cosmic rays and heavy-quark semileptonic decays are rejected by applying a set of quality criteria to each muon, based on previous studies of the performance of the muon reconstruction [28]. The muons are selected by requiring at least two muon stations to be matched to the muon track, a low $\chi^2$/ndf of the global fit, a minimum number of tracker layers and pixel hits, and finally, a maximum distance from the primary vertex in the transverse and longitudinal direction.

The electron measurements are based on a candidate photon or electron sample collected by requiring at least one ECAL transverse energy deposit of $E_T > 15$ GeV and online identification criteria that are looser than the electron selection applied offline. Electrons are reconstructed by matching ECAL clusters to tracks measured in the silicon tracker. This matching is used to differentiate electrons from photons [29]. The identification criteria are chosen to match those used for pp collisions [30]. The electrons are selected by requiring a match between the $\eta$ and $\phi$ coordinates of the track and the ECAL cluster, a narrow width of the ECAL cluster in $\eta$, a low HCAL energy measured in the ECAL cluster direction and by rejecting electrons with a partner track consistent with a photon conversion. In this measurement, no isolation requirements are imposed on the leptons.

3. Analysis procedure

The Z boson production cross section is calculated using the following equation:

$$\sigma = \frac{S - B}{\alpha \epsilon L_{\text{int}}}, \quad (2)$$

where $S$ is the number of Z candidates, $B$ is the estimated background, $\alpha$ is the acceptance, $\epsilon$ is the efficiency, including correction factors derived from data, and $L_{\text{int}}$ is the integrated luminosity. The phase space region considered in the analysis is defined by requiring two leptons with $p_T^l > 20$ GeV/c and with pseudorapidity in the laboratory frame $|\eta_{lab}^l| < 2.4$ in order to ensure that the triggers are maximally efficient and are within the geometrical coverage of the muon detectors. This fiducial region of the measurement is extrapolated to the full phase space over $p_T^l$ and $\eta_{lab}^l$ by the acceptance correction. Each component of Eq. (2) is presented and systematic uncertainties summarized below.

3.1. Signal and background

The Z candidate events are selected by requiring a same-flavor, oppositely-charged lepton pair with an invariant mass in the $60$–$120$ GeV/c$^2$ range, where both leptons satisfy the acceptance and quality requirements and at least one of them corresponds to the lepton that triggered the event. Fig. 1 shows the invariant mass distribution of the selected lepton pairs compared to a combination of PYTHIA 6 and HIJING (PYTHIA 6\textsc{+}HIJING) Monte Carlo (MC) simulations. The $p\bar{p} \rightarrow Z \rightarrow \ell\ell$ process is simulated using the PYTHIA 6 [31] generator (version 6.424, tune Z2 [32]) with a mixture of pp and pn interactions corresponding to pPb collisions. Each PYTHIA 6 signal event is embedded in a minimum bias pPb background event which is produced with the HIJING event generator version 1.383 [33]. The detector response for each produced event is simulated with GEANT4 [34]. The signal and background events have the same generated vertex location and are boosted to have the correct rapidity distribution in the laboratory frame. The embedding is done at the level of detector hits and then the events are processed through the trigger emulation and the event reconstruction chains. The reconstructed longitudinal primary vertex and overall multiplicity distributions are reweighted to match those observed in data.

An electron energy scale correction is extracted by fitting the energy to momentum ratio of electrons in a very pure $W \rightarrow e\nu$ control sample [29]. After fixing the shape of the distribution from MC, the energy to momentum ratio in data is fitted to derive the difference of the energy scale between data and MC, and then the data is corrected for this difference. A correction of the electron energy resolution is applied to MC by comparing the mass distribution of electron pairs between data and MC. Such corrections are also estimated for the $Z \rightarrow \mu^+\mu^-$ channel and found to be negligible.
tron event, because of lepton universality. In the $Z$ boson mass range, the oppositely-charged electron–muon pairs are counted and translated into the expected number of muon or electron pairs, taking into account the differences in the muon and electron reconstruction and selection efficiencies. This background is subtracted from the dilepton raw yield and accounts for the main electroweak and $t\bar{t}$ backgrounds, as well as for the part of QCD multijet background (such as $b\bar{b}$ decays) that produces oppositely-charged leptons. The background from random combinations of other leptons in the event is estimated by counting the same-charge pairs. Additional electroweak contributions from W+jets and diboson production are found to be negligible via MC simulations. The fraction of background events subtracted from the raw yield is 2.4% (2.9%) in the muon (electron) channel, where the dominant background contribution comes from QCD processes, since no isolation requirements are imposed on the leptons.

3.2. Efficiency and acceptance

The efficiency, $\epsilon$, for $Z$ bosons is defined as the number of reconstructed $Z$ candidates, where both leptons fulfill the acceptance and quality requirements, divided by the number of generated $Z$ bosons where both leptons fulfill the acceptance requirements. This combined reconstruction, lepton identification, and trigger efficiency is calculated from the PYTHIA 6+HiJING simulation samples so that the effects of the pPb environment are taken into account.

For the rapidly falling dilepton $p_T$ spectrum, an unfolding technique based on the inversion of a response matrix similar to the one used in Ref. [4] is first applied to the data before applying the efficiency correction. The response matrix is constructed from the PYTHIA 6+HiJING simulation to take into account the detector resolution effects. The dilepton $p_T$ resolution is about 0.5–1.5 GeV/$c$, which results in a maximum bin-to-bin spill of about 30% in the lowest $p_T$ bins chosen for this analysis. In the measurement of the dilepton rapidity, the unfolding is not necessary as the shape of the $y_{cm}$ spectrum is almost flat and the resolution is a small fraction of the analysis bin size. Instead, the resolution effects in rapidity are taken into account in the efficiency corrections.

In order to correct for possible differences between data and simulation, a method derived from data is used to determine correction factors to the baseline efficiency from simulation. These correction factors are determined as a function of lepton $\eta$ and $p_T$ by applying the tag-and-probe method to both data and simulation to calculate single lepton efficiencies for reconstruction, identification, and triggering, similar to the method described in Ref. [28]. The ratio of each efficiency from data over the corresponding efficiency in the simulation is then applied to reweight the simulation on a lepton-by-lepton basis. The efficiency for the $Z$ bosons, after correcting for the small differences between data and simulation, is found to be $0.878 \pm 0.015$ in the dimuon and $0.605 \pm 0.015$ in the dielectron decay channel. The sources of systematic uncertainties are described in Section 3.3.

The acceptance, $\alpha$, is defined as the number of generated dilepton events where both leptons fulfill the acceptance requirements ($p_T > 20$ GeV/$c$, $|\eta_{lab}| < 2.4$) divided by the number of all generated dilepton events in the $60–120$ GeV/$c^2$ mass range. It is calculated using simulated events. The event generation is provided by the POWHEG generator [35–38] with the CT10 free proton PDF set [39], interfaced with PYTHIA 6 parton shower, and the events are boosted to the laboratory frame (POWHEG+PYTHIA 6). Final-state photon radiation is also simulated by PYTHIA 6. The integrated acceptance is found to be $0.516 \pm 0.026$ in both decay channels.
3.3. Systematic uncertainties

The total systematic uncertainty in the Z boson production cross section is calculated by adding in quadrature the different contributions from the background subtraction, acceptance and efficiency determination, and the unfolding technique. The integrated luminosity, calibrated by the van der Meer scans [27], has a systematic uncertainty of 3.5%. It is the dominant systematic uncertainty of the measurement in the fiducial region.

The signal yield of Z candidates is affected by the uncertainty in the background subtraction method. The number of subtracted background events determined by the electron–muon method is varied conservatively by ±100% to assign an uncertainty in the signal yield. The uncertainty in the signal yield from this background variation is 1.7% (1.8%) in the muon (electron) channel.

The uncertainty in the correction factor for the electron energy scale is propagated as a systematic uncertainty in the dielectron yield. It is estimated to be 0.5% in the inclusive yield and varies across the analysis $p_T$ bins between 4 and 19%. The residual difference in the mass resolution between data and simulation is taken as the systematic uncertainty in the electron channel. After propagating to the inclusive cross section, it accounts for a 1.1% uncertainty.

The systematic uncertainty in the efficiency comes from two different sources. The first one is the uncertainty in the underlying rapidity and transverse momentum distributions reflecting the poorly known PDFs. This is estimated by applying a weight to the generated events that varies linearly between 0.7 and 1.3 over the $-3 < y_{cm} < 3$ range, and a weight that varies between 0.9 and 1.1 over the $0 < p_T < 150$ GeV/c range. These variations cover the predicted nuclear effects to the rapidity and $p_T$ spectrum from different groups [21,22,24] as well as the statistical uncertainties in the present measurement and result in a 0.2% uncertainty in the dilepton efficiency. Second, the statistical uncertainty in the correction factors coming from the ratio of data and simulation in the tag-and-probe method is propagated to the dilepton efficiency. In addition, the tag-and-probe technique itself carries an uncertainty of about 1%, estimated from differences observed in the efficiencies by varying the functional form or the range of the fits. Finally, the uncertainties in the three different components of the efficiency are combined in quadrature, resulting in an overall uncertainty in the dimuon (dielectron) efficiency of 1.7% (2.5%).

All the uncertainties above are evaluated in bins of dilepton rapidity and transverse momentum to give uncertainties in the differential cross sections. The systematic uncertainty of the forward–backward asymmetry is calculated from the rapidity differential cross section. The uncertainties in the background, electron energy scale, and efficiency are propagated without assuming any cancellation. The uncertainty of the luminosity cancels in the ratio.

There is an additional uncertainty in the dilepton $p_T$ spectrum coming from the matrix inversion procedure used for the unfolding. This uncertainty is determined by varying the generated dilepton $p_T$ distribution and the single lepton $p_T$ resolution. The reconstructed $p_T$ distributions from PYTHIA 6-Hijing and POWHEG+PYTHIA 6, as well as the weighted $p_T$ spectrum reflecting possible nPDF differences, are all studied and their effect on the results is directly evaluated. These two sources give a combined uncertainty in the unfolded yield of about 1–5%, depending on the $p_T$ bin.

The uncertainty due to the acceptance correction is estimated by changing the shape of the generated rapidity and $p_T$ distributions of the Z bosons with the same functions as described for the efficiency uncertainty in order to cover differences in PDFs and possible nuclear effects. The resulting uncertainty in the acceptance is about 5% from the extrapolation to the most forward and backward rapidity regions and it only affects the total cross section. Table 1 summarizes the systematic uncertainties in the two decay channels.

<table>
<thead>
<tr>
<th>Source</th>
<th>$Z \rightarrow \mu\mu$</th>
<th>$Z \rightarrow ee$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background</td>
<td>1.7%</td>
<td>1.8%</td>
</tr>
<tr>
<td>Electron energy scale</td>
<td>–</td>
<td>0.5%</td>
</tr>
<tr>
<td>Electron resolution</td>
<td>–</td>
<td>1.1%</td>
</tr>
<tr>
<td>Efficiency</td>
<td>1.7%</td>
<td>2.5%</td>
</tr>
<tr>
<td>Unfolding of $p_T$ spectrum</td>
<td>1–5%</td>
<td></td>
</tr>
<tr>
<td>Acceptance</td>
<td>5%</td>
<td></td>
</tr>
<tr>
<td>Luminosity</td>
<td>3.5%</td>
<td></td>
</tr>
<tr>
<td>Total (fiducial cross section)</td>
<td>4.2%</td>
<td>4.8%</td>
</tr>
<tr>
<td>Total (total cross section)</td>
<td>6.6%</td>
<td>6.9%</td>
</tr>
</tbody>
</table>

4. Results

The results are primarily compared to the NLO pp predictions from the POWHEG+PYTHIA 6 generator using the CT10 [39] free proton PDF set. The $pN \rightarrow Z \rightarrow \ell\ell$ process is also simulated with the MCFM [40] generator (version 6.7) using the CT10 free proton PDF set, as well as the EPS09 [14] and DSSZ [13] nuclear PDF sets. Since these predictions include theoretical uncertainties, their statistical compatibility with the measurements can be tested. All predictions are scaled by the number of nucleons in the Pb nucleus ($A = 208$) as is expected in the case of elementary nucleon–nucleon collision scaling.

The cross section of Z boson production is calculated using Eq. (2) for both decay channels. The analysis of the muon channel results in a fiducial cross section ($p_T > 20$ GeV/c, $|\eta^{\ell}_{\text{lab}}| < 2.4$) of $70.1 \pm 1.5$ (stat) $\pm 1.7$ (syst) ± 2.5 (lumi) nb and the electron channel gives $73.9 \pm 1.9$ (stat) ± 2.8 (syst) ± 2.6 (lumi) nb.

The muon and electron results, which agree within statistical and systematic uncertainties, are combined, separating out the uncertainty related to the integrated luminosity. The best linear unbiased estimate (BLUE) technique [41] is applied, taking the muon and electron channel cross sections and their uncertainties in each bin to be uncorrelated.

The measured inclusive Z boson production cross section in the fiducial region, where both leptons fulfill the acceptance requirements is

$$\sigma_{\text{pPb} \rightarrow Z \rightarrow \ell\ell}(p_T > 20 \text{ GeV/c}, |\eta^{\ell}_{\text{lab}}| < 2.4) = 71.3 \pm 1.2 \text{ (stat)} \pm 1.5 \text{ (syst)} \pm 2.5 \text{ (lumi)} \text{ nb.}$$

The POWHEG+PYTHIA 6 prediction gives a Z boson cross section in pp collisions at $\sqrt{s} = 5.02$ TeV of $338 \pm 17$ pb for $Z \rightarrow \ell\ell$ production in the 60–120 GeV/c$^2$ mass range after applying the acceptance requirements on the leptons. The uncertainties in the theoretical prediction in pp collisions amount to about 5% and arise from missing higher-order corrections and from the uncertainties in the PDF sets. Scaling the pp cross section by $A = 208$, results in the prediction of $70.4 \pm 3.5$ nb for the pPb cross section, which is consistent with the measured value.

For the acceptance-corrected total cross section, the systematic uncertainty in the acceptance is correlated between the two decay channels, which is taken into account in the BLUE method. The combined total Z boson production cross section in the 60–120 GeV/c$^2$ mass region is

$$\sigma_{\text{pPb} \rightarrow Z \rightarrow \ell\ell} = 138.1 \pm 2.4 \text{ (stat)} \pm 8.6 \text{ (syst)} \pm 4.8 \text{ (lumi)} \text{ nb.}$$
This measurement has an uncertainty of about 5% from the extrapolation of the detector acceptance to the full phase space. The POWHEG+PYTHIA 6 generator after scaling predicts $136.1 \pm 6.8$ nb, which is consistent with the measured value.

Fig. 2 shows the differential cross section of the Z bosons in the fiducial region in pPb collisions as a function of rapidity. The luminosity normalization uncertainty of 3.5% is not shown. The MCFM theoretical predictions, both with and without nuclear modification, are consistent with the measured differential cross section within uncertainties. The corresponding rapidity dependence predicted by POWHEG+PYTHIA 6 for pp collisions agrees with the MCFM calculation for pN collisions using the CT10 PDF set without nuclear modification, showing that any dependence on isospin or the PDF set are within the theoretical uncertainties.

Nuclear effects are expected to modify the rapidity distribution asymmetrically and thus can be further quantified by the forward-backward asymmetry defined in Eq. (1). This quantity is expected to be more sensitive to nuclear effects [24] because normalization uncertainties cancel both in theory and in experiment. Fig. 3 shows the measured forward-backward asymmetry as a function of $|y_{cm}|$ compared to the MCFM predictions with and without nuclear modification.

While being consistent with the three theoretical predictions shown, the data tend to favor the presence of nuclear effects in PDFs. The ATLAS collaboration reached similar conclusions from their Z boson measurement [19]. Together with the measured W boson production in pPb collisions [17], these results can reduce the nPDF uncertainties by adding new data to the global fits in a previously unexplored region of the $(Q^2, x)$ phase space.

In order to quantify the agreement between the measurements and the predictions with the different PDF sets, a $\chi^2$ test is performed for the rapidity-dependent differential cross section and the forward-backward asymmetry. The few correlations in the experimental uncertainties, only relevant for the cross section but not for the asymmetry, are taken into account, as well as the correlations in the theoretical uncertainties. The resulting $\chi^2$ values and probabilities are given in Table 2. The theoretical calculations including nuclear effects provide a somewhat better description of the measurements.

Fig. 4 shows the differential cross section as a function of $p_T$ in the fiducial region. The results are compared only to theoretical predictions from POWHEG+PYTHIA 6, because the expected nuclear modification of the $p_T$ spectrum is small compared to the uncertainties in the theory [21,22]. No large deviations are found from the theoretical cross sections, apart from the lowest dilepton $p_T$ bins where the differences from POWHEG+PYTHIA 6 are similar to the ones observed in the pp measurements at 7 TeV [2,4].
5. Summary

The cross section of Z boson production has been measured in the muon and electron decay channels in p+p collisions at $\sqrt{s} = 5.02$ TeV. The NLO pp inclusive cross section from POWHEG+PYTHIA 6 scaled by the number of elementary nucleon–nucleon collisions is in agreement with the measured p+p cross section. The p+p theoretical predictions for the differential cross section as a function of the Z boson rapidity with and without nuclear effects are compared to the measurement. Given the small differences in these predictions and their inherent theoretical uncertainties as well as the sensitivity of the data, both scenarios, presence or not of nuclear effects, are consistent with the data. A more sensitive variable, the forward–backward asymmetry, deviates from predictions assuming free proton PDFs by an amount which is compatible with both the EPS09 and the DSSZ nPDF modifications, although the statistical precision of the measurement precludes making a definitive statement. The differential cross section as a function of the Z boson transverse momentum has been measured and is found to be in agreement with pp predictions from POWHEG+PYTHIA 6, except at very low transverse momentum, where similar deviations as previously seen in pp are observed. The presented results provide new data for constraining nuclear PDF fits.
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