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Resumo

Essa dissertação consiste em generalizar algumas regras de comutação do tipo mínimo,
disponíveis na literatura, para levar em conta robustez com relação à mudança de ponto de
equilíbrio e variação na carga de saída, de forma a deixá-las mais adaptadas para aplicações
práticas em engenharia, como é caso do controle de conversores de potência CC-CC. Estas
regras são as únicas variáveis de controle atuando no sistema e são projetadas de forma a
assegurar estabilidade e desempenho adequado para o mesmo. Muitas técnicas de controle
baseadas em regras desta classe foram desenvolvidas nos últimos anos, porém, até o momento,
não foi realizada uma análise detalhada a respeito da sua e�ciência e desempenho em
aplicações reais. Esta análise é importante pois nos permite avaliar se estas novas técnicas são
alternativas viáveis em relação às opções já existentes na literatura. Ao longo do estudo, vamos
comparar três regras de chaveamento do tipo mínimo distintas. Mais especi�camente, duas são
desenvolvidas no domínio do tempo contínuo e exigem frequências de chaveamento
arbitrariamente altas. A outra é mais realista, pois permite considerar frequências de
chaveamento limitadas, sendo obtidas a partir de condições de projeto para sistemas a tempo
discreto. Todas elas são derivadas de trabalhos anteriores, porém, com novas adaptações. Essas
adaptações objetivam tornar o controlador robusto, tanto a variações de carga quanto a
variações de tensão de saída. Para melhor avaliação comparamos as estratégias de controle do
tipo mínimo com o controlador PI clássico, comumente utilizado na literatura.

Ao longo desse estudo, nós analisamos o comportamento nos regimes transitório e
permanente destas regras de chaveamento para três conversores distintos. Para o buck, o
boost, e o buck-boost. A modelagem de cada um dos conversores é abordada, assim como a
metodologia de projeto para cada técnica de controle estudada. Por meio de simulações e testes
experimentais, nós apresentamos o comportamento dos conversores operando sob a atuação
de cada uma das metodologias de controle, ressaltando as vantagens e desvantagens de cada
uma delas. Outro resultado importante é proveniente da análise da frequência de chaveamento
que, sob a in�uência de regras do tipo mínimo, pode variar consideravelmente dependendo da
tensão de saída desejada. Esses per�s de frequência indicam um grande potencial para redução
de perdas por chaveamento no conversor aumentando, assim, sua e�ciência.

Palavras Chave — Conversores de potência, Funções de Lyapunov, Controle robusto, Sistemas de
comutação, Teoria de comutação



Abstract

This dissertation consists of the generalization of some available min-type switching rules
to cope with changes in the equilibrium point and output load variation, making them more
amenable for practical implementations in engineering, as is the case of the DC-DC power
converters control. These rules are the unique control variable acting in the system and are
designed in order to assure stability and suitable performance for it. Many of the control
techniques based on rules of this class have been developed in recent years. However, there
is a lack in the literature concerning a detailed analysis of their e�ciency and performance
in real applications. This analysis is important to evaluate if these new techniques are viable
alternatives with respect to the options already existent in the literature. Throughout the
study, we will compare three distinct min-type switching rules. More speci�cally, two are
developed in continuous time and require arbitrarily high switching frequencies. The other
is more realistic since it allows us to consider limited switching frequency and is obtained
from design conditions developed for discrete-time systems. All of them are derived from
previous works, but with new adaptations. These adaptations aim to make the controller robust
concerning load and output voltage variations, making them a viable option compared to usual
techniques. For a better evaluation, we have compared the min-type switching strategies with
the classical PI controller, commonly adopted in the literature.

Throughout this study, we have veri�ed the control strategies behavior in three di�erent
converters: buck, boost, and buck-boost. The modeling of each converter is covered as well as
the design methodology for each control technique. Using simulations and experimental tests,
we have presented the converters’ behavior in the transient and steady-state, highlighting the
advantages and disadvantages of each technique. Another signi�cant result comes from
analyzing the switching frequency, which under min-type switching strategies can vary
considerably according to the desired output voltage. These frequency pro�les indicate a great
potential for reducing losses in the converter due to the switching, thus increasing its
e�ciency.

Keywords — Power Converters, Lyapunov functions, Robust control, Switching systems, Switching
theory
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Chapter 1

Introduction

DC-DC converters are widely studied and used in the �eld of power electronics. Their

applications extend from the activation of motors [29] to the voltage regulation of photovoltaic

modules [32]. In all of these cases, the voltage generated by the converter should remain stable

at the desired value. This value must be maintained steady both in the event of a supply

voltage variation and cases where the load varies. One way to achieve this objective is through

a suitable control design.

Control is an essential part of the �eld of power electronics. The goal is to design a controller

to assure stability, rapid transient response, robustness, and an extensive, reliable operation

range. To achieve these requirements, the scienti�c community is continuously developing

new and more e�cient control techniques, which must provide not only good performance but

also be easy to implement.

In general, DC-DC power converters can be modeled as switched a�ne systems,

characterized by a set of a�ne subsystems and a rule orchestrating the switching among them.

The control of their electronic switches follows a speci�c rule designed to regulate the output

voltage. Nowadays, most of the switching logic relies on a classical controller, which is

determined taking into account a Linear Time-Invariant (LTI) averaged model, which

describes the behavior of the switched system for a speci�c operation point. Through this

logic, the duty-cycle of a Pulse Width Modulation (PWM) signal is dynamically adjusted,

regulating the voltage. Although this is a well-known and widely used technique, there is still

room for improvements, mainly when the control design is based directly on the original

switched system, without any approximation for averaged models.
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The literature provides several works focused on improving the PWM-based controllers,

such as [2, 23, 24]. In general, these studies propose slight changes compared to classical

control methodologies. However, some researchers approached the problem di�erently and

proposed control strategies based on the theory of hybrid systems, such as sliding mode control

[25, 31], or based on a switching table procedure [8]. Another relatively novel approach is

the control based on min-type switching rules, in which we will focus on this study. There

are already a signi�cant number of articles on this subject mainly motivated by issues and

concerns raised in practical applications of the power electronics domain (see [5, 13, 15]).

Reference [10] was one of the �rst in proposing su�cient conditions for the design of min-type

switching functions to assure global asymptotic stability of switched a�ne systems based on

the Lyapunov theory. The study applied the control methodology to regulate the output voltage

of standard DC-DC power converters through simulation. However, an issue observed in this

technique is an arbitrarily high switching frequency requirement to assure asymptotic stability.

The experimental validation of the control technique proposed in [10] has been presented

in [15], which applied the min-type switching functions on a boost converter. Other than

merely demonstrating experimental results, [15] also explored the Lyapunov matrix design and

di�erent switching rules. The article also proposed two techniques to operate the converter

with partial information of the equilibrium point. The �rst is the use of a low pass �lter to

estimate the equilibrium current. The second uses an integrator to determine the equilibrium

current based on the output voltage error.

The generalization of these results to consider a limited switching frequency to avoid

chattering was proposed in [11], but only for the more straightforward case where the

subsystems are linear. Chattering is an undesirable phenomenon that can damage pieces of

equipment and is a problem to be avoided during the control design. Reference [11] has

proposed a robust control design for a discrete-time switched linear system, which is

equivalent to the continuous-time one and comes from the solution of Riccati–Metzler

inequalities. With discrete-time models, the switching may occur only at the sampling times,

which occurs at a �xed rate.

In a more general framework, references [9, 13] have proposed switching rules with limited

frequency for switched a�ne systems based on discrete-time models. In this case, it is no

longer possible to guarantee asymptotic stability. Therefore, the proposed methodologies are

focused on assuring practical stability, where the state trajectories are governed to an invariant
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set of attraction as small as possible, containing the desired equilibrium point. Generally, the

objective function is to minimize the volume of this set to make the steady-state behavior of

the state trajectories as near as possible the desired equilibrium. Unfortunately, nothing can

be concluded regarding these trajectories inside the set of attraction, and it is not possible

to impose 2 and ∞ performance indexes. To circumvent these di�culties, references [12,

27] tried to shift the paradigm once more. Instead of making the system attain one speci�c

equilibrium point, these strategies aim to make the converter follow a prede�ned limit cycle.

In this case, the limit cycle is designed to satisfy steady-state criteria of interest. Moreover, the

switching rule can assure asymptotic stability of the designed limit cycle, which allowed [12]

to take into account 2 and ∞ performance indexes.

Considering the state of the art for switched a�ne systems, this dissertation relies on

previously designed switching rules and proposes important generalizations. The objective is

to make these switching rules robust to changes in the equilibrium point and load variations

without requiring redesign, making them an e�cient alternative for real applications. The

idea is to provide novel stability conditions as close as possible to the original ones without

introducing great conservativeness. The transient and steady-state responses were analyzed,

and the performance of these switching rules was compared with the ones derived from

classical controllers. We also explored the control techniques’ capabilities regarding power

loss reduction. In the next section, an outline of the chapters is presented, explaining the

approached contents in further detail.

1.1 Publication

This dissertation is partly based on the paper:

J. A. M. Silva, G. S. Deaecto, and T. A. S. Barros. “Analysis and Design Aspects of Min-Type

Switching Control Strategies for Synchronous Buck-Boost Converter”. In: Journal of Emerging

and Selected Topics in Power Electronics (submitted)

1.2 Outline of the Chapters

• Chapter 2: Presents some fundamental concepts important for this study. Its content

includes the stability of linear time-invariant systems, an introduction about switched

a�ne systems, and a brief about DC-DC power converters. It includes the topologies
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of each converter, as well as their mathematical models. Some relevant equations are

also developed to help with the control design and implementation. The objective is to

supply the readers with the needed mathematical tools to understand and potentially

replicate the dissertation results.

• Chapter 3: During this chapter, we present the control strategies considered in this study

and their generalization to take into account changes in the equilibrium points and load

variations. We have also presented the PWM-based technique that serves as a comparison

for the min-type controllers, which are our main focus in this dissertation. Two steady-

state correction methods have been proposed to compensate for any unmodeled behavior.

With their help, the converter attains the reference voltage without any steady-state

error.

• Chapter 4: In this chapter, the experimental converter build is presented, as well as an

overview of its simulations. All the controllers were designed and provided throughout

the chapter. More speci�cally, we presented the designed parameters for each min-type

control strategy. Graphs showing several important aspects of practical applications

have been presented, including comparisons with the classical method.

• Chapter 5: Discusses the variable frequency aspect of the min-type controllers. The

focus is on analyzing the frequency patterns and their variation according to changes in

the output load and voltage. The objective is to discuss how applications may use these

control strategies to reduce the power losses caused by the switching.

• Chapter 6: Recaps the previous chapters and the main points presented throughout the

study. The most important contributions are revisited. Opportunities for future works

are also highlighted.
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Chapter 2

Fundamentals

This chapter presents some fundamental concepts that are important for the forthcoming

chapters. More speci�cally, we provide the state space representation of an a�ne time-invariant

system in the continuous and discrete-time domains and the discretization methodology adopted

in this dissertation. Afterward, a brief introduction about switched a�ne systems is provided,

highlighting their main characteristics. In the end, we present the DC-DC power converters

of interest, discussing the topologies of each converter and their mathematical models. Some

relevant equations are also developed to help with the control design and implementation.

2.1 A�ne Time Invariant Systems

The state-space representation of an a�ne time-invariant system of order n is given by a set of

n di�erential equations of �rst order, which is expressed in the matrix form as

⎧
⎪
⎪

⎨
⎪
⎪
⎩

ẋ(t) = Ax(t) + Bu, x(0) = x0

z(t) = Cx(t) + Du

(2.1)

where x(t) ∈ ℝ
n is the state, u ∈ ℝ

m is a constant input signal, and z ∈ ℝ
p is the controlled

output. The matrices A ∈ ℝ
n×n, B ∈ ℝ

n×m, C ∈ ℝ
p×n and D ∈ ℝ

p×m are constant matrices which

de�ne the system behavior. If the matrix A is Hurwitz stable, the equilibrium point is given by

xe = −A
−1
Bu (2.2)
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obtained by making ẋ = 0. Although, the model in continuous-time domain is important because

expresses closely the system behavior in real time, its representation in the discrete-time domain

seems more appropriate for control design purposes. This occurs because nowadays most

of the controllers is embedded and act on the system digitally respecting a certain sampling

period T > 0.

Considering a time instant t ∈ [tk , tk+1) with tk+1 − tk = T , from the dynamic equation in

(2.1), we have

x(t) = e
A(t−tk )

x(tk) + ∫

t

tk

e
A(t−� )

d� Bu

= e
A(t−tk )

x(tk) + ∫

t−tk

0

e
A 

d Bu

valid for t ∈ [tk , tk+1), where it has been adopted the change of variable  = t − � . Hence, at the

sampling instants we obtain

x(tk+1) = e
AT
x(tk) + ∫

T

0

e
A 

d Bu

which allow us to determine the dynamic equation in the discrete-time domain given by

⎧
⎪
⎪

⎨
⎪
⎪
⎩

x[k + 1] = Fx[k] + Gu[k], x[0] = x0

z[k] = Hx[k] + J u[k]

(2.3)

with

F = e
AT
, G =

∫

T

0

e
A�
d� B (2.4)

and discrete-time output matrices obtained as

∫

T

0

e
′

t′e′
t
dt =

⎡

⎢

⎢

⎢

⎣

H
′

J
′

⎤

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎣

H
′

J
′

⎤

⎥

⎥

⎥

⎦

′

,  =

⎡

⎢

⎢

⎢

⎣

A B

0 0

⎤

⎥

⎥

⎥

⎦

,  =
[
C D

]
(2.5)

see [7] for further details about this discretization. Notice that, the discretization is an exact

representation of the continous-time system at the sampling instants and the equilibrium point

is

ye = (I − F )
−1
Gu (2.6)
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which tends to the continuous time equilibrium point for T arbitrarily small. Indeed, in this

case, we have

e
AT
≈ I + AT ,

∫

T

0

e
A�
d� ≈ T (2.7)

which leads to

ye = (I − F )
−1
Gu ≈ −A

−1
Bu = xe (2.8)

2.2 Switched A�ne Systems

Hybrid systems have an intrinsic characteristic of needing continuous and discrete-time

dynamics to describe their behavior. Therefore, the system can su�er from changes not

describable through a set of continuous-time functions. Due to this characteristic, the classical

control design methods are not directly applicable. They require many considerations, making

the control of these systems somewhat challenging.

Switched a�ne systems are a speci�c type of hybrid systems. In this cases, the discrete-time

event that changes the system dynamics is the switching function, which is responsible for

selecting one of the N possible subsystems, which are states of operation of the system. Each

subsystem can then be described through a set of continuous-time equations. The whole system

behavior can be described through the state-space equations

ẋ(t) = A�x(t) + B�u(t), x(0) = x0
(2.9)

where � (t) ∶ t ≥ 0→ K = {1,… , N} is the switching function responsible for selecting one of

the possible subsystems. This model can be further developed to also describe the discrete-time

behavior of the system. This property can be mathematically represented as

 ∶

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

⎡

⎢

⎢

⎢

⎣

ẋ

�̇

⎤

⎥

⎥

⎥

⎦

= f (x, u, � ), (x, u, � ) ∈ 

⎡

⎢

⎢

⎢

⎣

x
+

�
+

⎤

⎥

⎥

⎥

⎦

∈ G(x, u, � ), (x, u, � ) ∈ 

(2.10)
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where  is the jump set. If (x, u, � ) ∉  then (x, u, � ) ∈ , representing that the system is to

stay at the active subsystem. The �ow map f and the jump map G can then be de�ned by

f (x, u, � ) ∶=

⎡

⎢

⎢

⎢

⎣

A�x + B�u

0

⎤

⎥

⎥

⎥

⎦

G(x, u, � ) ∶=

⎡

⎢

⎢

⎢

⎣

x

� (x, u)

⎤

⎥

⎥

⎥

⎦

(2.11)

Although the equation (2.9) accurately describes the system, making analyzes with this

model is not simple, since its behavior depends on the switching rule � (t). A possible approach

is to obtain an averaged system as

ẋ(t) = A�x(t) + B�u(t), x(0) = x0
(2.12)

that expresses approximately the system behavior associated to an equilibrium point of interest,

see [10] and [17]. In the system (2.12) the matrices (A�, B�) are given by

A� =

N

∑

i=1

�iAi , B� =

N

∑

i=1

�iBi (2.13)

the vector � is associated to the equilibrium point of interest and belongs to the unit simplex

de�ned as

Λ = {� ∈ ℝ
N
∶

N

∑

i

�i = 1, �i > 0} (2.14)

It should be noted that, for switched a�ne systems, for any given input u, there exist multiple

possible equilibrium points composing the set Xe de�ned as

Xe = {xe ∈ ℝ
n
∶ xe = A

−1

�
B�u, � ∈ Λ} (2.15)

which de�nes a region of great interest in the space state.

In the context of this dissertation, the switching rule is the unique control variable of the

system and, therefore, the control problem consists in determining a switching rule � (x(t)) ∶

ℝ
n
→ K capable of taking the state trajectories from any initial condition x0 to the desired

equilibrium point xe ∈ Xe .
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For the sake of practical applications, it is important to consider a constraint on the switching

function in order to impose an upper bound on the switching frequency. In this case, the

switching function is modeled as

� (t) = � (tk) = � (Tk) = �[k], ∀t ∈ [tk , tk+1) (2.16)

where T = tk+1 − tk is the sampling period with tk and tk+1 being two successive sampling

instants. With the switching function (2.16), it is possible to de�ne the following discrete-time

switched a�ne system

x[k + 1] = F�x[k] + G�u, x[0] = x0
(2.17)

whose matrices are determined by solving

Fi = e
AiT
, Gi = ∫

T

0

e
Ai�
d� Bi (2.18)

where Ai and Bi are obtained from the continuous-time model. As proven in [11], the discrete-

time system (2.3) is equivalent to the continuous-time one (2.9), whenever � (t) satis�es the

constraint (2.16). In this case, the set of attainable equilibrium points is given by

Ye = {ye ∈ ℝ
2
∶ ye = (I − F�)

−1
G�u, � ∈ Λ} (2.19)

It is simple to verify that when T → 0 the set Ye becomes Xe as expected.

2.3 DC-DC Power Converters

Widely used in electrical engineering, power converters are electronic devices whose objective

is to change the form, voltage, or frequency of the electric energy. We can classify them into

four main groups: DC-DC Converters, DC-AC Converters (Inverters), AC-DC Converters

(Recti�ers), and AC-AC converters (Cycloconverters). Throughout this study, we will focus on

DC-DC power converters, speci�cally the switched DC-DC converters. These devices alter a

DC source voltage level through an arrangement of switches operating at a su�ciently high

frequency.



Chapter 2. Fundamentals 22

There is a wide range of converters available and used commercially; however, it is necessary

to select a few to serve as objects of study for practicality. As our focus is on the control

techniques, we will stick to some already well-known and commonly applied converters, the

Buck, the Boost, and the Buck-Boost. All of them are switched DC-DC power converters. As

the name suggests, we can model them using the switched a�ne systems format, enabling the

use of the min-type switching strategies presented in Chapter 3.

The topology of each of the converters will be studied and their behavior modeled. Let us

de�ne the state variable

x(t) =

⎡

⎢

⎢

⎢

⎣

iL(t)

vo(t)

⎤

⎥

⎥

⎥

⎦

where iL and vo denote the inductor current and output voltage, respectively. Furthermore, for

the equilibrium point xe = [Ie Ve]
′, Ie denotes the equilibrium current and Ve the equilibrium

voltage, also known as reference voltage.

In this chapter, we will consider converters with the parameters from Table 2.1.

Table 2.1: Parameters for the converters
Parameter Symbol Value
Input Voltage (V ) Vs 65

Coil Inductance (mH ) L 1.981

Coil Resistance (Ω) R 0.49

Output Capacitance (�F ) Co 2250

Load Resistance (Ω) Ro 96.8

2.3.1 Buck

The Buck converter, also known as step-down, decreases the voltage supplied by a DC source.

This e�ect is possible through a combination of two states of operation, also referred to as

subsystems. In the �rst stage, the source connects in series to the inductor and the load. After

some time, the power source disconnects, leaving the inductor responsible for the output power.

The alternation between these states regulates the power transmission.

Figure 2.1 presents the circuit diagram for a synchronous buck converter. We chose a

synchronous topology, with two switches instead of one switch and a diode, to better control

all state changes. In an asynchronous converter, the system dynamics would change when the

inductor current reached zero, making the control design more di�cult.
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Figure 2.1: Synchronous Buck circuit diagram.

Due to its two switches, their state combinations result in four possible subsystems.

However, it is easy to note that the switches (S1, S2) cannot stay both active at the same time to

avoid short circuits. The state where both are open is also of no interest, as in this case, no

power transfer occurs. Therefore, two subsystems remain. The �rst when S1 is active, and the

second when S2 is active. Considering these two possibilities, we modeled the system,

resulting in the following state-space matrices

A1 = A2 =

⎡

⎢

⎢

⎢

⎣

−R/L −1/L

1/Co −1/RoCo

⎤

⎥

⎥

⎥

⎦

, B1 =

⎡

⎢

⎢

⎢

⎣

1/L

0

⎤

⎥

⎥

⎥

⎦

, B2 =

⎡

⎢

⎢

⎢

⎣

0

0

⎤

⎥

⎥

⎥

⎦

.

The convex combination of these subsystems makes it possible to determine the set of

equilibrium points Xe . As was already mentioned in Chapter 3, min-type control strategies

require the knowledge of the full equilibrium point to operate. This requirement is not

convenient, as the classical method requires only one of these variables as input. Therefore, it

would be suitable for the min-type strategies to control the system with the knowledge of only

the output voltage. To make this possible, for a speci�c equilibrium point and its associated
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� ∈ Λ, the convex combination A�xe + B�u = 0 can be manipulated though

⎡

⎢

⎢

⎢

⎣

Ie

Ve

⎤

⎥

⎥

⎥

⎦

= −

⎡

⎢

⎢

⎢

⎣

−R/L −1/L

1/Co −1/RoCo

⎤

⎥

⎥

⎥

⎦

−1

⎡

⎢

⎢

⎢

⎣

�1/L

0

⎤

⎥

⎥

⎥

⎦

Vs

⎡

⎢

⎢

⎢

⎣

Ie

Ve

⎤

⎥

⎥

⎥

⎦

= −

⎡

⎢

⎢

⎢

⎣

−R�1

L

�1

CoL

⎤

⎥

⎥

⎥

⎦

Vs

Δ

⎡

⎢

⎢

⎢

⎣

�1

�1

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

Ie
L

R

VeCoL

⎤

⎥

⎥

⎥

⎦

Δ

Vs

(2.20)

where Δ = det(A�). Then the equilibrium variables can be correlated through

Ie =

Ve

Ro

(2.21)

In a similar manner, we can also obtain an equation capable of providing the values of � for

a given equilibrium point. By solving the equation (2.20), we obtain

� ∶=

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

�1 =
Ve+RIe

Vs

�2 = 1 − �1

(2.22)

These results are presented in the graphs of Figure 2.2.

0 0.2 0.4 0.6 0.8

i
L
 (A)

0

10

20

30

40

50

60

70

O
u

tp
u

t 
v
o

lt
a

g
e

 (
V

)

(a) Equilibrium region Xe for the buck converter.
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(b) Relation between �1 and the equilibrium voltage
Ve for the buck converter.

Figure 2.2: Equilibrium region and its relation to � for the buck converter.
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Most of the equations and matrices determined until this point are only needed for the

switched a�ne model. However, as will be further explored in Chapter 3, the design of a

classical controller requires a LTI model of the type G(s) = V̂o(s)/
̂
�(s). As the converter is a

switched system, we cannot perfectly describe it with an invariant equation. However, it is

possible to obtain an averaged model with a similar enough behavior. To obtain this model,

we could use a vector � associated to xe ∈ Xe and obtain the averaged matrices A� and B�.

However, we have observed that this does not generate a good model for all equilibrium points.

Therefore, we used the techniques introduced in [14] to obtain a better model. The obtained

transfer function is the following.

G(s) =

Vs/(LCo)

s
2
+ sRo/Co + 1/(LCo)

(2.23)

These developments conclude all the required modeling for controlling a buck converter,

both through min-type and classical controllers.

2.3.2 Boost

The boost converter, also known as step-up, oppositely to the buck, is used when a voltage

increase is desirable. To achieve this e�ect, it uses two operation states. In the �rst, the source

and inductor are short-circuited, generating a high current. After some time, the short circuit

is interrupted, changing the power transfer to the output, supplying the load with energy

from the source and the inductor. This process regulates power transmission, resulting in a

voltage higher than that of the source. The circuit diagram for a synchronous boost converter is

presented in Figure 2.1. Our choice for the synchronous topology follows the same reasonings

stated in Section 2.3.1.

Figure 2.3: Synchronous Boost circuit diagram.

As happens with the buck converter, the presence of these two switches results in four

possible combinations. However, one is of no interest because it leaves the output as an open
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circuit. The other imposes a short-circuit in the capacitor, which is also of not interest. Of the

valid remaining states, the �rst corresponds to the situation where S1 is active and the second

when S2 is active. To describe this behavior mathematically, we use the following state-space

matrices.

A1 =

⎡

⎢

⎢

⎢

⎣

−R/L 0

0 −1/RoCo

⎤

⎥

⎥

⎥

⎦

, A2 =

⎡

⎢

⎢

⎢

⎣

−R/L −1/L

1/Co −1/RoCo

⎤

⎥

⎥

⎥

⎦

B1 = B2 =

⎡

⎢

⎢

⎢

⎣

1/L

0

⎤

⎥

⎥

⎥

⎦

Based on this set of matrices, we can obtain the set of attainable equilibrium points Xe
given in (2.15). As with the buck converter, to operate the system, min-type strategies require

both the knowledge of both variables from the equilibrium point. Instead of working with

both variables, we derived an equation to determine the corresponding current to a voltage

reference.

Ie =

Vs

2R

±

√

V
2

s

4R
2
−

V
2

e

RRo

However, the problem with this equation is that there are two possible equilibrium currents

for each voltage reference. To overcome this problem, we can discard the highest values, as

they result in a much lower e�ciency.

Ie =

Vs

2R

−

√

V
2

s

4R
2
−

V
2

e

RRo

(2.24)

With the same method used to obtain the equation for Ie , it is possible to determine the

values of � that corresponds to a certain equilibrium point.

� ∶=

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

�1 =
Vs−RIe

Ve

�2 = 1 − �1

(2.25)

These results are illustrated in the graphs of Figure 2.2.

The equations developed until here are already enough to control the converter through

min-type strategies. Let us shift the focus to the classical controller. For its control, as will be
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(a) Equilibrium region Xe for the boost converter.
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(b) Relation between �1 and the equilibrium voltage
Ve for the boost converter.

Figure 2.4: Equilibrium region and its relation to � for the boost converter.

further explained in Chapter 3, we require an LTI model, which we represent as the following

transfer function.

G(s) = −

V
2

e

VsRoCo

s +
1

L (
R − Ro

V
2

s

V
2

e
)

s
2
+ s (

R

L
+

1

CoRo
) +

1

CoL (

R

Ro

+
V
2

s

V
2

e
)

(2.26)

As this is not the focus of our study and is already a consolidated technique, the mathematical

developments to obtain this function are omitted (see [14] for details). Thus we conclude all

the required modeling for the control of a boost converter.

2.3.3 Buck-Boost

The buck-boost converter is a versatile combination of both previously presented converters.

It is capable of supplying the load with voltages both lower and higher than that of the source.

This versatility is achievable through the use of two states. In the �rst stage, the power source

is short-circuited with the inductor, powering it up. The source is then disconnected, and the

energy stored in the inductor is transferred to the load. With the increase of the inductor

energization time, the output voltage tends to go up. The circuit diagram for a synchronous

buck-boost converter is presented in Figure 2.5.

Unlike both previous converters, this topology uses four switches to operate, which allows

four state combinations. However, most are not relevant. Considering the sets of switches

(S1, S2) and (S3, S4), any state where both gates of the same set are open or closed is not relevant.

From the remaining, only two are of interest in an ordinary operation. The �rst occurs when
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Figure 2.5: Synchronous Buck-Boost circuit diagram.

the active switches are S1 and S3, the second when S2 and S4 are active. Considering these

switched we obtain the following state-space matrices

A1 =

⎡

⎢

⎢

⎢

⎣

−R/L 0

0 −1/RoCo

⎤

⎥

⎥

⎥

⎦

B1 =

⎡

⎢

⎢

⎢

⎣

1/L

0

⎤

⎥

⎥

⎥

⎦

A2 =

⎡

⎢

⎢

⎢

⎣

−R/L −1/L

1/Co −1/RoCo

⎤

⎥

⎥

⎥

⎦

B2 =

⎡

⎢

⎢

⎢

⎣

0

0

⎤

⎥

⎥

⎥

⎦

With the determination of all state-space matrices, it is already possible to determine the

equilibrium points and to obtain an equation that relates the equilibrium current with a speci�c

voltage reference, as presented in the sequel

Ie =

Vs

2R

−

√

V
2

s

4R
2
−

Ve(Ve + Vs)

RRo

(2.27)

Furthermore, in an equivalent manner, it is possible to obtain the set of equations

� ∶=

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

�1 =
Ve+RIe

Vs+Ve

�2 = 1 − �1

(2.28)

to determine the values of � from a speci�c equilibrium point.

Both these results are illustrated in the graphs of Figure 2.6.

We have then concluded the modeling required for the converter operation with min-type

controllers. Lastly, let us shift the focus to the classical controller. To its design, a LTI model of

the type G(s) = V̂o(s)/ ̂�(s) is required. Using the techniques from [14], we obtained the equation

G(s)=−

V
2

e

RoVs

Ls + R −
RoV

2

s

V
2

e

CoLs
2
+s (CoR+

L

Ro
)+

R

Ro

+ (
Ve

Ve+Vs

− 1)

2
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(a) Equilibrium region Xe for the buck-boost
converter.
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(b) Relation between �1 and the equilibrium voltage
Ve for the buck-boost converter.

Figure 2.6: Equilibrium region and its relation to � for the buck-boost converter.

which presents the LTI model in the frequency domain. Note that it depends on the desired

output voltage Ve . At this point, we concluded the modeling of the buck-boost converter which

will be useful for all types of controllers presented in the next chapter.

2.4 Chapter Considerations

Throughout this chapter, we presented some well-established concepts and equations. Although

they are found in the literature, they are essential to the study. The primary focus of the chapter

was the modeling of the switched a�ne systems, more speci�cally DC-DC converters.

First, we explored the modeling of a�ne time-invariant systems, both in the continuous and

discrete-time domains. These results were then expanded to enable the modeling of switched

a�ne systems. This last modeling was the one used for the mathematical representation of the

DC-DC converters. Three di�erent topologies were modeled. The buck, boost, and buck-boost.

Other than their model, we also obtained equations that will assist with the control design and

its implementation.

With the developments from this chapter, we can already shift the focus to the real

contributions of this work, which are the control strategies and the analysis of their

applications. In the next chapter, we will explore the control design and present some of our

contributions.
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Chapter 3

Control Strategies

This chapter presents our main contributions from a theoretical point of view. More speci�cally,

some control strategies capable of stabilizing the DC-DC converters are provided, emphasizing

the PWM-based strategy and the min-type switching strategies. The �rst is used for comparison

and is the most common method to operate the converter switches. It uses a classical controller

to determine the duty-cycle dynamically. In this case, the control design is based on the LTI

model of the converter, which can be obtained by linearizing the system around the desired

equilibrium point. The min-type switching strategies are designed, taking into account the

original switched a�ne system without any approximation. More speci�cally, three min-type

switching strategies have been considered. Two of them suppose an arbitrarily high switching

frequency. The other, more realistic, considers a sampled-data control strategy and, therefore, a

limited frequency. In the literature, most of these methodologies are designed to operate in one

speci�c equilibrium point. Our main contribution is to generalize the techniques based on min-

type switching strategies to make them able to operate under changes in the equilibrium points

and load variations without the need for redesign. During the practical implementations, these

changes and variations are expected. Taking them into account during the control design is

undoubtedly a relevant improvement. A correction method is also proposed to assure zero-error

operation.

3.1 PWM-based strategies

The use of a PWM signal to operate switched DC-DC converters is very common [21, 24]. It

enables the adoption of classical controllers to dynamically adjust its duty cycle, making the
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control design a more amenable task. The method relies on two main components: a classical

controller and a PWM signal generator. Usually, the voltage error is the input to the controller.

Its output supplies the PWM signal generator with an appropriate duty cycle. The duty cycle is

closely related to the vector � ∈ Λ. Indeed, by varying the duty-cycle, we change the convex

combination of subsystems, consequently changing the equilibrium point. Figure 3.1 presents

the control scheme.

Figure 3.1: Block diagram of an output feedback control.

Several classical controllers can be adopted in this situation, such as Proportional-Integral-

Derivative (PID), Lead-Lag, and Cascade Lead. They all have their advantages and disadvantages

and may result in a better or worst performance for each converter topology and application.

However, it is not the objective of this study to analyze all of them. Therefore, we focus only

on the Proportional-Integral, which is one of the most common.

A PI controller can be represented considering a continuous-time model in the Laplace

domain through the transfer function

C(s) =

̂
�(s)

ê(s)

= kp + ki

1

s

(3.1)

where e and � denote the voltage error and the duty-cycle, respectively.

Multiple techniques can be used to design C(s) and choose its constants (kp and ki). However,

we will focus on the method usually applied in power electronics applications. In this method,

the designer chooses an adequate phase margin and the crossover frequency for the controlled

system C(s)G(s), where G(s) denotes the averaged model of the converter. Procedure 3.1

presents the required steps to design the controller. For a deeper understanding, see [14].

Procedure 3.1: Design of a PI controller through phase and gain margins

Step 1: Choose an adequate crossover frequency !0 and phase margin �0.

Step 2: Determine the phase of G(s) at the frequency !0.

�G = ∠G(j!0)
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Step 3: Determine the phase margin Fm that results in the phase �0.

Fm = �0 − �G − �/2

Step 4: Ti = tan(Fm)/!0

Step 5: Calculate the proportional gain of the controller.

kp =

1

‖G(j!0)‖

√

1 + (Ti!0)
2

Step 6: Calculate the integral gain of the controller.

ki =

kp

Ti

By following these steps, the designer can obtain the transfer function of the PI controller in

the continuous-time domain. However, for practical implementations, a discrete-time controller

is more suitable because control boards are digital systems with time constraints.

To obtain a discrete representation of the controller, the Forward Euler approximation can

be used. This transform is capable of converting a transfer function F (s) from the Laplace

domain to F (z) in the Z-domain. In this transform, the relation between both domains is given

by

s =

z − 1

Ts

(3.2)

where Ts denotes the discretization period.

Using this relation, a function C(z) can be easily determined.

C(z) =

̂
�(z)

ê(z)

= kp + ki

Ts

z − 1

(3.3)

Finally, the function can be taken from the Z-domain to the discrete-time domain, by

remembering that z−1F (z) = f [k − 1]

�[k] = kpe[k] + (kiTs − kp)e[k − 1] + �[k − 1] (3.4)

which is ready to be implemented.
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3.2 Robust Min-Type Switching Strategies

An important characteristic of the min-type switching strategies is that they consider the

original switched a�ne system without approximation.

In this section, three min-type switching control strategies are taken into account. Two of

them were borrowed from [10] and do not consider any limitation on the switching frequency.

Their importance in this dissertation stems from the fact that they have been used as a basis

for generalizations in several works, see the recent references[4, 28, 33, 34]. However, both

techniques suppose an in�nite switching frequency to guarantee asymptotic stability, which is

not possible in practical applications due to the physical limitations of digital circuits.

To circumvent this problem, the authors in [9, 26, 28] have proposed conditions for the

control design of sampled-data switching strategies allowing to impose a bound on the switching

frequency. The references [26, 28] impose a dwell-time to the switching function. Meanwhile,

[9] adopts a speci�c discrete-time system as a basis to obtain the control design. It is important

to remark that asymptotic stability cannot be assured when the switching frequency is limited.

In this case, the stability is practical. It di�ers from asymptotic stability because it does not

attain an equilibrium point but a region containing this point.

Unfortunately, a great inconvenience from these control methodologies and others from the

literature is that they are not robust to changes in the equilibrium points and load variations.

These two phenomena are prevalent in the practical applications of power electronics. Their

disregard can limit the use of these control methodologies. Due to the importance of considering

load variations, references [28, 30] have proposed an alternative solution to deal with this

problem through an external control loop. However, this solution does not have theoretical

proof of stability.

In this section, we have generalized the stability conditions of [10] and [9] to make them

able to operate under changes in the equilibrium points and load variations without the need

for a redesign. In our opinion, this simple generalization is important mainly in the point of

view of practical implementations.

As it will be evident in the sequel, we separated the min-type control strategies presented

here as sampled and non-sampled ones. The non-sampled rules are designed for the continuous-

time model and derived from [10]. In contrast, the sampled one originates from a speci�c

discrete-time model and is generalized from [9].
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3.2.1 Non-Sampled controllers

In this subsection, we have taken into account two min-type switching strategies borrowed

from [10] and based on the simple quadratic Lyapunov function

v(x) = (x − xe)
′
P (x − xe) (3.5)

with P > 0. De�ning a controlled output for the system (2.9) as being

z = C� (x − xe) (3.6)

both state-dependent switching rules have been designed in order to assure global asymptotic

stability of the equilibrium point xe ∈ Xe and the cost

∫

∞

0

(z − C�xe)
′
(z − C�xe)dt < (x0 − xe)

′
P (x0 − xe) (3.7)

Ideally, the goal is to design � (x(t)) by minimizing the left side of (3.7). However, due to the

nonlinear and time-varying nature of the switching function, this task is too hard to accomplish.

Therefore, the aim is to minimize the right side of (3.7), obtaining a suitable guaranteed cost.

As it will be clear in the sequel, the control design of these non-sampled switching strategies

requires an in�nite switching frequency, making the rules suitable for many applications in

power electronics where the frequency can be su�ciently high.

The �rst rule presented here derives from Theorem 2 of [10]. This switching function is

denoted as Quadratic Non-Sampled (QNS) controller and is very conservative since it requires

that all subsystems be quadratically stable as a necessary condition for stability. Notice that it

is not enough to assure the stability of all subsystems, which is relatively simple for several real

systems, including the converters considered in this thesis. Besides being all stable, they need to

share the same Lyapunov matrix, which restricts the range of applicability of this methodology.

On the other hand, it has the advantage of being robust to changes in the equilibrium points.

However, it is not robust to changes in the output load, which alters the system model.

To overcome this limitation, we have proposed an improvement in the control design of

[10] generalizing the conditions to cope with this previously unhandled situation. Let us de�ne
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the set SR containing all � output resistances for which stability is desired as being

SR = {R
1

o
,⋯ , R

�

o
} (3.8)

The Ai matrix is then represented as a function of the output resistance, which together with

the set (3.8) yields Ai(R
k

o
) = A

k

i
, ∀k ∈ {1,⋯ , �} with R

k

o
∈ SR . In Chapter 4, this matrix will be

handled to make the switching rule more e�cient in terms of numerical complexity during

the implementation. To allow the operation with the extended model, the load must be inside

the set SR and be identi�ed during the converter operation. This determination can be done

through the measurement or estimation of the output resistance. As a consequence of this

extended, the set of equilibrium points is changed as well. Each value of Ak results in a di�erent

equilibrium region X
k

e
summing a total of � di�erent sets X k

e
. The next theorem presents the

control design conditions.

Theorem 1 Consider the switched a�ne system (2.9) with the controlled output (3.6) and choose

an equilibrium point xk
e
∈ X

k

e
. If there exists P > 0 capable of solving the complex optimization

problem

P = arg inf
P>0

Tr(P ) (3.9)

subject to the LMIs

A
k
′

i
P + PA

k

i
+ C

′

i
Ci < 0, i ∈ K and k ∈ {1,⋯ , �} (3.10)

then the state-dependent switching function

� (x) = argmin
i∈K

(x − x
k

e
)
′
P (A

k

i
x
k

e
+ Biu) (3.11)

assures global asymptotic stability for any xk
e
∈ X

k

e
, with k ∈ {1,⋯ , �}. Consequently, the system

is also robust regarding load variations for any Ro ∈ SR , considering that the load change is

su�ciently slow.

Proof 1 The proof follows the same pattern to the one presented in the Theorem 2 of [10], therefore

it is simpli�ed here. Consider the quadratic Lyapunov function (3.5) and de�ne � = x − xe and
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C
′

�
C� = Q� . Adopting the switching rule (3.11), we have

v̇(� ) =
̇
�
′
P� + �

′
P
̇
�

= 2�
′
P (A

k

�
x + B�u)

= 2�
′
P (A

k

�
x
k

e
+ B�u) + �

′
(A

′k

�
P + PA

k

�
)�

= min
i∈K

(2�
′
P (A

k

i
x
k

e
+ Biu)) + �

′
(A

′k

�
P + PA

k

�
)�

< min
�∈Λ

max

k∈{1,⋯,�}

(2�
′
P (A

k

�
x
k

e
+ B�u)) − �

′
Q��

≤ max

k∈{1,⋯,�}

(2�
′
P (A

k

�
x
k

e
+ B�u)) − �

′
Q��

< −�
′
Q��

(3.12)

where the �rst inequality comes from (3.10), the second is due to a known property of the minimum

operator, and the last one is a consequence from the fact that xk
e
∈ X

k

e
which imposesAk

�
xe+B�u = 0.

As it has been already mentioned, this theorem requires that matrices Ak

i
be quadratically stable

for all i ∈ K and k ∈ {1,⋯ , �} making this result very conservative at the cost of being robust

concerning changes in x
k

e
. However, the vast majority of applications operate the converter

within a limited range of equilibrium points, requiring only a subset of X k

e
for each k ∈ {1,⋯ , �}.

Therefore, a less conservative control strategy based on Theorem 1 of [10] can be obtained

focused on the desired range of operation.

The main di�erence between this rule proposed in [10] and the QNS controller is that it

assures asymptotic stability only for a speci�c equilibrium, de�ned during the control design.

This aspect requires redesign whenever the converter needs to change its output voltage. To

circumvent this problem, we propose a simple generalization. Instead of making the control

design considering a single equilibrium point, we now design the controller to operate with M

distinct voltages. To do this, for each output resistance Rk
o
, ∀k ∈ {1,⋯ , �}, we de�ne a set of M

equilibrium points of interest

S
k

ec
= {x

k,1

e
,⋯ , x

k,M

e
} (3.13)

such that Sk
ec
⊂ X

k

e
and the associated vector is �(xk,j

e
) = �

k,j
∈ Λ, ∀j ∈ {1,⋯ , M}. The next

theorem presents the stability conditions.

Theorem 2 Consider the switched a�ne system (2.9) with the controlled output (3.6) and choose

an equilibrium point xe = x
k,j

e
∈ S

k

ec
with its associated vector � = �(x

k,j

e
) = �

k,j
∈ Λ for some
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j ∈ {1,⋯ , M} and k ∈ {1,⋯ , �}. If there exists a matrix P > 0 satisfying the LMIs

A
′

�
k,jP + PA�

k,j + Q
�
k,j < 0 (3.14)

for all j ∈ {1,⋯ , M} and k ∈ {1,⋯ , �} where

A
�
k,j =

N

∑

i=1

�
k,j

i
A
k

i
, Q

�
k,j =

N

∑

i=1

�
k,j

i
C
′

i
Ci , (3.15)

then the state-dependent switching function

� (x) = argmin
i∈K

(x − x
k,j

e
)
′

(
2P (A

k

i
x + bi) + C

′

i
Ci(x − x

k,j

e
)
)

(3.16)

assures the global asymptotic stability of any equilibrium point xe = xk,je
∈ S

k

ec
, j ∈ {1,⋯ , M}, k ∈

{1,⋯ , �} and the guaranteed cost

∫

∞

0

z
′
zdt < (x0 − x

k,j

e
)
′
P (x0 − x

k,j

e
) (3.17)

is satis�ed.

Proof 2 The proof is direct and follows the same reasoning of the one in Theorem 1 of [10] and

will be presented here in general lines. Choosing an equilibrium point xe = xk,je
∈ S

k

ec
, de�ning

� = x −xe , and adopting the switching function (3.16), the time-derivative of the Lyapunov function

under an arbitrary trajectory of (2.9) provides

v̇(� ) = �
′

(
2P (A

k

�
� + A

k

�
xe + B�u) + C

′

�
C��)

− z
′

e
ze

= min
i∈K

�
′

(
2P (A

k

i
� + A

k

i
xe + Biu) + C

′

i
Ci�)

− z
′

e
ze

≤ max

k∈{1,⋯,�}

max

j∈{1,⋯,M}

�
′

(
2P (A

�
k,j� + A

�
k,jxe + B�k,ju) + Q�

k,j�
)
− z

′

e
ze

< −z
′

e
ze (3.18)
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where the second equality comes from the switching function, the �rst inequality is due to the fact

that

min
i∈K

�
′
(2P (A

k

i
x + Biu)+C

′

i
Ci� )=min

�
k,j
∈Λ

�
′
(2P (A

�
k,jx + B

�
k,ju)+Q

�
k,j� )

≤ max

k∈{1,⋯,�}

max

j∈{1,⋯,M}

�
′

(
2P (A

k

�
k,jx + B�kju) + Q�

k,j�
)

and the last inequality comes from the validity of (3.14) and is a consequence of the fact that

xe = x
k,j

e
∈ X

k

e
which implies thatA

�
k,jxe+B�k,j = 0, ∀j ∈ {1,⋯ , M}, k ∈ {1,⋯ , �}. The guaranteed

cost is obtained directly by integrating both sides of (3.18) from t = 0 to t → ∞ and using the

fact that limt→∞ v(x(t)) = 0 due to the asymptotic stability of the system.

We can denote the control strategy proposed in this theorem as Robust Non-Sampled

(RNS) controller. It is a min-type controller robust to changes in both the output load and

the equilibrium points. As it will be seen further, this rule already presents promising results;

however, it does not solve all the problems. It still requires an arbitrarily fast switching

frequency.

To avoid this problem, reference [9] has proposed a sampled-data switching rule whose

control design considers a speci�c discrete-time model. The following section generalizes this

result to make it robust concerning the two studied situations.

3.2.2 Sampled controllers

The development of sampled min-type controllers was motivated by the in�nity switching

frequency problem of the non-sampled controllers. Studies such as [19, 26, 28] tried to

circumvent this problem by imposing time constraints and assuring practical stability. Another

approach was through the use of limit-cycles (see [6, 12]). They enable the converter to follow

a determined periodic solution of the switched a�ne system.

Using the discrete-time model obtained by discretization of the continuous-time counterpart,

which has been presented in (2.17) with matrices (2.18), the switching frequency is naturally

limited, making the controller suitable for practical implementation. It is important to remember

that, in this case, the switching rule satis�es a time constraint being modeled as in (2.16).
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The controller proposed here is derived from [9] and is based on the following general

quadratic Lyapunov function

v(� ) =

⎡

⎢

⎢

⎢

⎣

1

�

⎤

⎥

⎥

⎥

⎦

′

⎡

⎢

⎢

⎢

⎣

ℎ
′
P
−1
ℎ ℎ

′

ℎ P

⎤

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎣

1

�

⎤

⎥

⎥

⎥

⎦

(3.19)

with ℎ ∈ ℝ
n, x − ye = � ∈ Rn×1, and 0 < P ∈ ℝ

n×n to be determined. The set of equilibrium points

Ye was de�ned in (2.19).

As the controllers presented in [10], the sampled controller of [9] is also not robust to

changes in the equilibrium points nor the output load. Therefore, the same generalization

proposed before is adopted in this case. The problem of robustness regarding load variations

can be circumvented by using the set SR = {R1o ,⋯ , R
�

o
}.

We can then determine � models for the converter, one for each output load. In this case,

the matrices are dependent on the output resistance being denoted as Ak

i
= Ai(R

k

o
), F k

i
= Fi(R

k

o
)

and G
k

i
= Gi(R

k

o
), where k ∈ {1,⋯ , �} and R

k

o
∈ SR . Related to the robustness with respect

to changes in the equilibrium points, the same method used with the RNS controller can be

applied. Again, let us de�ne a set of M equilibrium points of interest given by

S
k

ed
= {y

k,1

e
,⋯ , y

k,M

e
} (3.20)

with the associated vector �(yk,j
e
) = �

k,j
∈ Λ, ∀j ∈ {1,⋯ , M}. The next theorem presents this

result.

Theorem 3 Consider the switched a�ne system (2.3) with the controlled output (3.6) with Ci =

C, ∀i ∈ K and choose an equilibrium point ye = yk,je ∈ S
k

ed
with its associated vector � = �(yk,j

e
) ∈ Λ

for some j ∈ {1,⋯ , M} and k ∈ {1,⋯ , �}. De�ning, � k,j
i
= (F

k

i
− I )y

k,j

e
+G

k

i
u, ∀i ∈ K, if there exist

P > 0 and a scalar  > 0 solution of the following convex optimization problem

max
P>0,>0

 (3.21)

subject to

∑

i∈K

�
k,j

i
F
k

i

′

PF
k

i
− P < −C

′
C, ∑

i∈K

�
k,j

i
�
k,j

i

′

P�
k,j

i
< 1 (3.22)



Chapter 3. Control Strategies 40

for all j ∈ {1,⋯ , M} and k ∈ {1,⋯ , �}, then the state-dependent switching function

� (x) = argmin
i∈K

v(F
k

i
x + G

k

i
u) (3.23)

with v(x) completely de�ned by

ℎ
k,j
= (I − F

′

�
k,j )

−1

(
∑

i∈K

�
k,j

i
F
k

i

′

P�
k,j

i )
(3.24)

assures the global practical stability of any equilibrium point ye = yk,je ∈ S
k

ed
, j ∈ {1,⋯ , M}, k ∈

{1,⋯ , �} and that the controlled output z converges to the ball

 = {z ∈ ℝ
nz
∶ z

′
z ≤ 

−1
} (3.25)

Proof 3 The proof follows the same pattern of the one in [9], with C ′
C → W and adapted to

hold robustly for di�erent equilibrium points yk
e

j

∈ S
k

ed
and output loads Ro ∈ SR , therefore, it will

be omitted.

Let us denote the min-type strategy presented in Theorem 3 as Robust Sampled (RS)

controller. It is now robust regarding changes in the equilibrium point and output load. As

mentioned in [9], to take into account the sampled-data switching function, the following

additional constraints

 (x
k,j

e
− y

k,j

e
)
′
C
′
C(x

k,j

e
− y

k,j

e
) < 1, j ∈ {1,⋯ , M}, k ∈ {1,⋯ , �} (3.26)

must be included in Theorem 3 to assure that the corresponding xk,j
e

of the continuous-time

system is inside the set of attraction. Notice that for evaluating the switching function � (x),

the vector ℎ must be calculated during operation, as it depends on the equilibrium point.

3.3 Steady-State Correction

Despite the theoretical advantages of the min-type switching strategies, they su�er from

the inconvenience of not always operating at zero error on practical implementations. This

nuisance occurs due to some reasons. The design of non-sampled switching strategies considers

an arbitrarily high frequency, impossible to obtain in practical applications due to physical
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limitations. This limitation motivated the development of sampled switching rules, which

already consider the time constraints from digital implementations during the control design.

Although this change dramatically improves the steady-state response of the converter, it does

not exempt these strategies from the existence of a steady-state error, as they operate with

assured practical, not asymptotic, stability.

Divergences between the model and the real system may also induce voltage errors. These

di�erences may be originated from bad modeling, not considered behaviors, or merely a

variation in the output load or the input voltage. The error caused by these model uncertainties

is inconvenient for many applications that require a robust converter capable of operating

at multiple conditions. The standard PWM-based methods usually rely on an integrator to

compensate for any unmodeled behavior. To mimic this with the min-type strategies, some

studies, such as [10, 28], proposed an external control loop.

This external control loop operates based on the voltage error. It is responsible for adjusting

the equilibrium point, forcing the system to operate at the desired voltage. In [28], this loop

consists of a PI controller, which uses the steady-state error to adjust the equilibrium voltage Ve
in order to make it attain as near as possible the desired reference voltage. Based on this value,

the system then calculates the corresponding equilibrium current. In [15], the equilibrium

voltage is equal to the reference, while the loop adjusts the equilibrium current. In our method,

a PI is still responsible for the correction. However, we have added a feed-forward loop where

the controller is only used to correct part of the equilibrium voltage, as it will be clear afterward.

Inspired by previous studies, we proposed two steady-state correction techniques. The �rst

method is inspired by the one from [28], and its diagram is presented in Figure 3.2. However,

di�erently from this reference, we have added a feed-forward loop of the reference voltage,

using the PI only to correct the equilibrium point. With this simple change, we hope to improve

the transient response signi�cantly. It also allowed us to enable or disable the PI controller at

any instant during the operation.

Inspired by [15], we have also proposed a second correction method whose diagram is

presented in Figure 3.3. The original method from [15] used an integrator to update the

equilibrium current. We now propose the replacement of the integrator by a PI controller. The

problem with the previous method is its delayed response. For example, in an abrupt load

change, the integrator takes some time to respond to the voltage error, enabling the converter

to reach undesirable values. Also, without the proportional component in the controller, the
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Figure 3.2: Correction method for the equilibrium point’s output voltage.

system may perceive some undesirable oscillations. To mitigate the risks, we replaced the

integrator with a PI controller. The designer has much more control over the behavior of the

system.

Figure 3.3: Correction method for the equilibrium point’s inductor current.

By applying any of these methods, the zero-error operation is already possible. However,

these techniques can be even further improved as the objective is to maintain the mean voltage

at the desired reference. It is not interesting to use the online value to calculate the voltage

error. Instead, a Low Pass Filter (LPF) can obtain the mean value, which is more appropriate

for error calculation. Also, there is no need to correct the equilibrium at every switching. By

not calculating a new equilibrium on every control loop, we allow the converter to adapt to a

value before deciding on a new one. With these modi�cations, we can mitigate undesirable

oscillations, which could be caused by the voltage ripple and measurement noises.

It is easy to notice that an external loop would impact the steady-state and step response.

This interference in the transient would negatively a�ect the expected behavior of a min-type

controlled converter. Therefore, the ability to know what is the best time to connect the
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correction method is essential. It allows us to make its activation after the transient response,

thus avoiding any impact during voltage steps. An algorithm to decide when the external loop

must be activated is presented in Figure 3.4.

Figure 3.4: Algorithm to engage or disengage the steady state correction mechanism.

Through this algorithm, whenever the system receives a voltage reference step, the

correction method is paused by supplying the PI controller with a null error. Notice that the

integrator is not taken to zero in these cases, resulting in a smoother transient. Another

interesting aspect of this algorithm is that the external loop keeps working when the voltage

reference increases gradually following a ramp signal. In this scenario, the correction methods

enable the converter to follow the ramp with zero error, further demonstrated.
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3.4 Chapter Considerations

In this chapter, we presented the design methodology of four di�erent controllers. Firstly, the

classical approach characterized by PWM-based control techniques was reviewed. Although

PWM-based controllers are not the focus of this study, this classical method is essential to be

used as a basis for comparisons with the novel min-type switching methodologies.

Three di�erent min-type controllers were presented and denoted as Quadratic Non-Sampled

(QNS), Robust Non-Sampled (RNS), and Robust Sampled (RS) controllers. Two of them have

been developed, taking into account the system in the continuous-time domain. They su�er

from the inconvenience of requiring an in�nite switching frequency. To circumvent this

problem, the other controller has been designed for the system in the discrete-time domain.

We have generalized all these proposals to take into account robustness concerning changes in

the equilibrium points and load variations, which are two situations very common in practical

implementations of the power electronics domain. Moreover, we have proposed two corrections

methods for adjusting the steady-state response. The next chapter uses the theoretical results

presented here to control the DC-DC converters studied in Chapter 2.
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Chapter 4

Experimental Results

In previous chapters, we have presented the converters modeling and the control strategies of

interest. Thus, this chapter aims to analyze several aspects of the practical implementation of

these control strategies for DC-DC power converters. This analysis has not been made in the

literature to date. Its importance comes from the fact that it allows the designers to decide if

the min-type switching strategies are good alternatives to classical methodologies.

4.1 Converter Design

For the experimental converter, the option was for a versatile topology. To avoid a di�erent

build for all three converters, we chose to build only one converter with the synchronous

buck-boost topology. With this con�guration, just by changing the operation of the switches,

the converter can work as a buck, boost, or buck-boost. Figure 4.1 shows the resulting power

circuit.

Figure 4.1: Experimental converter circuit diagram.

For the converter to operate as a buck, only the switches (S1, S2) are used, meanwhile S4
is kept conducting and S3 open. This con�guration results in a circuit very similar to the one
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observed in Chapter 2, except the diode from switch S3. However, during a regular operation,

the diode will not conduct, resulting in an equal behavior.

For the boost con�guration, we designed a startup algorithm. When the boost topology

is selected, the converter is adjusted to the buck mode. When it is in this mode, the voltage

increases gradually, powering up the capacitor until it reaches the maximum voltage, which is

the instant when buck operation ceases. The boost is then activated and left on standby at its

minimum voltage. This startup avoids the short circuit of the capacitor and the consequent

current peak. After this startup, the converter can operate normally by switching the pair

(S3, S4). In this con�guration, S1 can always be kept conducting, and S2 always open, resulting

in a circuit equivalent to the one observed on Chapter 2.

Lastly, to result in the Buck-Boost operation, we can use all four switches, as presented in

Chapter 2.

Notice that the proposed circuit also has an additional parallel load of the same value as Ro .

The switch Sa controls its activation. During the regular operation, Sa is kept open. However,

by closing the switch Sa, a load step test can be made, enabling the evaluation of the converter

performance during load variations.

With the presented topologies, the components were determined. We built a low-power

converter with a maximum power output of approximately 300W for simplicity purposes. The

components values are provided in Table 4.1.

Table 4.1: Parameters from the Converter Control Simulation
Parameter Symbol Value
Input Voltage (V ) Vs 65

Coil Inductance (mH ) L 1.981

Coil Resistance (Ω) R 0.49

Output Capacitance (�F ) Co 2250

Load Resistance (Ω) Ro 96.8

4.1.1 Simulation

For security purposes and to avoid rework, a simulation model was created before the physical

build of the converter. This simulation facilitates the identi�cation of possible mistakes and

improvement opportunities during the design step. Another signi�cant advantage is the prior

identi�cation of possible operating limits, which served as a guideline for the calibration of the
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sensors. We developed this model in the Simulink software from Matlab. See its main aspects

in Figure 4.2.

Controllers

Converter

Equilibrium

point

Reference

Switches

Converter Identi cation

Analysis

Sensoring

Figure 4.2: Simulink computational model of the converter.

The simulation was made to be as much similar as possible to the real converter. The

circuit topology used is equal to the one proposed in (4.1). The switches are also IGBTs with

anti-parallel diodes, and the gates’ dead-time is also considered. The sensor measurements are

sampled at a rate equal to that expected on the real converter.

The simulation works as follows. At an initial moment, the voltage reference is generated,

and its value is used to determine the equilibrium point. If a steady-state correction method

is active, this point is altered in the orange block of Figure 4.2 responsible for managing the

equilibrium point. The equilibrium point and the circuit measurements are then supplied to

the converter, which determines the appropriate subsystem to be active at each instant of

time. This signal is then delayed to compensate for the computational time. The delayed state

information is then translated as signals for all switches, which will su�er from further delays,

to simulate the gate driver dead-time. They are then operated if necessary. In the simulation,

it is also possible to measure values such as the switching frequency, perceived output load,

steady-state error, and ripple.

Through this mathematical model, we tuned the controllers to respect the operation range

of the physical converters.
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4.1.2 Converter Build

After the initial simulations, we built an experimental converter. In this section, we will

approach its most relevant aspects and present the experimental results.

Figure 4.3: Experimental converter build.

For the switches {S1,⋯ , S4}, we used IGBTs with anti-parallel diodes, as was shown in

Figure 4.1. The IGBTs are SKM150GB12T4 from Semikron and are operated through gate

drivers SKHI 21A.

A total of four Hall e�ect sensors are used. The measured variables are the input and output

voltages (LEM LV 20-P) and the inductor and output currents (LEM LA 55-P). Of these, the

only measurement that is not directly used during the control design is the output current.

However, it can be helpful for the estimation of the output load.

To enable a broader range of tests and be capable of online changing the converter and its

controller, we used the control board TMS320F28379D from Texas Instruments. Its processor

can operate at a frequency of up to 200 MHz and has two cores and a �oating processing unit

of 32 bits. These aspects signi�cantly increase the performance, resulting in a minor delay

between measurement and control actions. The multiple cores also allow us to dedicate a

core for the control routines. Therefore the implementation of communications and other less

critical behaviors can be made in the other core without impacting the control performance.

We also built a Human Machine Interface (HMI) with the LabView software to operate the

converter. Using this interface, the operator can choose the voltage reference and select the

converters and the control strategy to be adopted through it. It also enables the operator to

monitor all measured variables, the voltage ripple, switching frequency, and the duty cycle.
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4.1.3 Control Design

Before delving into the control design, some necessary de�nitions are in order. Let us de�ne

switching frequency as the frequency of the PWM signal, commutation frequency as the

number of commutations per second, and control frequency as the rate at which the controller

is executed. One crucial aspect of the control implementation is the de�nition of its control

frequency. The used gates have a rated maximum switching frequency of 20 kHz. Therefore,

the chosen execution period must be compatible with this value. We opted to operate the

switches at their maximum possible frequency, and, therefore, the chosen PWM frequency was

20 kHz.

Meanwhile, the min-type switching strategies will operate at a maximum commutation

frequency of 40 kHz. This higher value for min-type controllers is because two commutations

occur during a PWM period. Hence, a switching frequency of 20 kHz is equivalent to a

commutation frequency of 40 kHz. For the min-type switching strategies, the control frequency

is also 40 kHz, while, for the PWM-based ones, this value is equal to 20 kHz.

The required discretizations are made following the control frequency. For PWM-based

strategies, the discretization period is Ts = 50�s and for the min-type controllers the period is

of Ts = 25�s. Notice that for the PWM-based controllers, the control frequency is equal to that

of the PWM signal.

Using the continuous-time transfer function G(s) of each converter presented in Chapter 2,

we can design the PWM-based PI controller. By choosing good gain and phase margins for

each converter, we can follow the Procedure 3.1 and easily determine the controller. Table 4.2

contains the margins used and the determined controller for each converter. Using the values

of kp and ki , the control can be easily implemented through (3.4).

Table 4.2: Output feedback PI Controllers
Variable Buck Boost Buck-Boost

Design Parameters
!0 (rad/s) 28 279 190

�0 (º) 13 40.1 60

Control Variables
kp 0.00364 0.00312 0.00283

ki 2.35 1.05 0.312
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For the min-type switching strategies, the control problem consists of determining the

matrix P > 0 for the Lyapunov function, subject to the constraints presented throughout

Section 3.2. For the design, the matrix products C ′

i
Ci must be provided. They are important to

assure guaranteed cost in Theorems 1, 2 and 3. For simplicity purposes, we consider the same

controlled output to all subsystems, therefore

C
′

i
Ci = C

′
C, ∀i ∈ K (4.1)

we have chosen di�erent values for each converter to obtain a rapid response while attaining

the current limitation of 20 A, imposed by the sensors. We also need to provide the vector SR
containing all the output loads to be considered during the control design. For this application,

we considered

SR = {0.1Ro , 0.2Ro ,⋯ , Ro ,⋯ , 2Ro} (4.2)

Therefore, we have � = 20 di�erent models. This high number is not a problem for the

control design and simulations. However, it is not practical to have 20 di�erent models on the

microcontroller. To overcome this inconvenience, we opted for an online model calculation.

This was achieved by representing matrix Ai = {ai(m, n)} ∈ ℝ
2×2 as a function of the

output load. To do this, we factored Ai into two new matrices, A0
i
= {a

0

i
(m, n)} ∈ ℝ

2×2 and

A
R

i
= {a

R

i
(m, n)} ∈ ℝ

2×2. The elements of the matrix A0
i

are de�ned as a0
i
(m, n) = ai(m, n) when

ai(m, n) is independent of Ro, else a0
i
(m, n) = 0. The elements of the matrix AR

i
are given by

a
R

i
(m, n) = 0 when ai(m, n) is independent of Ro and by a

R

i
(m, n) = ai(m, n)Ro otherwise. We

can then write the function

Ai(Ro) = A
0

i
+ A

R

i
/Ro (4.3)

which, together with the set SR , can be represented as Ai(R
k

o
) = A

k

i
, ∀k ∈ {1,⋯ , �}. The

robustness regarding load variation is achievable by considering all � values of Ak

i
during the

design. To allow the operation with the extended model, the load must be known and the index

k ∈ {1,⋯ , �} identi�ed during the converter operation. This determination was done through

the estimation of the output resistance.

With the help of this function, we were able to implement the generalization that made the

min-type strategies robust to load variations presented in Theorem 1. Table 4.3 presents the

control design for the QNS controller, showing the values for C ′
C and the resulting P matrix

for each converter. The optimum objective function is also presented.
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Table 4.3: QNS Controllers
Variable Buck Boost Buck-Boost

Design Parameters

C
′
C

[

R 0

0 300/Ro] [

R 0

0 150/Ro] [

R 0

0 30/Ro]

Control Variables

P 10
−3

[

6.4787 3.0287

3.0287 9.0551] [

0.2397 0.0082

0.0082 0.3453]

10
−2

[

4.8094 0.1625

0.1625 6.9038]

Tr(P ) 0.0155 0.5850 0.1171

For the RNS controller, we have solved the conditions of Theorem 2 using the set of

equilibrium points Sk
ec

associated with the set of output voltages Sr = {V 1

e
,⋯ , V

M

e
}. For this set,

a measurement limitation of 125 V for the output voltage was considered.

As mentioned previously, the values of C ′
C equal the ones used in the QNS controller.

Table 4.4 shows the sets containing the possible points of operation and the matrix product

C
′
C used as input for the control design.

Table 4.4: RNS Controllers
Variable Buck Boost Buck-Boost

Design Parameters

Sr {5, 10,⋯ , 60} {70, 75,⋯ , 120} {5, 10,⋯ , 120}

C
′
C

[

R 0

0 300/Ro] [

R 0

0 150/Ro] [

R 0

0 30/Ro]

Control Variables

P 10
−3

[

6.4787 3.0287

3.0287 9.0551]

10
−3

[

3.7451 2.8250

2.8250 7.2110]

10
−3

[

1.5289 0.8582

0.8582 3.1352]

Tr(P ) 0.0155 0.0110 0.0047

Regarding the sampled min-type strategies, the discrete-time model was determined using

a sampling period of Ts = 25�s, which results in the desired control frequency of 40 kHz.

As we are making online calculation of the system model, the discretization needed to be

made during the operation as well. To achieve this without a huge computational cost, we
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represented the Fi matrix as a function of Ro . To do this, let us take the equation for F k
i

.

F
k

i
= e

A
k

i
Ts

Fi(R
k

o
) = e

Ai (R
k

o
)Ts

Fi(R
k

o
) = e

(A
0

i
+A

R

i
/R

k

o
)Ts

Fi(R
k

o
) = e

A
0

i
Ts
e
A
R

i
Ts/R

k

o

We can then de�ne F 0
i
= e

A
0

i
Ts and F R

i
= A

R

i
Ts , therefore generating the following function.

F
k

i
= Fi(R

k

o
) = F

0

i
e
F
R

i
/R

k

o (4.4)

where eFRi /Rko can be easily calculated during execution. This is because, for the chosen converters,

F
R

i
only contains one non-zero element and it is on the main diagonal.

Therefore, we have a new set of matrices, from which we can obtain the discrete-time

models. The set of functions used in the online discrete-time model is as follows

⎧
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎩

Ai(R
k

o
) = A

0

i
+ A

R

i
/R

k

o

Fi(R
k

o
) = F

0

i
e
F
R

i
/R

k

o

Gi(R
k

o
) = (F

k

i
− I )(A

k

i
)
−1
Bi

(4.5)

where k ∈ {1,⋯ , �}.

With these functions, the implementation of a robust sampled min-type strategy becomes

more feasible, allowing us to move on to the control problem. For the RS controllers’ design,

we have solved the conditions of Theorem 3, choosing beforehand a set Sr and a reliable

matrix product C ′
C . These choices aimed to guarantee that the converters operate within their

limitations. They can be seen in Table 4.5

With these results, all robust min-type strategies and PWM-based controllers can be

implemented. Regarding the control logic, it remains only the steady-state correction methods.

An analytical method to design these controllers is yet to be developed. Therefore, the

parameters of the PI controller in the correction methods were adjusted empirically during the

simulation step.

In Chapter 3, two steady-state correction methods were proposed. A voltage-based method

and a current-based method. The �rst uses the PI to adjust the equilibrium voltage and calculates

the equilibrium current based on it. The second uses the PI to adjust only the equilibrium
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Table 4.5: RS Controllers
Variable Buck Boost Buck-Boost

Design Parameters

Sr {5, 10,⋯ , 60} {70, 75,⋯ , 120} {5, 10,⋯ , 120}

C
′
C

[

0 0

0 1] [

0 0

0 1] [

0.6 0

0 1]

Control Variables

P

[

5.9771 3.2050

3.2050 8.6406] [

1.7435 1.0341

1.0341 2.8033] [

0.8025 0.4054

0.4054 1.2941]

 0.0085 0.0139 0.0034

current while maintaining the equilibrium voltage equal to the reference. Both these converters

operate at a sampling period of Tref = 1 ms, and the output voltage value used was passed

through the �lter

F (s) =

1.755 × 10
5

s
2
+ 592.4s + 1.755 × 10

5
(4.6)

which removes the oscillation, leaving out only the steady-state value.

As the objective of these controllers is to correct steady-state errors obtained after applying

the min-type switching strategies, the chosen controllers are relatively slow compared to the

main loop. As both methodologies for steady-state correction provided a similar performance,

we opted to present only the equilibrium current correction method parameters as given in

Table 4.6.

Table 4.6: Parameters for the controller used in the current based correction method
Variable Buck Boost Buck-Boost

kp 0.5 0.5 0.5

ki 3 3 3

After designing all the controllers, we are ready to compare their performance.

4.2 Comparison of Min-Type and PWM-Based Strategies

This section explores the di�erences between the proposed min-type switching strategies and

the classical PWM-based method. The tests can be divided into two main categories. The �rst
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regards increases in the voltage reference through steps. At this �rst moment, we have not

used the steady-state correction method to compare the control methodologies without the

in�uence of an external control loop. The objective is to analyze the transient response, such

as stabilization time, current peak, voltage overshoot, and eventual steady-state errors. The

second regards output load variations. We can observe the rapid voltage drop, the recovery

time during the transient, and the new stabilization voltage.

As shown in the following sections, we have performed the experimental tests with all

three topologies from Chapter 2. Hence, giving the readers a broader understanding of the

applicability of these switching strategies.

As was already mentioned, we do not consider the external control loop for steady-state

correction for most results presented in this chapter. It would alter the control dynamic and

hide the natural response of the min-type controllers. Therefore, only speci�c tests use the

correction loop, in which case its use is made explicit.

4.2.1 Buck

In this section, the buck converter was controlled employing the methodologies presented in

the previous chapter. The �rst test consisted of a reference voltage step of 40 V. Figure 4.4

shows the voltage and current responses.

Notice that all min-type controllers had a good step response. Their settling time was very

similar, being approximately 22 ms. Also, note that they obeyed the imposed current peak

limitation. Comparing with the PI controller, we see a signi�cant improvement. The classical

PI approach had a signi�cantly slower response, a little over 40 ms to stabilize. Furthermore, it

also su�ered from oscillations during the voltage increase. Although these oscillations are not

a concerning problem, they are not desirable.

An important aspect that we can also view on these graphs is the similarity between

simulation and experiment. Aside from minor di�erences, the experimental converter behaved

as simulated, demonstrating the model precision and giving an idea of its reliability.

Note that the QNS and RNS had an identical response. This similarity is because both present

the same Lyapunov matrix P > 0. Although strange, this phenomenon is a consequence of this

model, where matrices Ai are equal for both subsystems and, therefore, A� = Ai ∀i ∈ K, � ∈ Λ.

Consequently, the restriction imposed during (1) is equal to the one from (2), resulting in

practically the same control strategy.
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(c) Voltage response with the RS
Controller
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Figure 4.4: Step response of the buck converter operating with min-type controllers.

These results, however, demonstrated the performance for only one output voltage. To

verify the design improvement on robustness regarding reference variation, we have to expand

this test to other voltage references. It is not practical to show the step response for all

equilibrium points considered during the design. Therefore, Figure 4.5 shows only the settling

time and current peak values for the converter operation range.
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Figure 4.5: Settling time and current peak variations of the buck converter in the range of
operation
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It is interesting to note that the settling time is kept practically invariant for all the

min-type controllers. Although the current peak is not constant, it increases linearly with the

output voltage. The only strategy that stands out is the RS, with a slower settling time and

smaller current peak. Nevertheless, this discrepancy is due to the design parameters, which are

di�erent from those used for continuous-time design. Therefore, it is impossible to perceive a

considerable di�erence between the min-type strategies regarding these performance

parameters.

Comparing their results to the PWM-based strategy, we see some apparent di�erences.

The settling time of the PI controller is still relatively stable, but it stays at a much higher

value. Despite it being slower than the min-type controllers, the current peak is very similar.

In this scenario, the Lyapunov-based controllers had a much better response than the PI, which

su�ered from the integrator oscillation.

Although Figure 4.5 demonstrates the system robustness regarding reference variations,

we have yet to verify the system response to load variations. It is expected for converters to

experience changes in the output load; therefore, it is essential to evaluate the converter’s

performance in this scenario. Furthermore, through these tests, we can assess the e�ectiveness

of the design generalizations proposed in Chapter 3.

Without specialized equipment, it is impractical to evaluate the converter behavior at a

wide range of load resistances. Therefore Figure 4.6 contains only simulation data. It presents

the observed steady-state error of the min-type strategies with loads varying from 0.1Ro up to

2Ro , at steps of 0.1Ro . For the sake of comparison, this �gure presents the result of the control

methodology proposed in [30] which is the same control technique proposed in Chapter 3 but

without the generalization to cope with load variations.
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Figure 4.6: Steady-state error of the buck converter using the min-type controllers for each
output load.
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The graphs from Figure 4.6 are very similar for all min-type controllers and present some

interesting results. The voltage error reached more than 6 V for small resistance values for

the technique proposed in [30], representing an error of more than 15%. This error is less

perceivable for higher resistance values. However, it is signi�cant whenever the value is smaller

than the Ro used for the design. These results reduce the applicability of the min-type switching

strategies proposed in [30]. However, when the load variations are taken into account during

the control design, enabling the load estimation during the converter operation, the error is

practically non-existent. Its steady-state error curve is very similar to that of the PI controller,

which has a null error due to its integrative component.

Although very good, these results are only simulations and do not show the transient

response. Therefore, we also made an experimental load step test. A rapid resistance decrease

happens by adding a parallel load, which takes it from 96.8Ω to 48.4Ω. Figure 4.7 shows the

voltage behavior during this variation and compares the experimental results to the simulation

and the PWM-based PI controller. As the voltage drop tends to be relatively small, any voltage

error is perceivable. Therefore, to facilitate the comparison, a steady-state correction strategy

from Chapter 3 is used with the min-type controllers, speci�cally the current method.
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Figure 4.7: Voltage response to a 50% output resistance drop on the the buck converter.

The graphs from Figure 4.7 present another great result from the load estimation. The

voltage variation is almost non-existent, being even smaller than the ripple magnitude. When

compared to the PWM-based strategy, the improvement is even more visible. The PI relies on

the voltage drop to correct the PWM duty-cycle, so a voltage decrease is inevitable. However,

min-type controllers operate di�erently. They use the output current to estimate the load and

alter the control rule. Therefore, it is capable of instantaneous control adjustments.
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4.2.2 Boost

Figure 4.8 presents the step response for the min-type control strategies and compares them to

the classical approach with the PI controller. We have adopted a reference voltage step of 110

V and no correction method at this �rst moment.
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(c) Voltage response with the RS
Controller
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(d) Current response with the QNS
Controller
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Controller
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Figure 4.8: Step response of the boost converter operating with min-type controllers.

Di�erently from what happens with the buck converter, the min-type strategies step

responses are no longer equal in Figure 4.8. The QNS controller is the most divergent of

them. The settling time is signi�cantly higher, approximately 230 ms, which is slow compared

with the RNS, RS, and PI controllers. They have settling times of 28 ms, 40 ms, and 60 ms,

respectively. Another visible disadvantage of the QNS controller is the steady-state error, which

is approximately 2 V. This is not very high when considering the 110 V adopted as reference.

However, it is multiple times higher than the error from other min-type controllers.

All these aspects are clear disadvantages of the QNS control strategy. However, its slower

response allows the controller to perform voltage steps with almost no current peak. The

current values perceived during the transient are similar to the ones from the steady-state

operation. This aspect in the control response enables a rapid rise of the converter voltage to

even higher values without requiring a voltage ramp.



Chapter 4. Experimental Results 59

Regarding the RNS and RS control responses, we perceived intriguing results. The system

stabilizes rapidly and with no voltage oscillations, which does not happen with the designed PI.

The current peak is much higher now than with the QNS controller. However, the steady-state

error is now practically non-existent. These results strengthen the idea that these min-type

control strategies present some advantages compared to the classical approach.

We conducted more tests through simulations to supply a more vast understanding of the

performance of these control strategies at a broader range of output voltages. Figure 4.9 shows

the settling time and current peak of the converter step response for each equilibrium voltage

considered during the design.
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Figure 4.9: Settling time and current peak variations of the boost converter in the range of
operation

The current peak graph for the QNS controller is almost constant, su�ering slight variation

with the output voltage increase. This small variation strengthens the idea that this control

strategy might pose an option to remove the need to perform a ramp increase of the voltage

during startup. The current for the other controllers has a more regular pattern compared

to the buck converter tests. However, the peak current of the min-type strategies tends to

increase slower at higher voltages for the tested values. Meanwhile, the opposite happens

with the PWM-based approach. It is important to remember that the approximated system

model adopted in the classical controller (2.26) considers a reference voltage of Ve = 110 V and,

therefore, it is expected to obtain a better performance near this value.

Figure 4.9 shows the system robustness regarding di�erent output voltages; however,

another widespread scenario that also requires robustness is when the resistance of the output

load varies. Due to this scenario, we proposed the control design generalizations for the min-
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type controllers in Chapter 3. We have not yet seen these improvements on the boost converter

in the literature to date. To make such an evaluation, we have used the same tests presented in

the buck section.

Through simulations, the output resistance varied from 0.1Ro up to 2Ro at steps of 0.1Ro.

Forcing the converter to operate with all resistances considered during the design. The voltage

error observed with each controller is presented in Figure 4.10. For each min-type control

strategy, we presented the result with and without the control improvements.
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Figure 4.10: Steady-state error of the boost converter using the min-type controllers for each
output load.

Note that for all min-type controllers, the load estimation, together with the control design

changes, results in a signi�cant enhancement of the adopted control technique. Regarding the

RNS and the RS control strategies, the steady-state error becomes almost zero in all operation

range. This small value represents a signi�cant improvement compared to the technique

proposed in [30], especially for lower resistances. Regarding the QNS controller, without the

control alteration, the voltage error was very high, reaching values up to 40%. The design

improvement reduced this error to a maximum of 5%, which is still relatively far from the null

error obtained by the PI; nonetheless, it is a signi�cant control improvement.

To better understand the transient response during one of these load changes, we conducted

an experimental load step test. The output resistance was abruptly halved through the use of a

controlled parallel load, resulting in a resistance decrease from 96.8Ω V to 48.8Ω.

As it was noted in (4.10), the min-type strategies are prone to steady-state error, albeit it

is usually small. However, as it will be seen, the load step test results in voltage variations

even smaller. Therefore, to help the visualization, a steady-state correction technique was used,

speci�cally the current correction. Figure 4.11 shows the results of this test.

The simulation and experiment of the load step test provide a meaningful conclusion. The

min-type strategies working with the load estimator can quickly adjust to load changes without
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Figure 4.11: Voltage response to a 50% output resistance drop on the the boost converter.

the need for a voltage drop, as occurs with the PWM-based PI controller. The variations are

almost not perceivable, having a smaller magnitude than the steady-state ripple. The classical

method has a very di�erent behavior, with a much higher voltage drop and recovery time.

4.2.3 Buck-Boost

Figure 4.12 presents the step responses for the min-type control strategies and compares them

to the classical approach with the PI controller. We have adopted a reference voltage step of

100 V and no correction method at this �rst moment.
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(c) Voltage response with the RS
Controller
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Figure 4.12: Step response of the buck-boost converter operating with min-type controllers.
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Regarding the QNS controller response, some aspects stand out. Concerning the voltage

response, the stabilization is signi�cantly slower than any other controllers, happening only at

270 ms. Moreover, the converter also su�ers from a steady-state error of approximately 6%,

which is too high to be ignored. However, for the current response, it did not experience a

signi�cant peak during startup, attaining values relatively close to the ones from the steady-state

operation.

Albeit the poor behavior of the QNS controller, the RNS and RS controllers presented a

much di�erent result. Both have a relatively similar response and outperform the PI controller.

The peak current is approximately 20 A. The voltage stabilizes with no practical steady-state

error at 60 ms for both RNS and RS controllers.

Extending the step analysis to other voltage references, Figure 4.13a presents the settling

time for all voltage values considered during the control design.
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Figure 4.13: Settling time and current peak variations of the buck-boost converter in the range
of operation

As it was already observed in Figure 4.12, Figure 4.13a also demonstrates that the behavior

of both the RNS and RS controllers are considerably similar. Both outperform the PWM-based

controller within the range of operation. The QNS, however, is outperformed by the PI for most

voltages. It is only slightly faster at slower references. However, this is due to the PI design

consideration of the linearized model, which we obtained for a very di�erent operation point.

Regarding the settling time variation, some aspects are interesting to note. Firstly, the

settling time for min-type strategies tends to increase at higher voltages; however, the opposite

occurs with the PI. Also, the settling time variation on the RNS and RS controllers is small
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compared to the PI. This proximity indicates that these min-type strategies are well adjusted to

reference changes.

In the current peak variation from Figure 4.13b, it is visible that the PWM-based controller

tends to have a smaller peak at lower voltages. However, it increases rapidly with the voltage

increase, eventually surpassing all min-type strategies. Notice, however, that this higher peak

does not result in a shorter settling time.

These results demonstrate the robustness of the RNS and RS controllers regarding reference

variations, even outperforming the PI used with the PWM. However, we have yet to evaluate

the performance of these strategies for load variations with the buck-boost converter. With

this objective, through simulations, a new test was made using these same controllers. At a

constant voltage reference, the output load varied from 0.1Ro to 2Ro with steps of 0.1Ro. For

the sake of comparison, we also veri�ed the behavior of the min-type controllers with the

methodology proposed in [30], which disregards load variation during the control design step.

Figure 4.14 shows the steady-state error observed during this variation.
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Figure 4.14: Steady-state error of the buck-boost converter using the min-type controllers for
each output load.

As is expected, the PI’s integrator enables it to maintain a zero-error operation regardless

of the output load. However, the most remarkable result from Figure 4.14 is the steady-error

reduction, which is possible due to the load estimation and the online model change.

However, albeit the improvement, the QNS controller still experiences signi�cant voltage

errors, even with the load estimator. However, both the RNS and RS controllers manage to

operate with minimal error. The maximum observed mean voltage di�erence is 1 V.

To demonstrate transient behavior during a load change, Figure 4.15 shows the voltage

response for an output resistance reduction. As the voltage drop during the test is considerably

small, we enabled the steady-state current correction method proposed in Chapter 3. This

correction makes sure that all controllers are operating at precisely the same voltage.
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Figure 4.15: Voltage response to a 50% output resistance drop on the the buck-boost converter.

Figure 4.15 contains the most signi�cant result from the use of the load estimator. The

min-type strategies almost do not experience a voltage drop during the load change. When

compared to the classical controller, the result is even more interesting. The PI controller relies

on the voltage drop to adjust the PWM duty-cycle; therefore, it cannot operate with a minimal

voltage drop. The min-type controllers use the output current to estimate the load. Therefore,

they can instantly notice the load change, which allows the converter to have a faster response.

4.3 Chapter Considerations

We experimentally tested the buck, boost, and buck-boost converters with min-type strategies

and their response compared to a PWM-based controller throughout this chapter. The objective

was the evaluation of the advantages and disadvantages of the proposed control strategies. We

made tests to evaluate the enhancement obtained in the results thanks to the control design

generalizations concerning robustness regarding changes in the equilibrium point and load

variations.

The results obtained through simulations and experimental tests provided readers with a

diverse understanding of the min-type control strategies. The graver observed problems are

the settling time and steady-state error of the QNS controller when operating the boost and

buck-boost converters. However, the remainder control strategies had an excellent response

during the reference steps and load variations. With them, the settling-time was always smaller

or similar to the PWM-based controller.

Regarding the load robustness, we presented some interesting e�ects of the design change

proposed. The load estimation signi�cantly reduced the steady-state error, which could reach
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very high values depending on the load. Furthermore, almost no voltage drop occurs during a

load step, which is a signi�cant result, even compared to the PWM-based controller.

When considering the external control loop responsible for the steady-state correction, a

non-zero operation is possible, solving one of the gravest problems. To further minimize the

disadvantages of the min-type strategies, future works have an opportunity to improve the

control design, removing the need for an online update of the output resistance. However, the

results presented here indicated many advantages of the min-type controllers. They support

the thought that these control strategies should be considered a real alternative to standard

control techniques.
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Chapter 5

Switching Frequency Analysis

This chapter is dedicated to studying the switching frequency behavior of min-type switching

strategies. As it will be clear throughout this chapter, while the PWM-based strategy always

operates in the maximum switching frequency, these strategies present an intrinsic property

characterized by a variable switching frequency that depends on the operation point. Generally,

this frequency is smaller than the control frequency, indicating a great potential for power loss

reduction compared to conventional techniques. In this chapter, experimental and simulation

tests were made to obtain the frequency pro�le for each converter to verify the switching

frequency variation according to the output voltages.

5.1 A Brief Literature Review

The switching frequency of min-type control strategies has already been the subject of some

studies, such as [26, 28]. The interest in the switching frequency of these controllers comes from

a place of concern. The non-sampled control strategies presented in [10] were used as a base for

many studies, such as [18]. However, they su�er from a known problem regarding the switching

frequency. These controllers can assure asymptotic stability because they assume an in�nity

switching frequency around the equilibrium point, which is not valid for real applications.

As demonstrated in this chapter, when the control frequency is su�ciently high, the

converter response becomes very similar to asymptotic stability. However, as the control

frequency decreases, the di�erence between the theoretical and practical results becomes

evident, both through ripple and steady-state error.
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Many studies tried to improve these control strategies and solve this frequency limitation,

usually by imposing Dwell-Time restrictions on the switching rule. To reduce the theoretical

and practical gaps, reference [3] has proposed a technique to reduce the switching during

the transient while [26] has presented a control technique based on a continuous-time model

with Dwell-Time guarantees. Reference [9] also presented a control strategy with dwell-time

guarantees, but based on a speci�c discrete-time model equivalent to the associated sampled-

data continuous-time system.

These studies focused on control frequency limitation. They even developed the sampled

min-type controller, which has been used as a basis for the RS controller presented throughout

this dissertation. All these references were essential to reduce the gap between theory and

practice. However, we have not yet seen a study that approached this frequency variation as a

means of possible power reduction capabilities. Studies (see [1, 16, 20]) have shown that, unless

the converter operates at very low power, switching losses represent a signi�cant portion

of the power lost in power converters. PWM-based control strategies operate at a constant

switching frequency unless a frequency variation algorithm is implemented (see [22]). As it will

be further seen here, the min-type strategies do not operate at a constant switching frequency.

Therefore it might be capable of reducing power losses without the need for any additional

algorithm. To verify this hypothesis, in [30] we showed how the switching frequency varies in

the buck-boost converter operating with min-type strategies.

This chapter explores the frequency variation of min-type controllers of the buck, boost, and

buck-boost converters. The objective is to verify if these control strategies present a switching

frequency pro�le, which allows a power loss reduction compared to a constant frequency

switching.

To avoid confusion, let us remember some de�nitions already presented in the previous

chapter. Control frequency refers to the execution rate of the control routine. Commutation

frequency refers to the number of commutations of the switching rule per second. Meanwhile,

switching frequency denotes the frequency of the PWM signal. As during a period of the PWM

signal occurs two subsequent commutations, the maximum commutation frequency is always

double the switching frequency.
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5.2 Buck

Before evaluating the real commutation frequency, let us verify its behavior through simulations.

As a �rst test, we have veri�ed the in�uence of the control frequency on the switching. With this

purpose, we have evaluated through simulations the commutation frequency at three di�erent

common control frequencies (1 MHz, 200 kHz, and 40 kHz). This result can be observed in

Figure 5.1. Note that the experimental converter gates and gate drivers would have to change

to operate the converter at these frequencies. Therefore we did not consider the gate driver

dead-time during these simulations.
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Figure 5.1: Buck converter using the min-type controllers at di�erent control frequencies.

Some interesting behaviors are noticeable. The frequency pattern is very similar for all

control frequencies. It has a well-de�ned peak at half the input voltage, with a signi�cant

frequency reduction at low or high voltages, reaching values approximately 8 times smaller at

both extremes. As switching losses are proportional to the frequency, this might potentially

cause a very signi�cant e�ciency increase for applications that must operate with a variable

voltage reference.

Another result presented in Figure 5.1 is the steady-state voltage error perceived at each of

these converters. Note that both RNS and QNS controllers have identical behaviors. Compared
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to the RS controller, they tend to have a higher error. In contrast, the RS controller has almost

no voltage deviation for all the tested range of operation. The error pattern is also very similar

at all the tested control frequencies. However, note one important di�erence. The control

frequency decrease causes the increase of the steady-state error. The design of each controller

can explain this phenomenon. The non-sampled controllers consider the continuous-time

model and assure asymptotic stability. However, this model does not consider any constraint

in the switching frequency. Consequently, they require an in�nity switching frequency to

attain equilibrium. As a switching limit is imposed and decreased, the system di�ers from the

theoretical model considered for the design. This model di�erence then results in a voltage

deviation.

In contrast, the sampled controller is not a�ected by this model divergence. It considers the

discrete-time model, which already imposes a frequency for the control. The minor voltage

error observed, in this case, is caused by the fact that the sampled controller only assures

practical stability around the equilibrium point. Therefore some voltage error might occur,

although it is usually small.

Note that the results from (5.1) were obtained through simulations still with a relatively

ideal system. We can replicate the test with the real converter. As explained during Chapter 4,

the experimental tests were made at a control frequency of 40 kHz, which results in a maximum

switching frequency of 20 kHz, which is within the frequency limitation of the gate. Hence,

we can enhance the simulation by considering the dead-time. The simulation and experimental

results can be seen in Figure 5.2. In this test, to guarantee that the reference voltage corresponds

to the reality, the current steady-state correction method was used.
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Figure 5.2: Switching frequency of the buck converter for each reference voltage using the
min-type controllers.

As it could be expected, all controllers had a very similar result. The dead-time has a

signi�cant impact on the frequency pattern, practically imposing an upper limit for the
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commutation frequency. Due to this limitation, the frequency reduction magnitude at low and

high voltages is no longer high. However, it is still relevant and possibly capable of a

signi�cant power loss reduction. Another relevant aspect in these graphs is the similarity

between experimental and simulation. Although there are some di�erences, the pattern

similarity is easily visible. If a more accurate model were used for the simulations, considering

sensor noises, capacitor resistance, and other control delays, the result would probably be even

more similar.

5.3 Boost

Now using the boost topology, we replicated the tests performed on the buck converter. We

veri�ed the commutation frequency pattern at multiple control frequencies and its in�uence

on the steady-state error through simulations. The tests considered the control frequencies of

40 kHz, 200 kHz, and 1 MHz to cover a wide range of operations. The results can be seen in

Figure 5.3. Once again, for these results, the dead-time of the gate driver was not considered.
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kHz controller
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(c) Switching frequency with a 40
kHz controller
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(d) Voltage error with a 1 MHz
controller
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(e) Voltage error with a 200 kHz
controller
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(f) Voltage error with a 40 kHz
controller

Figure 5.3: Boost converter using the min-type controllers at di�erent control frequencies.

Albeit being the same test, the results here di�er signi�cantly from the buck converter.

There is a noticeable pattern change with the RNS and RS controllers, depending on the control
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frequency. At 1MHz, these controllers have a relatively small frequency variation, which would

probably not culminate into an exciting e�ciency improvement. However, with the control

frequency decrease, at 200 kHz and 40 kHz, the pattern becomes more promising, becoming

almost linear with the voltage increase. Therefore, at low power, where switching losses are

relevant, the switching is less frequent, resulting in power loss reduction, consequently, in an

e�ciency improvement.

Regarding the steady-state error, Figure 5.3 reveals that similar to what happened with the

buck converter, the reduction in the control frequency causes the increase of the voltage error.

Again, with the RNS and RS controllers, the error is relatively small. However, when operating

with the QNS min-type strategy at 40 kHz, the error reaches almost 8 V for a 70 V reference,

which is very high. Therefore, the external correction loop might be essential for its proper

operation.

Figure 5.3 presented a frequency pattern with a great potential for e�ciency improvement.

However, we have yet to verify if the same behavior is observable within the actual converter.

We conducted the same test with the experimental converter at a control frequency of 40 kHz

with this objective. Besides the experimental test, we can also improve the simulations by

considering the dead-time of the gate driver. These results are presented in Figure 5.4. This

new test used the steady-state correction method to avoid the voltage error observed during

the previous simulations.
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Figure 5.4: Switching frequency of the buck converter for each reference voltage using the
min-type controllers.

Note that the frequency pattern of the QNS controller with ideal switches is visibly di�erent

from what was observed previously in Figure 5.3. Now QNS behaves in a much similar way

to the other min-type strategies. This change is due to the correction method forcing the

converter to operate at a di�erent equilibrium point, matching the voltage reference.
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Similar to the buck, the dead-time consideration in�uenced the commutation frequency.

The controller ceases to reach higher frequencies, stagnating at a maximum of approximately

25 kHz. This behavior is relatively similar in the experimental converter, except for some minor

variations. The frequency stagnation observed with the real converter and the more accurate

simulation might raise some concerns. However, an unmistakable resemblance between this

pattern and algorithms that change the PWM frequency to improve e�ciency is visible [1, 16].

This similarity indicates the potential of the min-type switching strategies.

5.4 Buck-Boost

Finally, let us verify the frequency variation pattern on the buck-boost topology. Once again,

we veri�ed the commutation frequency pattern at three di�erent control frequencies (1 MHz,

200 kHz, and 40 kHz). As the experimental converter speci�cations are not compatible with all

these frequencies, the tests consisted of only simulations. The switches were considered ideal,

without any delay. The result of these simulations can be observed in Figure 5.5.
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(c) Switching frequency with a 40
kHz controller

0 20 40 60 80 100 120

Voltage reference(V)

-0.6

-0.4

-0.2

0

0.2

0.4

S
te

a
d
y
-s

ta
te

 e
rr

o
r 

(V
)

QNS Controller

RNS Controller

RS Controller

(d) Voltage error with a 1 MHz
controller

0 20 40 60 80 100 120

Voltage reference (V)

-2

-1

0

1

2

S
te

a
d
y
-s

ta
te

 e
rr

o
r 

(V
)

QNS Controller

RNS Controller

RS Controller

(e) Voltage error with a 200 kHz
controller

0 20 40 60 80 100 120

Voltage reference (V)

-5

0

5

10

S
te

a
d
y
-s

ta
te

 e
rr

o
r 

(V
)

QNS Controller

RNS Controller

RS Controller

(f) Voltage error with a 40 kHz
controller

Figure 5.5: Buck-Boost converter using the min-type controllers at di�erent control frequencies.

Like the boost, the frequency pattern in the min-type switching strategies converges to

the same curve as the control frequency decreases. At 1 MHz, the QNS behavior di�ers
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signi�cantly from the RNS and RS controllers, which have a much smaller frequency peak,

which also happens at a lower voltage. As the control frequency decreases, the pattern tends to

a more triangular form. The peak occurs when the output voltage is close to that of the input,

that is 65 V.

Regarding the steady-state error, it can be noticed that it is practically inversely proportional

to the frequency. Although in the RNS and RS controllers, the perceived error was relatively

small during all simulations. However, the same is not valid for the QNS controller. Even at

a control frequency of 200 kHz, the error already reaches values greater than 1.5 V, which is

very high for low voltages. This problem is very signi�cant at 40 kHz. In this case, the error

can reach values greater than 7 V. This shows the importance of an external correction loop for

the proper operation of the control strategy.

After the discoveries from the simulations, we focused on verifying the real converter

behavior. For this, we focus on the 40 kHz control frequency to guarantee that the maximum

switching frequency does not surpass the gates limit. To guarantee that the output voltage

matches the reference, we used the steady-state correction method. Figure 5.6 shows the

test results. As a base of comparison, we also provided simulation results, demonstrating the

frequency pattern with the dead-time and with ideal switches.
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Figure 5.6: Switching frequency of the buck converter for each reference voltage using the
min-type controllers.

As it happened with the other converters, the frequency pattern of all the control strategies

was very similar. The deformations on the curve of the QNS controller, which could be seen in

Figure 5.5, are not present in the ideal switches curve from Figure 5.6. This di�erence is due

to the steady-state correction method, which guaranteed that the output voltage matched the

reference.

Note that the considerations of the dead-time in the simulations caused a signi�cant change

in the pattern. As it happened with the other converters, the frequency stagnates at a particular
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value, presenting minimal variation. This frequency limitation impacts the power loss reduction

capabilities; however, the frequency variation is still very signi�cant at lower voltages. Hence,

it could still result in a reasonable e�ciency improvement.

5.5 Chapter Considerations

We evaluated the behavior of the buck, boost, and buck-boost converters regarding the control

frequency and the commutation frequency throughout this chapter. Our objective was to verify

if the min-type switching strategies might improve the converter’s e�ciency due to its inherent

switching frequency variation.

The results obtained through the simulations provide some very relevant insights. Firstly,

the steady-state error is inversely proportional to the control frequency of the min-type

controllers. Also, as this frequency decreases, the switching of all control strategies tends

to the same curve. When considering the experimental results, we observed stagnation of

switching frequency due to the gate drivers’ dead-time. Although the curve �attening impacts

the magnitude of the frequency variation, there is still a voltage range in which a signi�cant

frequency variation occurs with all the converters. This variation might reduce the switching

losses and increase the converter e�ciency within the range.

We have, therefore, achieved our goal of verifying the frequency pattern. As already

mentioned, the pro�le might result in a relevant power loss reduction. Future works may

deepen the analysis through the actual veri�cation of the power losses and compare it to

PWM-based controllers.
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Chapter 6

Conclusion

The main goal of this dissertation was to explore the application of min-type control strategies in

DC-DC power converters. We veri�ed if these controllers are valid options for real applications.

Accordingly, we evaluated the advantages and disadvantages of this control scheme and

compared it to the classical PWM-based approach.

We tested three min-type switching strategies throughout the study. Each of these had

unique characteristics. The Quadratic Non-Sampled (QNS) design considers operation within

the whole equilibrium region. The Robust Non-Sampled (RNS) is less conservative, and its

design considers speci�c equilibrium points. The Robust Sampled (RS) uses a discrete-time

model and considers frequency limitations during the design. These control strategies are all

derivations of previous studies (see [9, 10]). Albeit the similarity, we proposed some relevant

design improvements. Our generalizations make the system robust to load changes and to

reference variations [30]. Besides the design enhancement, we proposed an external control

loop to avoid any steady-state error. We explored two di�erent correction methods and applied

one of them throughout the study.

We designed these control strategies to operate some DC-DC converters. We delved into

three di�erent topologies: buck, boost, and buck-boost. The circuit variation enabled us to

analyze the response of the control strategies in multiple scenarios, giving readers a broader

knowledge of their applicability. To serve as a base of comparison, we also discussed the

classical PWM-based approach. We explored a technique for the design of the PI showing its

control scheme. We then made the desired analyses with the experimental converter.

The results from Chapter 4 demonstrated the impact of the control design improvements

from Chapter 3. All rules are now robust to changes in the equilibrium point and manage to
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operate the converters with good performance and reliability. Regarding load variations, the

results were even more remarkable. The min-type strategies are now robust to load variations.

The load estimator also enables the system to adapt to any change quickly. Even during an

abrupt load variation, the estimator instantly adapts the switching rule. These results support

the idea that min-type control strategies pose a real alternative to the classical approach.

Furthermore, aside from the transient and steady-state voltage responses, we also explored

the switching frequency of these controllers. Due to the nature of the min-type switching rules,

the switching frequency varies with the point of operation. Many e�ciency improvement

methods rely on frequency variation to reduce switching losses on PWM-based controllers.

Some of these novel frequency pro�les resemble those enforced by these methods, supporting

the thought that they may increase the converter e�ciency.

In summary, we achieved our primary goal of demonstrating the applicability of min-type

converters and raise their advantages and disadvantages. Further studies might focus on

developing a control rule capable of adapting to load changes without real-time adaptations

on the model. This improvement would reduce the processing time and enable operation at

higher frequencies.
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